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Uncovering the nature of dark matter is one of the most important goals of particle physics. Light
bosonic particles, such as the dark photon, are well-motivated candidates: they are generally long-
lived, weakly-interacting, and naturally produced in the early universe. In this work, we report on
LAMPOST (Light A" Multilayer Periodic Optical SNSPD Target), a proof-of-concept experiment
searching for dark photon dark matter in the eV mass range, via coherent absorption in a multi-
layer dielectric haloscope. Using a superconducting nanowire single-photon detector (SNSPD), we
achieve efficient photon detection with a dark count rate (DCR) of ~ 6 x 107° counts/s. We find
no evidence for dark photon dark matter in the mass range of ~ 0.7-0.8 eV with kinetic mixing
e > 1072, improving existing limits in € by up to a factor of two. With future improvements to
SNSPDs, our architecture could probe significant new parameter space for dark photon and axion

dark matter in the meV to 10 eV mass range.

Dark matter (DM), a form of non-relativistic mat-
ter that amounts to ~ 25% of the energy budget of
the universe [1, 2], is by now the conservative expla-
nation for a wealth of astrophysical and cosmological
data that cannot be accommodated within the Stan-
dard Model (SM) of particle physics. However, all
of our evidence for DM is via its gravitational inter-
actions on large scales, which is compatible with a
very wide range of particle physics models.

Light, weakly-coupled new bosons are a well-
motivated class of DM candidates [3-7]. Light
scalar, pseudoscalar, and vector particles arise in
many SM extensions and are generally weakly cou-
pled, long-lived, and difficult to detect [8-13]. These
bosonic DM candidates are also automatically pro-
duced in the early universe assuming a period of cos-
mic inflation [5, 7]. For vector DM, the abundance
today depends on the inflationary Hubble scale [7],
and can yield the measured DM abundance for DM
masses > 5 x 107°eV given current constraints on
the inflationary scale [14]. The detection of a vector
DM particle at the eV scale would point to a Hubble
scale of 5 x 1012 GeV, otherwise unreachable in any
laboratory experiment or late-universe astrophysical
observation.

* Both authors contributed equally to this work.
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The simplest and least-constrained vector DM
model is the dark photon, characterized by the ‘ki-
netic mixing’ interaction with the photon [10],
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where Fj,, and F), are the field strengths of the
photon and the dark photon, respectively, and A’ is
the dark photon field. The dark photon mass m 4/
and kinetic mixing parameter € < 1 define the DM
parameter space.

Similarly to a photon, the leading interaction be-
tween dark photon DM and a detector is the ab-
sorption of the DM particle [15, 16]. The entire rest
mass energy m arc? can be captured, in contrast to
scattering, which deposits at most the kinetic energy
mav? /2 in direct detection experiments [17] (where
v ~ 1073¢ is the galactic DM velocity and c is the
speed of light). This motivates new experimental
schemes for detection of light bosonic DM. In this
work, we focus on the efficient conversion of dark
photon DM to near-IR photons.

To convert a non-relativistic dark photon into a
relativistic photon of the same frequency, the target
must compensate for the mismatch in momentum.
This can be achieved using a stack of dielectric layers
with different indices of refraction, whose thicknesses
are on the scale of the photon’s wavelength [15, 18—
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Fig. 1. Sketch of the LAMPOST concept. The dark
photon dark matter field A’ converts to photons in a
layered dielectric target. These photons are focused by
a lens onto a small, low-noise SNSPD detector. The
beam emitted from the stack is approximately uniform
except for a small region in the middle where a mirror is
absent, not shown here.

21]; we use a stack of half-wavelength layers [22].
In such a structure, dark photon DM at the corre-
sponding frequency can convert coherently to pho-
tons: the photon acquires its energy from the dark
photon DM and its momentum from the lattice vec-
tor of the photonic crystal, thus alleviating the mo-
mentum mismatch between the non-relativistic DM
and the relativistic photon (see Fig. 1 for a sketch
of the setup). In particular, in a half-wave stack
[22], due to constructive interference between con-
verted photons from different layers, the conversion
rate increases as the square of number of layer peri-
ods N. If the half-wave frequency is matched to the
DM mass, then the converted power per unit area is

given by
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where ppy ~ 0.4 GeV em ™2 is the local DM density,
n1,2 are the refractive indices of the alternating lay-
ers, and A is the area of the stack (Fig. 3 shows the
converted power as a function of DM mass for our
stack configuration).

Due to the small DM velocity, the converted pho-
tons are emitted within ~ 1073 rad of the normal
vector to the layers. This allows them to be fo-
cused down to an area ~ 107% smaller than that
of the layers, permitting the use of small, highly
sensitive detectors [15, 16, 18]. Superconducting
nanowire single-photon detectors (SNSPDs) have
demonstrated, in separate experiments, ultralow
dark count rates (107° Hz) necessary to detect rare
signal events, active areas large enough to collect the
focused light (= 0.1 mm?), near-unity detection ef-
ficiency, and sensitivity to photons from 0.1 eV to

10 eV [23-26]. These properties make SNSPDs well-
suited to the unique requirements of this project.

In this work, we present the first results from the
LAMPOST (Light A’ Multilayer Periodic Optical
SNSPD Target) experiment with 180 hours of data
collection. Our simple and inexpensive prototype
constrains new dark photon DM parameter space at
masses ~ 0.7-0.8 eV (corresponding to photon wave-
lengths ~ 1550-1770 nm) with less than a week of
run time. The choice of the ~ 0.7-0.8 eV mass range
allows us to leverage off-the-shelf equipment and ro-
bust fabrication processes to simplify this proof-of-
concept experiment.

FExperimental setup.—The dielectric stack, or tar-
get, generates the signal photons of interest. As dis-
cussed in [15], a useful configuration is a ‘half-wave’
stack, in which the stack’s layers have alternating
refractive indices nq,n9,n1,n9,... and thicknesses
dl, dQ, dl, dQ, ceey with ’I’lel = n2d2. The thicknesses
and indices are chosen for light at the signal wave-
length of interest to acquire 7w phase upon transmit-
ting through each layer. In such a material, dark
photon DM with frequency w ~ 7/n;d; can convert
coherently to photons. We utilise alternating layers
of amorphous silicon and silica, deposited on top of
a ~ 0.525 mm thick silica substrate which is polished
on both sides.

The dielectric stack is integrated and aligned with
several optomechanical elements and a 50 mm fo-
cal length plano-convex lens to focus the signal onto
the primary SNSPD. The structure is illustrated in
the right-hand panel of Fig. 2. A reference SNSPD,
nominally identical to the first, is placed on the same
PCB as the primary detector, but offset by 2 cm
so as to be completely out of the optical path of
the signal. This reference detector can serve to pro-
vide an estimate of the event rate for several poten-
tial sources of background counts, including cosmic
ray muons, Cherenkov photons generated in the lens
[27], or high energy particles excited by radioactive
decay events. The entire apparatus is contained in-
side a light-tight box.

To electrically and optically characterize the fab-
ricated SNSPDs, we designed an experimental setup
using a sorption-pump type He-3 cryostat. The halo-
scope containing the SNSPDs (the assembly in Fig.
2) was placed on a 300 mK cold stage, with ample
spacing from the innermost radiation shield. The
signal was amplified at the 4 K stage by a cryogenic
low-noise amplifier with a total gain of 56 dB and
then was sent to a pulse counter. A single mode
optical fiber delivered light from 1550 nm and 1700
nm CW lasers into the cryogenic apparatus though
a vacuum feedthrough.

An important consideration is whether the appa-
ratus is mechanically stable enough to preserve the
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Fig. 2. The LAMPOST prototype haloscope apparatus.
(a) Exploded view with element details. Inset: assem-
bled view. b) Schematic cross-sectional and top-views
of the dielectric stack target responsible for DM-signal
photon conversion, with designed values of different di-
mensions, g: Aperture diameter, 10 mm; d: Wafer di-
ameter, 50 mm; t;: Substrate thickness, 525 pm; t.q:
Amorphous silicon layer thickness, ~292 nm; t,: SiOs
layer thickness, ~548 nm. See Supplementary Materials
for details of the film characterization.
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intended alignment during the cooldown. A mock
haloscope was constructed to independently test this
(which used the same SNSPD and PCB). We can de-
tect a misalignment by comparing the experimental
and theoretical DE of the SNSPD; a large discrep-
ancy would suggest substantial misalignment. First,
we placed a conventional, large-area optical power
meter directly above the SNSPD at room tempera-
ture and recorded the optical power at a fixed laser
power output at 1550 nm. Next, we removed the
power meter, cooled the system to 300 mK, and
recorded the photon count rate on the SNSPD for
the same laser output power (but with a fixed and
known optical attenuation added to the signal path
to avoid saturating the SNSPD). A DE of 28.3+
0.5% was observed for the case of light polarized
along the length of the wire (parallel) and 12.1+
0.5% for the perpendicular polarization. A paddle-
type polarization controller was used to shift the
state as needed. We simulated the theoretical DE
of our detector to be 33.6% for the parallel polariza-
tion case and 10.6% for the perpendicular case (de-
scribed further in the next section). We note that
the experimental parallel DE of 28.34 0.5% could
be 1.117 times higher, or 31.6%, if the SNSPD were
operated at a higher bias current (this is necessary
to facilitate direct comparison to the simulations,
where the internal detection efficiency is assumed
to be unity). Comparing the experimental DE of
31.6% (after compensating for incomplete saturation
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Fig. 3. Calculated time-averaged power P absorbed from
dark photon DM with mass m 4/ by the layered target,
normalised to the power Py absorbed by a uniform mir-
ror. The thin purple curve shows the power absorbed
by a target with parameters given by their respective
measured central values, while the magenta curve shows
the minimum power obtained by varying the parame-
ters within measurement uncertainties (see Supplemen-
tary Materials). The substrate thickness is assumed to
physically vary by 2 10 um over the target area; this
accounts for the magenta curve sometimes falling above
the purple curve of constant substrate thickness.

of the internal detection efficiency) to the simulated
DE of 33.6% for the parallel polarization case, the
magnitude differs only by a factor of 0.94. The dis-
crepancy may be explained by small temporal vari-
ations in laser source power (~2%), incomplete po-
larization state purity (~1-2%), variable scattering
loss at fiber connectors at different temperatures,
and an acceptable amount of misalignment in the
beam. The larger-than-expected perpendicular po-
larization DE and smaller-than-expected parallel DE
would be consistent with a slightly impure polariza-
tion state during the measurement. We note that
the targeting beam changed position by 100 pm in
both the lateral directions upon warming up after
this mock haloscope test, which was consistent with
the behavior of the main haloscope during the actual
experiment.

Separately, the main haloscope was assembled and
tested briefly prior to the data collection. A brief
optical measurement at cryogenic temperatures was
conducted (without control over polarization), giv-
ing a reasonable DE of 19.3% which is between
the nominal parallel and perpendicular DE values.
Next, the system was warmed to room tempera-
ture, and the optical fiber was disconnected to pre-



vent blackbody radiation-induced counts impinging
on the detector. After cooling down again, we began
recording counts on the main detector over several
cycles of the cryostat. At several points, the halo-
scope was removed from the system, and the opti-
cal alignment was inspected to ensure no significant
drift had occurred. A translational drift of about
100 pm was observed, consistent with the detailed
alignment test conducted separately. We collected
count data for both the main and reference SNSPDs
over a total time of 180 hours at the 300 mK base
temperature, while operating both SNSPDs at a bias
current of 4.2 pA.

After assembling the dielectric stack and the
SNSPD as in Fig. 2, we combine simulated and
experimentally measured factors to obtain a well-
bounded number for the system detection efficiency
(SDE), which captures all known sources of loss from
the point of signal photon generation in the stack to
the generation of photon count events in the SNSPD.
The SDE can be expressed as

SDE = OCE -T - DE. (3)

The optical collection efficiency (OCE) is derived
from ray-tracing simulations as described in the Sup-
plement. The simulations show that 1.27% of sig-
nal photons generated in the stack impinge on the
SNSPD in the worst-case misalignment. The OCE
constitutes the largest source of loss in our sys-
tem, and is limited by several factors, including
a £100 ym in-plane alignment uncertainty (exper-
imentally observed), spherical aberration, and total
internal reflection losses in the lens. Additionally,
we found that wafer curvature resulting from intrin-
sic stress in the dielectric stack’s thin films modi-
fied the focal length from the expected value, fur-
ther misaligning the signal (see Supplement). The
transmission coefficient T = 88% captures a small
optical loss incurred by defects in the dielectric stack
which scatter the signal. Finally, the detection effi-
ciency DE of the SNSPD is the probability of gen-
erating a detection event for one photon incident on
the detector’s footprint; the value is estimated to
be 17.5% based on a calibrated measurement of the
DE at 1550 nm, which is averaged for both polariza-
tion states, followed by an adjustment for 1700 nm
photons (the detector is roughly 10% less sensitive
at 1700 nm). Overall, we achieve an SDE of 0.20%
in our system. The calculated converted power P
per unit target area A, as a function of dark photon
mass, is shown in Fig. 3. This power is normalised
to the time-averaged power converted by a simple
mirrored surface, Py/A = %62 pDM, Where ppy is the
local DM energy density.

Results.—Over a 180 hour exposure, the primary
SNSPD registered 4 counts, while the reference

Alnm
1011 2000 1000 500 200 100
10_12' Solar FUNK
-131
w 10 E
SENSEI
107¢
fl  Limit from this work
— 90% SDE Xenon10
107"%¢
0.5 1 5 10

mpleV

Fig. 4. LAMPOST constraints on dark photon DM with
mass m 4 and kinetic mixing e. The magenta shaded
region shows the 90% limit set by our experiment. The
thin purple curve corresponds to the reach of an equiv-
alent experiment with an improved SDE of 90%. Ex-
isting limits on dark photon DM from the FUNK [28],
SENSEI [29] and Xenon10 [30] experiments and from the
non-detection of Solar dark photons by XenonlT [31] are
shown in gray.

SNSPD registered 5 counts. As discussed in the Sup-
plementary Material, the dark count rates for the
two SNSPDs are likely to be similar. Accordingly,
we can estimate the dark count rate for the primary
SNSPD using the reference SNSPD’s counts, and
set a limit on the kinetic mixing €, as described in
the Supplementary Material. Figure 4 shows this
90% confidence limit, derived by minimizing over
measurement uncertainties as described below, com-
pared to existing bounds [31]. We assume a local
DM density of 0.4 GeV cm™2, with a standard trun-
cated Maxwell-Boltzmann velocity distribution [32],
and assume that the dark photon polarization direc-
tion varies randomly over timescales longer than the
DM coherence time (see Supplementary Materials
for details).

There are several measurement uncertainties on
the properties of the target, such as the layer thick-
nesses. To set conservative limits, we calculate
the minimum signal power that is compatible with
the possible range of target properties (as discussed
in the Supplement). This procedure has a non-
negligible effect, since the large substrate thickness
ts ~ 525 + 10 pm introduces an oscillatory depen-
dence of the signal power on the DM frequency. The
time-averaged DM absorption rate per unit area, as
a function of dark photon mass, is shown in Fig. 3.
The thin purple curve shows the signal power for a



target with coplanar, uniform layers, with the mea-
sured central value thicknesses and properties, illus-
trating the rapid oscillation caused by the large sub-
strate thickness. Small variations in target proper-
ties can these oscillations by more than a period, in-
troducing uncertainty in the signal power at a given
DM mass. Analogously, physical variation in e.g.
the substrate thickness over the disk (slowly varying
over the span of the wafer, known as total thick-
ness variation) results in a disk-averaged conversion
power that is averaged over shifted curves. Taking
both of these effects into account gives the magenta
curve in Fig. 3.

The calculations for Fig. 3 were carried out in 1D
(using transfer matrix methods [33]), treating lay-
ers locally as infinite and uniform. As discussed
above and in the Supplement, there will be devia-
tions from this approximation. However, these de-
viations will only be important if, at scales < the
DM coherence length (which is ~ 0.5 mm at the rel-
evant DM masses), they have a greater effect than
the uncertainties incorporated into the 1D calcula-
tion. As discussed in the Supplement, measurements
of the stack show that, with the exception of small
defects (which were incorporated into our loss cal-
culations above), the layer properties are uniform
enough that the uncertainty in converted power is
dominated by the 1D effects. Another effect is that,
due to wafer curvature, the angle between the lay-
ers and the lens surface will vary over the stack,
being effectively coplanar in some places but not
in others. Taking the minimum over 1D configu-
rations which include the lens and its anti-reflection
coating (treating them as coplanar with the stack),
and those which do not, does not visibly alter the
magneta curve in Fig. 3 — the uncertain substrate
thickness is already a large effect. The misalignment
between the stack and the lens will also alter the fo-
cussing of the stack-generated signal, which is taken
into account by our optical collection efficiency cal-
culations. While the anti-reflection coating, which is
itself a series of dielectric layers (whose properties we
do not know precisely), could hypothetically convert
DM into a photon signal which may interfere with
that from the stack, the variation in stack-lens sep-
aration over the area, and the fact that the lens and
stack are separated by more than the DM coherence
length, means that the converted powers will add
incoherently (this is discussed in more detail in the
Supplement).

Fig. 3 illustrates that, even using our conservative
estimates, our layered target enhances the conver-
sion rate by up to a factor ~ 30 times that of a mir-
ror target of the same area [28, 34, 35]. Compared
to dark photon absorption in the SNSPD itself, as
considered in [23], the much larger area and multiple

layers of the dielectric target produce a signal rate
from stack-converted photons that is at least ~ 103
times greater (at its optimum frequencies). Fig. 4
shows that our prototype detector constrains previ-
ously unexplored DM parameter space in the mass
range 0.7 — 0.8 eV.

As discussed in the Supplementary Materials,
since we do not know the precise cause of our ob-
served counts, it is possible that the dark count rates
for the reference and primary SNSPDs are somewhat
different. To set a conservative limit on the kinetic
mixing €, we can find the value of € that would lead to
< 4 signal counts only 10% of the time, giving a 90%
confidence limit on the coupling, independent of any
dark count rate estimate. This results in a e limit
a factor ~ 1.3 times larger than the nominal limit
shown in Figure 4. In future experiments, further
measurements (e.g. a control experiment where the
stack is removed) would enable more precise mea-
surement of the primary SNSPD’s dark count rate.

Discussion.—There are several clear directions to-
ward extending the experimental reach beyond the
prototype. The first is improving the OCE from its
current value of 1.27%, which suffers from a combi-
nation of optical aberrations and reflective losses. In
the future, these could be mitigated with a longer-
focal length lens, reaching 93% OCE (see Supple-
mentary Fig. 4), but at the expense of mechanical
stability. With custom-designed adapters to house
the lens, stack and collimator, and finer toleranced
parts used in the assembly, concerns over alignment
could be assuaged. The other aspect would be im-
proving the DE of the SNSPD. By adding an ap-
propriately designed dielectric coating around the
SNSPD, the DE could be raised to 98%[24]. Finally,
by lowering the defect count of the target’s dielec-
tric stack, transmission losses could be made negli-
gible. Combining these would enable an SDE above
90%, which would increase the reach of an otherwise
equivalent experiment about an order of magnitude
in coupling, as illustrated in Fig. 4.

Further improvement can be achieved from back-
ground count characterization and mitigation, to
determine whether they originate from cosmic
ray muons, Cherenkov photons generated in the
lens [27], or simple statistical fluctuations of the bias
current in the detector. For dark counts generated
by cosmic rays or radioactivity, it may be possible
to veto such events using additional detectors.

Extending the reach to heavier DM masses could
be accomplished with wider-bandgap thin film ma-
terials such as ZnSe or TiOs. To search lighter
DM masses, more research should be conducted on
fabricating low-energy threshold SNSPDs, though
promising results have been obtained at photon en-
ergies as low as ~ 0.1eV (A ~ 10 pm) [25, 36].



By placing the dielectric layers in a magnetic field,
axion [37-39] DM with a coupling to photons [40]
could also be absorbed, allowing a haloscope to
probe axion masses well above the traditional mi-
crowave range [15]. If good SNSPD performance in a
large magnetic field is achieved (as has been demon-
strated in some cases [41, 42]), almost the same ex-
perimental setup could be used.

The LAMPOST prototype places the first con-
straints on dark matter using optical haloscopes, ex-
ceeding current constraints in the 0.7 — 0.8 eV mass
range by up to a factor of two in dark photon cou-
pling. At the same time, the prototype demonstrates
technologies and techniques that will enable searches
over even larger volumes of parameter space. Opti-
mizing the optical collection and detection efficiency
of the setup can improve the coupling limits by more
than an order of magnitude. Larger volumes of
layered dielectric targets, longer integration times,
parallel operation of complementary frequency halo-
scopes, and background characterization and vetoes
are all concrete avenues toward a rapid exploration
of large regions of dark photon dark matter parame-
ter space. Integration with a large background mag-
netic field and lower-threshold SNSPDs will enable
the search for axion dark matter in the meV mass
range.
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Supplementary Materials
A. Construction of the apparatus

The haloscope “core” comprises an aluminum 50 mm
optical cage mount, the dielectric stack wafer, and
a plano-convex focusing lens epoxied together, with
a reflective collimator threaded onto the backside.
The core is mounted to Invar posts to minimize
thermal contraction, and the posts are mounted to
an aluminum baseplate which houses the SNSPD’s
PCB. The entire haloscope is mounted and housed
in a light-tight aluminum enclosure to minimize
stray light entering the cryostat through various
feedthroughs at higher temperature stages.

The detector is permanently mounted at the three
dimensional location of best focus considering the
position and orientation of the dielectric stack and
the lens. This location is determined by propagating
a 635 nm laser from the reflective collimator all the
way to the detector. The gold reflector is omitted
from an aperture of width g = 10 mm in the dielec-
tric stack wafer, allowing the laser to pass through.
This allows it to simulate the propagation vector of
the DM signal photons. The SNSPD is translated
within the plane of the baseplate, and the haloscope
core is moved along the focal axis until the align-
ment beam is visibly focused and centered on the
detector area, as viewed through an off-axis micro-
scope and camera setup. Next, the haloscope core
is moved closer to the detector by a pre-calculated
amount that compensates differences in source prop-
erties (wavelength, beam size, beam shape) between
the alignment beam and DM signal photons. Fi-
nally, the SNSPD is fixed in place with UV-cured
€pOxy.

B. Optical simulations and calculations

In this experiment, two major aspects require optical
simulations to evaluate the ideal and experimental
efficiencies of the system. The first is the optical sys-
tem (spanning the point of signal photon generation
in the stack, to the detector plane), and the second
aspect is the absorption on light in the SNSPD. We
will describe our methodology and results in turn for
each aspect.

We chose to analyze the optical system with non-
sequential ray tracing, which efficiently captures the
effects of many aberrations and misalignment effects
present in the physical system. The desired quan-
tity is the optical collection efficiency (OCE) which
captures all losses in the optical system. First, it
is useful to understand the relationship between the
alignment beam (to point the dielectric stack at the
detector) and the DM signal that would hypotheti-
cally be produced inside the stack. The aperture in

the stack gives an annulus source shape for the DM
signal and a circular beam profile for the alignment
beam. Because of spherical aberrations and chro-
matic focal shift, these two beams do not share the
same focal distance. In the laboratory setting, the
alignment beam can be observed to pass through a
focus on the plane of the detector by moving the
haloscope core (lens, stack, collimator). If we repli-
cate the system parameters (lens shape, source prop-
erties such as profile, wavelength, etc) in a ray trac-
ing model, we can also obtain an equivalent position
of best focus, shown in Supplementary Fig. 5(a) as
Zalign- 1t need not be in exactly the same position as
the experimentally observed focal distance. Next, in
the ray tracing model, we change the source proper-
ties to mimic the expected DM signal, which is an
annulus with a beam diameter of d = 50 mm and
a circular stop the same diameter as the aperture g
= 10 mm, emitting at 1550 nm (Supplementary Fig.
5(b)). The new position of best focus for the DM sig-
nal is found at a displacement of dzgignq, or -1 mm
(negative values being closer to the detector plane)
in our case. The effect of thermal contraction in the
invar cage rods supporting the haloscope core was
also included in this number. Knowing dzsignai, we
can use it during the experiment by first locating the
visible focus for the 635 nm alignment beam, then
moving the haloscope core closer to the detector by
1 mm.

Separately, we considered several physical effects
on the dielectric stack itself that may influence the
optical signal in our experiment. During cooling,
the a-Si thin films will contract differently from the
SiO; substrate, resulting in stress and wafer bowing.
We used temperature-dependent coefficients for the
linear thermal expansion coefficients of a-Si and SiO4
[45, 46] and calculated the stress resulting from the
contraction from the deposition temperature (40°C)
to 10K (the difference between 10K and the working
temperature of 300 mK being insignificant), via [47]

o = E'AaAT,

where E' is the biaxial modulus of silicon (180 GPa),
Aa is the average difference in thermal expansion
coefficient between silicon and fused silica over the
entire temperature range of consideration, and AT
is the change in temperature, which is 303 K. This
results in a tensile stress of 57 MPa. The resul-
tant induced wafer curvature was calculated via the
Stoney formula [48] as —47.4 m, resulting in an op-
tical focusing power 1/R = —0.021 m™ for photons
generated in the stack. Adding this to the optical
power of the lens, the effective focal length of the
stack-lens system increases by about 0.05 mm, which
we consider to be negligible given the low sensitivity
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Effective behavior of the DM signal photon source as an
annulus with a modified position of best focus ( zarign —
dzsignal).

to focal length and the wide tolerance range already
assumed.

We also considered another mechanism by which
the optical focus of the signal could be perturbed,
which is intrinsic stresses of the thin films in the di-
electric stack. We measured the thin film stresses in
reference films of a-Si and SiO5 to be -160 and -240
MPa, respectively. Considering these to act inde-
pendently in the limit of small strain and curvature,
we recalculated the resultant wafer curvature (in this
case 4.7 m) for the thin films in our stack with the
Stoney formula above and added them to the optical
power of the lens, similar to the treatment for the
thermal film stress. We find that the effective fo-
cal length decreases by 0.5 mm, which introduces a
systematic offset in focal distance for data collected
during the experiment, since it was not compensated
for at the time of alignment and data collection. In
the following section describing ray tracing results,
the signal source is adjusted to mimic this initial
focusing effect.

Ray tracing is used to calculate the estimated
OCE for the system when it is aligned at this posi-
tion, for the peak signal wavelength of 1700 nm (note
this differs from the expected wavelength of 1550 nm
due to larger-than-intended layer thicknesses). We
identified two sources of misalignment that are suffi-
ciently large to consider in this estimation, which are
defocus (deviation from the best focal length in the 2z
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Fig. 6. Non-sequential ray tracing results for the (a)
worst-case misalignment scenario and (b) the best-case
scenario, showing incoherent irradiance (linear scale
color mapping) at the plane of the detector in each
case. The detector’s active area is indicated by the white
boxes. Inset of (a): coordinate system used for displace-
ments. (c¢) Ray tracing of the improved optical design
using a longer focal length lens which achieves 93% OCE.
Inset: Incoherent irradiance in log scale at the plane of
the detector in the case of the improved optical design.

axis) and unwanted detector translation along the xy
plane away from the calculated DM signal spot posi-
tion. We estimate a defocusing uncertainty of + 2.5
mm in our experiment. The translation error consti-
tutes a fixed and known misalignment contribution
as well as a systematic uncertainty. The fixed mis-
alignment itself comes from (i) off-axis tilt in the re-
flective collimator, causing the alignment beam po-
sition to differ from the DM signal position by a
small amount, and (ii) an initial error in the detec-
tor position when it was glued down, due to shifting
during the curing of the epoxy used to fix it in place.
Both these values were summed and used in the ray
tracing simulations shown in Supplementary Fig. 6
as a starting location for the DM signal beam’s po-
sition relative to the detector. We noted that the
alignment beam’s position in the plane of the de-
tector was observed to vary by 4+ 100 ym when in-
spected between cooldown cycles. As there is no rea-
son for this error to vary during data collection once
the apparatus has cooled to ~300 mK, and since we
cannot inspect the alignment beam’s position when
cooled down, we incorporated this as a systematic
uncertainty to be tested for worst-case estimation of
the OCE. Ray tracing simulations were performed
to compare several plausible misalignment scenar-
ios. We varied the beam position by + 100 pm in
either in-plane axis and by + 2.5 mm along the fo-
cal length and found the worst case scenario of pos-
sible misalignment outcomes, in which the detector
is shifted relative to the signal beam by +100 pm



along the z-axis, and -2.5 mm on the z-axis sending
much of the beam off the surface at its most tightly
focused point (Supplementary Fig. 6(a)). The OCE
for this scenario is calculated to be 1.27%. In Sup-
plementary Fig. 6(b) we also considered the best-
case misalignment outcome, which gives an OCE of
up to 7.2%. We note that displacement in the y-
axis does not significantly affect any of the results,
within the tolerance observed. 4 x 10° rays were
used for non-sequential ray-tracing. To simulate the
effect of the DM signal’s angular spread (due to DM
velocity dispersion), the rays were scattered with a
Gaussian angular distribution (standard deviation
of 0.85 mRad angular deflection per ray away from
the normal vector). The lens was coated in simu-
lations with the exact AR-coating that was applied
to the real lens in the experiment. As a final note,
we neglected the influence of signal light transmit-
ted through the aperture portion of the stack, where
the reflector is absent, as it is expected to be weak
in comparison to the rest.

We also note the ray tracing results for a modified
haloscope optical path (Supplementary Fig. 6(c))
which uses a plano-convex lens of a much larger fo-
cal distance (200 mm) with the convex side facing
the stack. These changes would minimize the effects
of spherical aberration and total internal reflection
losses, resulting in a significantly improved OCE of
93%.

Earlier, we mentioned an anti-reflection (AR)
coating applied to the lens in the haloscope. In our
case, the coating is proprietary to the manufacturer
of the lens and designed for broadband operation
transmission within a certain spectral window (like
the near-infrared, in our case), or a so-called broad-
band anti reflection (BBAR) coating. Such a coating
may consist of numerous alternating dielectric lay-
ers, typically arranged in a numerically optimized,
aperiodic set of thicknesses. Since the number of
layers and their composition are unknown to us, one
may consider whether the BBAR coating could gen-
erate its own signal capable of destructively interfer-
ing with the dielectric stack’s own signal. In order
for this to occur, several conditions must be satisfied:
(1) the BBAR coating must be very specifically de-
signed to concentrate a similar amount of power into
the exact spectral window in which we are operating,
(2) it must be almost perfectly co-planar across most
of its surface, and specifically positioned to produce
destructive interference, and (3) the dielectric stack
and the BBAR coating must be less than a coherence
length apart, in order for the signal powers to inter-
fere at all. As discussed earlier in this Supplement,
(2) is not satisfied, since wafer bow causes the gap
between the stack and the lens to be significantly
non-uniform, which would result in averaging of the

signals over a large area, rather than perfect destruc-
tive or constructive interference. Additionally, small
and slow thickness variation across the stack wafer
introduces another effectively random perturbation
to this distance. Moreover, (3) is not satisfied since
the dielectric stack is at least one coherence length
(Ae = 0.53mm (0.7¢V/my/) away from the BBAR
coating on the lens, considering the thickness of the
stack substrate (525 pm), plus contributions from
the gap between the lens/stack from the epoxy used
to attach them, and the additional gap due to wafer
bow. Finally, we conducted ray tracing to consider
a final aspect relevant to this issue: due to the wafer
bow, a ray originating from a specific point on the
BBAR coating and another ray originating from the
same relative location on the dielectric stack are con-
sistently displaced from one another along the fo-
cal plane of the detector (due to the effective local
tilt of the stack wafer adding a defocus term to the
BBAR coating’s signal). As a result, the two sig-
nals would be significantly misaligned on the detec-
tor, again preventing perfectly uniform interference.
Since multiple conditions for uniform destructive in-
terference from the BBAR coating are not satisfied,
we conclude that it can be safely neglected from our
experiment. However, in the future, it is worth con-
sidering that a deliberately designed and deposited
BBAR coating on the lens could be an economical
means of obtaining a thick and highly uniform di-
electric stack in itself, without the need for a sepa-
rate stack wafer.

We also conducted optical simulations of the
SNSPD'’s detection efficiency under various condi-
tions for the purpose of validating our alignment
strategy and confirming nominal operation of the
SNSPD. We conducted a combination of 2D finite-
element modeling and rigorous coupled-wave analy-
sis [43] to obtain this value, using the best available
measurements of material thicknesses, refractive in-
dices, and lateral dimensions of the as-fabricated
SNSPD. Considering only the light incident from
the top surface of the SNSPD, the theoretical de-
tection efficiency is 32.7% for the parallel polariza-
tion (and 10.2% for the perpendicular polarization).
However, given the large detection area of this de-
vice and the size of the near-infrared beam used for
alignment, the reflection off the backside of the sil-
icon substrate cannot be neglected in the calcula-
tion of the total absorption coefficient in the detec-
tor. This factor is most significant when the beam
is centered on the detector area but focused on the
bottom surface of the substrate. Conservatively, if
we assume the worst case in which the focal spot of
the beam is centered on the detection area and fo-
cused on the bottom side of the substrate, the light
transmitted through the SNSPD will diffusely scat-



ter off the unpolished back silicon surface with a
Lambertian intensity profile. The total absorption
coefficient of this backward pass can then be calcu-
lated by integration of light scattered to angles en-
compassing the SNSPD’s active area, and multipli-
cation by the angle-dependent absorption coefficient
of the SNSPD for light incident from underneath,
referred to as the backward pass. For simplicity, we
neglect light scattered into the perpendicular polar-
ization, which has a much smaller absorption coef-
ficient. Light scattered under a Lambertian profile
has a radiant intensity proportional to the cosine of
the angle between the incident beam and the surface
normal [44]. We start with the calculation of radiant
flux Fi,¢ emitted from a Lambertian surface [49]:

€ sin(26)

Ftot = 27TImam/ dea

b

where 6 is the angle of incidence, b and ¢ are the an-
gular span of integration, and I,,,. is is the peak
radiant intensity chosen as 1/m so that Fi; = 1
when integrating 6 from 0 to /2, the full angu-
lar range available in reflection. To calculate the
angular dependence of the total absorption in the
detector during the backward pass, we include the
angular dependence of the detector’s absorption co-
efficient in the integral of the previous expression,
and integrate over the angles of incidence in which
the detector is visible to the point of reflection:

Q .
Qplwd = 2/ sm(20)a(0)d0’
0

where apgqq is the total absorption coefficient of the
backward pass, a(6) is the angle-dependent absorp-
tion coefficient of the detector from backward in-
cidence (around 21% for relevant angles, obtained
from 2D simulations), and €2 is the maximum angle
of incidence where the detector area is still visible to
the reflected beam (0.49 rad). We calculate aprywa
to be 4.9%. Next, we consider that only some of
the original light incident on the top surface remains
at the point of reflection off the back surface. The
transmission coefficient through the detector, T, is
0.62, and the reflection coefficient R off the back sur-
face is estimated to be uniformly 0.306, which when
multiplied together and with apgqq result in an ef-
fective increase in the DE of about 1% due to the
backward pass. Adding this to the forward-pass DE,
the total detection efficiency of the SNSPD is esti-
mated to be 33.6% in the case of an incident beam
perfectly aligned to the detector area, and polarized
parallel to the nanowire’s long axis. For the case of
the perpendicular polarization, the backward pass
has a marginal influence, increasing the total DE
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Fig. 7. Scanning electron micrograph of nanowires after
fabrication.

from 10.2% to about 10.6%. We ignore the effect of
light scattered into the rest of the substrate, since
the 1 cm? die is large enough that most of the cap-
tured light will escape before encountering the rela-
tively small detector area again.

C. Dielectric stack fabrication and
characterization

The dielectric stack, which is responsible for reso-
nant conversion of DM particles to signal photons,
was fabricated at NIST Boulder. The starting sub-
strate was a fused silica wafer 50 mm in diameter,
which was mounted with wax to a 150 mm-diameter
carrier wafer at the position of best uniformity previ-
ously recorded for the deposition system to be used.
Prior to film coating, it was plasma-cleaned in oxy-
gen. The dielectric stack was deposited with al-
ternating films of hydrogenated amorphous silicon
(a-Si) and silicon dioxide (SiO3) deposited at 40°C
with inductively-coupled plasma chemical vapor de-
position (ICP-CVD). Based on measured deposition
rates and prism-coupled refractive index measure-
ments, the stack was designed to consist of 5 pairs
of 292 nm a-Si and 548 nm SiO5. A gold reflector
with a 5 nm Ti adhesion layer was deposited on top
of the last SiOq layer with electron beam evapora-
tion.

Supplementary Fig. 8 shows several images ac-
quired through scanning transmission electron mi-
croscopy (STEM) and scanning electron microscopy
(SEM) of one sample of the fabricated stack. Sup-
plementary Fig. 8(a) is a top-view image showing
the presence of numerous small (0.1 ym? area) pits
present on the sample. These do not typically ex-
tend down to the bottom layer (as seen in Fig. 8(b)),
but nevertheless we assume that no signal is gen-
erated from the area of the stack intersecting with
any blisters, resulting in a stack transmission coef-
ficient of 0.88 (or 12% loss) which factors into the
final SDE calculation. Small interface effects were



Fig. 8. STEM and SEM images of the fabricated stack.
(a) Top-view showing numerous small pits occupying a
small portion of the surface area. (b) Image of the entire
stack, showing one pitted area extending through sev-
eral layers. (c) High-magnification TEM image of one
amorphous silicon layer.

also observed between layers, which may be a conse-
quence of sputtering damage or interdiffusion during
the early stages of each layer’s deposition.

The precise layer thicknesses were determined
with variable-angle spectroscopic ellipsometry over
a wavelength range from 200 - 1700 nm. The re-
fractive index of each type of film (such as a-Si or
Si04) was fitted over all measured data but assumed
to be constant for all layers. Layer thicknesses were
left uncoupled to allow for interlayer thickness vari-
ability. Experimentally, we observed actual thick-
nesses of 590 nm, 591 nm, 593 nm, 591 nm, and 595
nm for the SiOy layers (starting at the gold reflec-
tor and moving toward the substrate), and 289 nm,
282 nm, 286 nm, 280 nm, and 288 nm for the a-Si
layers in the same order. Considering two samples
from different areas on the wafer, a variability of
< + 0.2% was observed, which has a negligible ef-
fect on the stack’s behavior. The overall bias toward
thicker-than-intended SiOs layers may have resulted
from different deposition behavior for the fused sil-
ica wafer which was wax-mounted to a silicon carrier
wafer. The near-infrared refractive index of the a-Si
layer was determined to be 2.64, and the refractive
index of the SiO5 layer was 1.48, both measured at
room temperature. Both indices are constant over
the mirror’s spectral response range. The imaginary
components of the refractive indices were previously
measured to be < 10~# in the wavelength range of in-
terest to this experiment, making them negligible for
the optical performance of the stack. While the op-
tical properties of the stack are well known at room
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Fig. 9. (a) Assembled haloscope core with fiber colli-
mator. Inset: backside of dielectric stack prior to core
assembly. (b) A haloscope enclosure mounted on the 300
mK stage of cryostat. (¢) View of light-tight enclosure.

temperature, the a-Si may encounter some degree
of thermo-optic shift during cooling to the 300 mK
base temperature. We used the temperature depen-
dence of the thermo-optic coefficient for crystalline
silicon as a model [50] and determined that the a-
Si would drop to a refractive index of 2.61 (and the
SiO9 would shift by a negligible amount). This has
been factored into calculations for signal power gen-
erated by the stack.

We also characterized the properties of the stack’s
substrate, which is a 50 mm diameter fused silica
wafer with a nominal thickness of 525 ym. In the
context of this experiment, we are interested to know
the surface topography and thickness variation of
the wafers. Since DM has a coherence length of
~ 0.53mm (0.7eV/m4/), and so signal photon gen-
eration is coherent over this length, it is important
that the signal wavefront is not disturbed by a large
amount over this span. Since the original stack wafer
was destructively tested for precision measurements
of the stack earlier, we analyzed several substrates
from the same batch to capture the worst-case to-
pography variations that could be expected. The
wafers were scanned in two ways. The first way uses
an array of mm size laser beams reflected off the
surface and imaged at a distance to precisely mea-
sure wafer curvature and topographical variations



over large areas. For a given wafer, it was scanned
in a line across one axis, then was flipped upside
down, and the scan repeated on the bottom surface
in the same axis. The height variation in each case
was taken relative to the middle of the wafer. This
provides information on the relative variation of the
substrate surfaces across its area. The top surface
height variation is plotted in Fig. 10. The height is
seen to vary by about 7 um across the entire surface,
which is several times smaller than the magnitude
of surface height deformation induced by wafer bow
from intrinsic film stress. At its steepest slope, this
is less than 0.2 um deviation per coherence length,
which is a negligible amount. It is worth noting that
no leveling is done on this height data, so we also
plotted the difference between the top and bottom
surface height variation as the red line in Fig. 10,
showing little difference in the magnitude of the de-
viation.

To be certain that there were no high-spatial-
frequency variations in surface topography, we also
conducted 3D laser confocal scans of the surface in
an area roughly as large as the coherence length.
The relative surface height deviations were consider-
ably smaller than the signal wavelength over the en-
tire region, for several random regions measured on
a given wafer. Thus, we conclude that the stack sub-
strate surface height uniformity is sufficiently good
for this experiment’s needs.

Taking all of these measurements in account, we
obtained a conservative lower bound on the con-
verted power, displayed in Fig. 3 of the main text,
by minimizing the signal power over plausible val-
ues for the different target parameters. Specifically,
we scanned the layer thickness over a +5nm range
around their measured values, and the substrate
thickness over a range £10 pum around its nominal
value. The refractive indices for the SiO5 layers were
scanned over a £0.01 range, while those for the Si
layers were scanned over £0.05.

D. SNSPD fabrication and testing

The device was fabricated from 7-nm thick WSi film
which was sputtered on a 150 nm thick thermal sil-
icon oxide film on a silicon substrate at room tem-
perature with RF co-sputtering. Additionally, a thin
2-nm Si layer was deposited on top of the WSi film
in-situ to prevent oxidation of the superconductor.
To pattern the nanowires, electron-beam lithogra-
phy was used with high-resolution positive e-beam
resist. The ZEP 520 A resist was spin coated onto
the chip at 5000 rpm which ensured a thickness of
335 nm. After exposure, the resist was developed
by submerging the chip in O-xylene for 80 s with
subsequent rinsing in 2-propanol. The ZEP 520 A
pattern was then transferred to the WSi by reactive
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Fig. 10. Laser surface topography measurement results
of a typical fused silica substrate from the same batch of
wafers used for the dielectric stack.
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Fig. 11. Normalized count rate as a function of the ab-
solute bias current measured at 1550 nm for the primary
SNSPD and reference SNSPD with identical geometry.
Inset: DCR as a function of the bias current taken from
both detectors.

ion etching in CF4 at 50 W for 5 minutes. The ZEP
thickness is estimated to be 250 nm after etching
and is left on the top surface.

Supplementary Fig. 7 is a scanning electron micro-
graph (SEM) of the tungsten silicide (WSi) SNSPD
after fabrication. The device area was 400 by
400 pm?, and the nanowire was connected to ex-
ternal circuitry via two contact pads. The width of
the nanowires was 140 nm with a pitch of 340 nm.

The switching current of the detector Io was
5.5 pA measured at 300 mK by sweeping the cur-
rent from a 50Q impedance source. Supplemen-
tary Fig. 12 shows the dependence of the count rate
on the absolute bias current for 400 by 400 um?
large-area SNSPD at 1550 nm wavelength (~0.8 eV).
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Fig. 12. Normalized count rate as a function of the

absolute bias current measured at 1550 nm (open red
dots) and 1700 nm (green dots) wavelengths. Data was
taken at 300 mK of bath temperature. The SNSPDs
show pronounced saturation at both wavelengths. Inset:
Comparison of DCRs with optical fiber connected (filled
circles) and disconnected (open circles).

When the detector was illuminated, the count rate
(open red dots) rose at a bias current of 3 pA.
Counts initially grew with the current and the de-
vice was nearly saturated at a bias current of 4.2 pA.
At this bias current, the count rate with the laser
light turned off (background count rate) was below
100 counts/s. The maximum background count rate
(black dots) was measured at a point just below the
switching to the normal state, at 10® counts/s. The
open dots represent the background count rate when
the fiber was decoupled from the haloscope. Block-
ing of infrared photons resulted in significant reduc-
tion of the background noise. With extrapolation
of the experimental data, the expected count rate
at the working bias current (vertical dashed blue
line) for the long-duration integration experiment is
~ 107* — 10~® Hz. However, deviations from this
extrapolation are likely when going to very low bias
currents, so direct measurements of dark counts at
lower bias currents is desirable in the future.

Over the total 180 hour exposure, the experi-
ment’s reference SNSPD registered 5 counts, while
the haloscope detector registered 4 counts, with the
latter corresponding to a count rate of 6 x 107% Hz.
These counts were spread fairly evenly across the
integration time, as illustrated in Supplementary
Fig. 13. As discussed in the main text, we cannot be
certain as to the cause of these events — plausible
explanations include cosmic ray muons, Cherenkov
photons generated in dielectric materials such as the
lens, or current fluctuations in the detector. In par-
ticular, we do not necessarily expect the extrapo-
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lations for the intrinsic dark count rate, discussed
above and shown in Supplementary Fig. 11, to hold
down to the bias currents used during the exposure.
Consequently, it is not surprising that the observed
dark count rates are somewhat lower than the esti-
mates from the previous paragraph.

Since the most plausible dark count mechanisms
would result in almost the same dark count rates
in the reference and primary SNSPDs, it is sensible
to set limits on the signal rate (and correspondingly
the kinetic mixing parameter €) assuming a common
dark count rate. Specifically, we model the refer-
ence and primary counts as being independent and
Poisson-distributed, with means s; and sg + s re-
spectively, where sg4 is the expected number of dark
counts and s, is the expected number of DM signal
counts (for a given €). We view s4 as an unknown
parameter (since we do not have a precise estimate
of the dark count rate), and derive a 90% limit sg .o
on s, via requiring that

max P[P(nr,np|8d7 80.9) < P(5,4]84,80.9)
Sd

N n, > ny|sq, 80.9:| =0.1 (D1)
where n,,n, are the reference and primary counts,
and P(n,,np|sq, se) is the probability of observing
(ny,np) counts given rates sq and se. Since, if s, >
s., we have P(n,,ny|sq,se) < P(n,,nylsq,s.) for
n, > np, the probability of obtaining a limit smaller
than the true value is < 10% for any value of sy
(where we take the limit to be sufficiently large if we
observe n, < n,). Numerically, the LHS of Eq. (D1)
is maximized at sq ~ 4.4, giving sg.g9 ~ 5. We use
this to derive the 90% limit on € displayed in Fig. 4
of the main text.

E. Dark photon polarization

Our limits on the coupling of dark photon dark
matter are derived under the assumption that the
dark photon polarization direction varies randomly
over timescales longer than the DM coherence time.
This is the behaviour expected from the simplest
early-universe production mechanisms, such as pro-
duction from inflationary fluctuations [7]. As dis-
cussed in [51], it may be the case that for some other
production mechanisms, the dark photon polariza-
tion direction is almost constant, over the time and
length scales probed by the experiment. In such sce-
narios, our time-averaged power could deviate by up
to 18% from its value in the randomly-varying case,
depending on the polarization direction. In addition,
the proper statistical treatment of the noise will be
slightly different, due to the time dependence of the
signal photon rate. However, these effects make only
a fractionally small (< 10%) difference to our limits,



so we do not display separate curves.
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Fig. 13. Experimental results of long-duration integra-
tion experiment with large-area SNSPDs mounted into a
haloscope. Red points correspond to the signal obtained
from a device aligned with the lens, while black points
show counts taken from a reference detector placed far
from focus of the target.
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