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ABSTRACT

Lying and misleading announcements are a significant part of multi-
agent communications. Providing a formal account of such an-
nouncements is important for representing and reasoning about ef-
fects of actions and epistemic planning in multi-agent domains. This
paper defines update models for lying and misleading announce-
ments in the high-level action language mA™*. Applying our update
models on a pointed Kripke structure—representing the current state
of knowledge and beliefs of agents—results in a pointed Kripke
structure in which lying (or misleading) announcements achieve the
intended effects of deceiving other agents who are uncertain about
the announced formula to believe in the wrong information.
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1 INTRODUCTION AND MOTIVATION

Reasoning about actions and change (RAC) forms the foundation for
temporal reasoning, planning, explanation, and diagnosis in dynamic
environments. In recent years, RAC in multi-agent domains has
attracted a lot of attention. Significant challenges for approaches to
RAC in multi-agent domains lie in that they need to deal with actions,
that do not appear in single-agent domains such as announcement,
and that agents might not be aware of actions occurrences, and
therefore, have false beliefs. In addition, agents might intentionally
act so that other agents believe in some false information.

One of the most well-known notions for RAC in multi-agent do-
mains is the notion of action model, introduced in [1, 2] and later
extended to update model [6, 11]. Intuitively, an update model rep-
resents different views of agents about an action occurrence, which
ultimately affects the beliefs of agents about the state of the world
and the state of beliefs of other agents after the action occurrence.
Formally, given a pointed Kripke structure (M, s) representing the
current state of the world and of the knowledge/beliefs of agents, the
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result of the execution of an action a in (M, s) can be computed by a
cross product of (M, s) and the update model U (a)— corresponding
to the occurrence of a in (M, s).

High-level action languages such as mA and its subsequent devel-
opments mA* have proposed the context that help to automatically
construct U(a) given (M, s) and the description of a’s effects and
preconditions [3]. These languages have proved to be useful in the
development of some epistemic planning systems such as those pro-
posed in [7, 9]. However, the current mA* only deals with ontic
actions, sensing actions, and public and private truthful announce-
ments. It does not deal with false or misleading announcements. On
the other hand, the ability to reason with untruthful announcements
is needed for multi-agent planners to generate plans which include
deception of opposing agents, e.g., using announcements to lead
them to believe false facts. Such type of plans is desirable in strategy
games, in military operations, or even in economy. They also rep-
resent a crucial component for building negotiation agents that can
reason with dishonest information, as shown, for example, in [10].

In this paper, we explore how reasoning about lying/misleading
announcements could be done by autonomous agents. Being able to
do so is an important step in both detecting and countering dishonest
behaviors of autonomous agents. It is also well-known that, even
when agents are fully cooperative, a white lie might be needed (e.g.,
[13]). Our goal is to propose a way for dealing with false and mis-
leading announcements in mA*, thereby providing the foundation
for multi-agent planners which can include lying and misleading
announcements in their plans.

2 PRELIMINARY: ACTION LANGUAGE MA*

A multi-agent domain (AG, F) includes a finite and non-empty
set of agents AG and a set of fluents # encoding properties of the
world. Belief formulae over (AG, F) are defined by the BNF:

g u=ploel(ere)|(eVe)|Bip

where p € ¥ is a fluent and i € AG. We refer to a belief formula
which does not contain any occurrence of B; as a fluent formula. In
addition, for a formula ¢ and a non-empty set « € AG, B, denote
Niea Bith. Lag denotes the set of belief formulae over (AG, 7).

Satisfaction of belief formulae is defined over pointed Kripke
structures [8]. A Kripke structure M is a tuple (S, 7, {Bi}icag).
where S is a set of worlds (denoted by M[S]), = : S +— 2% is a
function that associates an interpretation of # to each element of S
(denoted by M|r]), and for i € AG, B; C S X S is a binary relation
over S (denoted by M|[i]). For u € S and a fluent formula ¢, M| 7] (u)
and M[r](u)(¢) denote the interpretation associated to u via & and
the truth value of ¢ with respect to M[x](u). For a world s € M[S],
(M, s) is a pointed Kripke structure, hereafter called a state. The
satisfaction relation |= between belief formulae and a state (M, s) is
defined as follows: (i) (M,s) |= p if p is a fluent and M[x](s)(p)


https://doi.org/10.1145/3477314.3507197
https://doi.org/10.1145/3477314.3507197
https://doi.org/10.1145/3477314.3507197

SAC '22, April 25-29, 2022, Virtual Event,

is true; (i) (M. s) F —¢ if (M,s) [£ @; (i) (M,s) E @1 A @2 if
(M,s) E @1 and (M, s) [ @2; (iv) (M,s) F @1 V @2 if (M,s) F ¢1
or (M, s) [= @2 (v) (M,s) E Big if Vi.[(s,1) € Bi = (M, 1) = ¢].

In order to handle lying and misleading announcements, we utilize
the edge-conditioned update models as proposed in [5]. We present
a simplified version of edge-conditioned update models, as needed
for announcement actions. An edge-conditioned update model X
is a tuple (X, Ry, ..., Ry, pre) where X is a set of events, R; € % X
Lag x T is the accessibility relation of agent i between events,
pre : X — Lgg is a function mapping each event e € ¥ to a
formula in £ #g. Elements of R; are in the form (e, y, e2) where y
is a belief formula.

Given a Kripke structure M and an edge-conditioned update
model X = (3, {Ri};e g, pre), the update induced by %, M'=M®X.,
is defined by: (i) M’[S] = {(s,7) | T € 2, seM[S], (M, s) = pre(r)};
(@) ((s,7), (s',7"))eM’[i] iff (s,7), (s',")eM’[S], (s,s") € M[i],
(r,y,7’) € R; and (M,s) E y; and (iii) V(s,7) € M'[S].f € F,
[M’[x]((s, D) Ef iff M[x](s)Ef].

An update template is a pair (X,T), where X is an update model
with the set of events £ and I' € X (T is the set of designated
events (or true events). The update of pointed Kripke structure (M, s)
given an update template (Z,T’) is a set of pointed Kripke structures,
denoted by (M, s) ® (2,T), where (M, s)® (Z,T) = {(M®Z, (s, 7)) |
reT,(M,s) | pre(r)}.

mA* is an action theory over (AG, ) consists of a set of action
instances AZ, of the form a(a), indicating that the set of agents
«a jointly performs action a. In this paper, we focus on one class
of actions, announcement actions—a more complete description of
mA* can be found in [4]. We assume that an announcement can
always be executed.

a announces ¢ (1 z observes a if §, )

z aware_of a if 6, 3)

where ¢, 6, and 6, are fluent formulae, a € AJ, and z € AG. (1)
encodes an announcement action, whose executors announce that ¢
is true. (2) indicates that agent z is a full observer of a if §, holds. (3)
states that agent z is a partial observer of a if 6, holds. In other words,
an agent i can be classified as full observer, or partial observer, or
oblivious (neither §; nor 0; holds) with an action’s occurrence. We
will refer to ¢ in (1) as the announced formula of a. We also assume
that the announcer of an announcement is always a full observer of
its occurrence.

Given an action theory D, a state (M, s), and an occurrence of
a, the frame of reference for the execution of a in (M, s) is a tuple
(Fp(a,M,s),Pp(a,M,s),Op(a, M,s)) where: Fp(a,M,s) = {x €
AG | [xobservesaifdy] € D suchthat (M,s) | 8x}; Pp(a,M,s) =
{x e AG | [x aware_of a if 05] € D such that (M, s) | 0x}; and
Op(a,M,s) = AG\ (Fp(a,M,s) UPp(a, M,s)).

Intuitively, Fp(a, M,s) (resp. Pp(a, M,s) and Op(a, M, s)) are
the agents that are fully observant (resp. partially observant and
oblivious/other) of the execution of a in the state (M,s)'. mA*
assumes that the sets Fp(a, M,s), Pp(a, M,s), and Op(a, M, s) are
pairwise disjoint. In the following, whenever we say that an agent i is

'We will use F (resp. P and O) instead of Fp(a, M,s) (resp. Pp(a,M,s) and
Op (a, M, s) later on for brevity.
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a fully or partially observer, we mean that there exists a statement of
the form (2) or (3) such that (M, s) [ §; or (M, s) [ 0, respectively.

3 LYING/MISLEADING ANNOUNCEMENTS

Our focus in this paper is to study announcement actions that have
not been considered in mA*. Specifically, our aim is to define update
models for untrustworthy announcements. Since an announcement
is not a forcible action, it is up to the agents who are fully aware of
the action occurrence to believe in the announced formula; we make
the following assumptions:
(A1) if an agent is certain about the truth of a formula, even if
it is incorrect in the actual world, or if she realizes that the an-
nouncement is untruthful (i.e. she knows that the announcers
make a false statement) then she will not change her belief
about the formula, regardless of what the announcers say;
(A2) if an agent is uncertain about the truth of a formula and
cannot reason that the announcers are untruthful then she will
believe what the announcers say.
The assumption (A1) indicates that agents are “opinionated” about
their own beliefs, while (A2) suggests that agents are eager to re-
move uncertainty in their beliefs. There can be finer or different
classifications of agents’ attitudes with respect to an announcement,
e.g., agents’ attitudes can depend on who makes the announcement
and what type of information is announced. For example, in [12],
agents can be credulous, skeptical, or revising reasoners, and they
will update their beliefs based on their attitude. This is an interesting
subject but outside the scope of this paper.

3.1 Update Model for Lying Announcement

Let us consider an occurrence of a lying announcement about ¢,
a = a(a), in a state (M, s). Formally, we say that the occurrence of a
in (M, s) is a lying announcement if (M, s) |= B4—¢. Observe that we
do not require that ¢ is true in the actual state. As such, it is possible
that a lying announcement might result in some agents believe in a
formula that is true in the actual world, i.e., a lie indirectly becomes

a true announcement for some agents. From our assumptions (A1)

and (A2), if i is an agent in AG, we have the following situations:

e iisa fully observer of a, we have the following sub-cases:

o (M,s) EBiBg—¢ or (M,s) = Bj—¢ or (M,s) = Bjp: by (A1),
the belief of i should not be changed;

o (M,s) E —=(Bjg V Bj=¢) A =B;By—¢: by (A2), the belief of
i about ¢ should be changed and B;¢ is true after the lying
announcement.

e iis a partially observer of action a. As i is unaware of what is
announced about the formula her belief about ¢ does not change.
However, she would assume that people who are fully observant
know the truth value of the formula after the action occurrence.

e i is not aware of the execution of action a: nothing changes for i.
Based on the above discussion, the update model for lying an-

nouncement can be defined as below.

Definition 3.1 (Update Model for Lying Announcement). Let
a = a(a) be an announcement of formula ¢ and (M, s) be a state such
that (M, s) = Bg—¢. The update model for a in (M, s), w(a, (M,s)),
is defined by (%, {Ri};c g, pre) as follow:

oX={o,{,1, x, . €};
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oRi={(0,i€F:i€aVBBy¢,0),(0,i € F:Bj-pV
BiBy—¢,(), (0,i € F: =Bj=¢,1), (0,i € P, x), (0,i € P, ),
(0,i € O,€), ({,i € F:Bj=pVBiBy—¢,{), ({,i € F:
-Bi-¢p, 1), ({,ie€P,y), ({,icPp),({,icO¢),(ricF:
Bi—¢ V BiBy—¢,{), (t,i € F,7), (1,i € P, ), (r,i € P, p),
(r,i € O,€), (y,i € FUP,y), (x,i € PVie€eF:Bpp,
(x,i € O,€), (ui € FUP,u), (pi € PVieF:Bi-py),
(i€ O,¢€), (e,i € AG,€) };

o The preconditions are: pre(o) = Bo—¢; pre({) = —¢; pre(r) =
@; pre(y) = —¢; pre(p) = ¢; and pre(e) = T.

Observe that there are six events in this update model. The desig-
nated event o represents the real event created by «, the executors
of the announcement. { encodes the event recorded by agents who
have the correct belief about the announced formula (¢ is false); they
will maintain their belief. 7 encodes the event under the perspective
of those agents who have false belief or do not know whether ¢. y
and p are events under the perspective of partial observers, who are
aware of the occurrence of the announcement but do not receive its
content. Finally, € is the event under the perspective of oblivious
agents, for whom nothing happens.

3.2 Update Model for Misleading Announcements

Consider an occurrence of a misleading announcement of ¢, a =
aa), in a state (M, s). Formally, we say that the occurrence of a in
(M, s) is a misleading announcement if for every i € «, (M,s) |=
—(Bjp V Bj=¢). Given the assumptions (A1) and (A2), the update
of beliefs of the agents will be as follows:

e iis a fully observer of a, we have the following sub-cases:

o (Ms) £ Bi~(Ba—¢ V Baw) or (M,s) [ Bi=g or (M,s)
B;¢: by (A1), the belief of i should not be changed;

o (M,s) E —(Bjp VvV Bj—gp) then:

— i € a: she is one of the agents who executes this action and
knows this is a misleading announcement, her belief should
not be changed;

— i ¢ a: by (A2), the belief of i about ¢ should be changed,
i.e., Bjp should be true for i.

e i is a partially observer of a. Since i is unaware of what is an-
nounced about the formula, her belief about ¢ does not change.
But how about her belief about others? Again, we have two sub-
cases here:

o (M,s) E Bi=(Bg—¢ VByo): i realizes that this is a misleading
announcement since « is talking about something they do not
know, therefor the belief of i would not be changed at all;

o (M,s) E BiBg—¢ V BiBy@: i would recognize that fully ob-
servers have the knowledge of the formula after the occurrence.

e iis not aware of the execution of action a. Since i is oblivious of
the action occurrence, nothing changes for i.

Definition 3.2 (Update Model for Misleading Announcement).
Let a = a{a) be an announcement with the announced formula ¢
and (M, s) be a state such that (M, s) = —(Bjp V B;j—¢). The update
model for ain (M, s), w(a, (M, s)), is defined by (3, {R;};cn g, pre)
as follow:

o X={0,{,r, > i€}
oRi={(0,ie FUP:i€aVBj=(Bg—¢ VByp),0), (0,i€
F : Bi—|(p V Biﬂ(Ba—\(p \Y Baqo), g), (O’,i e F: —|Bi—|(p, T),
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(0,i € P,y), (0,i € P,u), (0,i € O,€), ({,i € F:BjmpV
Bi_‘(Baﬁ‘P v Ba(P)sg)’ (g’ i€eF: _‘Bi_‘(P’ T)’ (g’ i€ P: X)a
&, iePp), (l,icO,€),(r,icF:i¢ahn BV
Bi=(By—¢ V By9)), (), (r,i € F,7), (r,i € P, ), (r,i € P,
w), (r,i € O,€), (y,i € FUP, ), (x,i € PVie€F:Bp,p,
(x,i € O,¢), (ui € FUP,u), (i € PVieF:Bj=py),
(p,i€O,¢€), (e,i € AG,€) };

o The preconditions are: pre(o) = =(Bg—¢ V Bg@); pre({) =
—¢; pre(t) = ¢; pre(x) = —¢; pre(u) = ¢; and pre(e) = T.

We observe that the update model of a misleading announcement
has the same set of events as that of a lying announcement. The
key difference are the precondition of the designated event o; the
addition condition for agents in P in o; the requirement for an agent i
who know about a’s belief is B;—=(By—¢ V By @) instead of B;B,—¢
as in a lying announcement; and the addition i ¢ « for relation
from 7 to { which make sure anyone who believe in the misleading
announcement would also believe o knows ¢ too.

4 CONCLUSION

In this paper, we presented a formal account for representing and
reasoning about public and private untruthful announcements. The
presented work could be viewed as an continuation of the language
mA*. We distinguished two relevant forms of untruthful announce-
ments, provided the modeling of such announcements using update
models with edge-conditions. The proposed investigation represents
the first step towards modeling and reasoning in presence of untruth-
ful agents.
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