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Abstract: This paper presents a calibration method for a microscopic structured light system
with an extended depth of field (DOF). We first employed the focal sweep technique to achieve
large enough depth measurement range, and then developed a computational framework to
alleviate the impact of phase errors caused by the standard o�-the-shelf calibration target (black
circles with a white background). Specifically, we developed a polynomial interpolation algorithm
to correct phase errors near the black circles to obtain more accurate phase maps for projector
feature points determination. Experimental results indicate that the proposed method can achieve
a measurement accuracy of approximately 1.0 µm for a measurement volume of approximately
2,500 µm (W) ⇥ 2,000 µm (H) ⇥ 500 µm (D).

© 2021 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

With recent advances in technical fields, such as precision manufacturing and micro-robotics,
applications of microscopic three-dimensional (3D) metrology approaches have attracted extensive
attention [1–3]. Although being commonly used in macro scale, the structured light (SL) system
with fringe projection technique is regarded as one of the most important methods owing to its
high speed, high resolution, and high accuracy [4].

However, to migrate the SL approach to micro scale, the small depth-of-field (DOF) problem
becomes especially fatal when pin-hole lenses are used because the DOF of the system is usually
too shallow to complete 3D measurement at one time in many applications [5]. An alternative
solution for this problem is to use telecentric lenses because of their unique properties of invariant
magnification, low distortion, and increased DOF [6,7]. For telecentric lenses, 3D reconstruction
strategies for such SL systems can be categorized into two groups: vertical scanning methods
and triangulation-based methods.

The vertical scanning methods have attracted some attention owing to their unique shadow-free
advantage which is beneficial for reconstructing scenes where depth geometry varies drastically.
Zhong et al. [8] proposed an uni-axial microscopic 3D profilometry based on modulation
measuring. Zheng et al. [9] analyzed the relationship between depth and fringe pattern defocus
and proposed an active shape from projection defocus profilometry. Despite many advantages,
vertical scanning methods usually require a time-consuming system setup because camera and
projector have to be optically uni-axial.

In triangulation-based methods, calibration is one of the most important steps in order to
achieve high accurate 3D measurement. However, due to the property of orthogonal projection,
the existing calibration method for pin-hole camera proposed by Zhang [10] cannot be directly
applied to telecentric optics. Consequently, several calibration methods for SL systems with
telecentric lenses have been studied. Li and Tian [5,7] proposed a two-step calibration approach
for a camera with a telecentric lens and then successfully employed the approach to a SL system
with dual telecentric lenses. Li and Zhang [11] proposed a fast and flexible calibration method
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for SL systems consisting of a camera with a telecentric lens and a projector with a pin-hole lens.
Although these methods work well, the DOF of the systems only relies on the telecentric lenses
without any extension.

In 2D imaging, some computational methods of extending DOF have raised interests in recent
years such as coded aperture [12,13], wavefront coding [14,15], focal stack [16–18], and focal
sweep [19,20], etc. Among these methods, the focal sweep technique has shown some potential
to be applied to SL systems. Hu et al. [21] utilized an electrical tunable lens (ETL) to implement
focal sweep technique in a SL system to realize a large DOF. However, such a method was only
applied to a macro scale SL system and its performance under micro scale has not been fully
evaluated.

It is well known that it is desirable to use a target with white feature points for structured
light system calibration. However, it is increasingly di�cult to find a standard calibration target
with white circles as the system magnification increases. As such, it is more desirable to use a
calibration target with a black circles grid because it is much easier to find such an o�-the-shelf
and precisely manufactured calibration target. However, our research found that the phase error
problem introduced by the black circles has to be resolved before this kind of calibration target
can be used for microscopic system calibration.

This research proposes a calibration method for a microscopic SL system to achieve a large
DOF. The proposed method first uses a focal sweep technique to extend the DOF of the system.
Then, a polynomial interpolation method is proposed to solve the phase error problem when using
an o�-the-shelf calibration target with black circles. Combining these with the basic principles of
the existing SL system calibration algorithm proposed by Zhang and Huang [22], the system can
be accurately calibrated. Experiments show that the proposed method can achieve high accuracy
for a large measurement volume.

The rest of the paper is organized as follows. Section 2 explains the design of the proposed SL
system and the principles of calibrating such a system. The Section 3 shows the experiments and
results for evaluating performance of the proposed method, and Section 4 summarizes this paper.

2. Principles

This section discussed the principles behind the proposed technology as well as the desire to
design a di�erent microscopic SL system.

2.1. System configuration

A conventional SL system consisting of a camera and a projector can be illustrated as Fig. 1.
The camera and the projector directly capture or project images from two perspectives. In a
micro-scale application that is required to capture micrometer spatial resolution, both the camera
and the projector require a large magnification. From geometric optics, the magnification of an
optical imaging system can be increased by expanding the image distance,

� =
s0

s
, (1)

where s0 is the image distance and s is the object distance. In this case, some extension tubes can
be mounted to the camera and the projector to expand image distance. However, from the lens
equation,

1
s
+

1
s0
=

1
f

, (2)

where f is the focal length, it can be found that the object distance(i.e., working distance)
will be reduced, meaning that the object has to be placed very close to the system during the
imaging process. On the other hand, the field-of-view (FOV) will also be limited due to the big
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magnification. Hence, due to mechanical interference or occlusion caused by the limited working
distance and FOV, it is di�cult to construct conventional SL system setup.

Fig. 1. SL system designs. (a) Conventional system and pin-hole model design. (b)
Proposed microscopic system design.

To address this problem, a modified SL system configuration is designed, as shown in Fig. 1(b).
A beam splitter is used to reflect light emitted from the projector. The reflected light can be
considered as equivalent light from a virtual projector. Therefore, the modified configuration can
be analyzed in the same way as the conventional SL system.

2.2. Pin-hole lens model

The pin-hole lens model is a widely used model describing the geometrical relationship of the
camera imaging process. As shown in Fig. 1, the relationship between a point P(xw, yw, zw) on
the object’s surface and its projection point P0(uc, vc) on the image sensor without considering
lens distortions can be written as,

sc [uc, vc, 1]T = Ac · [Rc, tc] · [xw, yw, zw, 1]T , (3)

with

Ac =

266666664

fu 0 u0

0 fv v0

0 0 1

377777775
, (4)

where sc is a scaling factor, [uc, vc, 1]T is the homogeneous coordinate of an image pixel, A
is a 3 ⇥ 3 matrix which is called intrinsic matrix, fu and fv are the focal length along u and v
directions, u0 and v0 are coordinates of the camera center, Rc is a 3 ⇥ 3 rotation matrix, tc is a
3 ⇥ 1 translation vector, and [xw, yw, zw, 1]T is the homogeneous world coordinate of an object
point. Similarly, since a projector can be considered as the inverse of a camera [22], it follows
the same relationship,

sp [up, vp, 1]T = Ap · [Rp, tp] · [xw, yw, zw, 1]T , (5)

where the superscript p denotes the projector’s parameters.
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In high accurate SL systems, lens distortions have to be taken into account. The lens distortions
can be modeled as,

266664
ud

vd

377775
= (1 + k1r2 + k2r4 + k3r6)

266664
u

v

377775
+

266664
2p1uv + p2(r2 + 2u2)
2p2uv + p1(r2 + 2v2)

377775
, (6)

where [k1, k2, k3] are the radial distortion coe�cients and [p1, p2] are the tangential distortion
coe�cients; [ud, vd]T is the distorted coordinate and [u, v]T is the normalized coordinate. In
practice, we only consider radial distortions, which means p1 and p2 equal 0.

2.3. Depth of field extension

As discussed previously, the object distance of the system is reduced in order to obtain a large
magnification. It also brings a challenge to the DOF of a system. From the DOF formula in
geometric optics,

D =
2f 2F�L(L � f )

f 4 � F2�2(L � f )2 , (7)

where f is the focal length, F is the f-number, � is the diameter of circle of confusion and L is the
object distance. It is obvious that the DOF of the microscopic SL system is limited because L is
small. Therefore, the DOF has to be extended for practical applications.

The focal sweep technique is one of the computational imaging methods to extend DOF
without drastically reducing imaging speed. The degraded imaging process(i.e., image blurring)
of a camera can be modeled as,

g = h ⌦ i + ⌘, (8)

where g is the measured image; h is the point spread function (PSF) of the camera; i is the ideal
image; and ⌘ is the noise. The notation ⌦ represents convolution.

In a conventional camera, the PSF can usually be approximately modeled as a Gaussian
function which is variant to depth. Kuthirummal et al. [23] proved that when the focus is
quickly swept over a depth range during an exposure process, an integrated PSF (IPSF) of the
camera in this range is nearly invariant to depth. Therefore, the ideal image can be restored by
deconvolution of Eq. (8). In this research, the Wiener Deconvolution algorithm is adopted which
can be represented as,

Î(u, v) =


1
H(u, v)

|H(u, v)|2
|H(u, v)|2 + S⌘(u, v)/Sf (u, v)

�
G(u, v), (9)

where Î(u, v) is the Fourier transform of estimated restored image, H(u, v) is the Fourier transform
of the IPSF, G(u, v) is the Fourier transform of a measured image and S⌘(u, v)/Sf (u, v) is the
noise-to-signal ratio which can be set as a constant here.

In order to change the focus setting quickly, an electrical tunable lens (ETL) and its driving
scheme proposed by Hu et al. [21] are adopted. The IPSF can be computed by,

h(x, y) =
π �h

�l

1
2⇡�2 e�

x2+y2

2�2 d� +
π �l

�h

1
2⇡�2 e�

x2+y2

2�2 d�, (10)

where �l and �h are standard deviations which can be adjusted in experiments. Once the IPSF
is obtained, Eq. (9) can be used to restore all-in-focus images. Figure 2 shows an example of
applying the focal sweep technique to extend the DOF.
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Fig. 2. Example of focal sweep technique for DOF extension. (a) Focus setting 1. (b) Focus
setting 2. (c) Change focus setting during exposure from setting 1 to setting 2. (d) Restored
all-in-focus image.

2.4. Multi-step phase-shifting algorithm

Phase-shifting algorithms are widely employed in SL systems because of their high accuracy,
high resolution and high speed. The intensity of the k-th pattern for an N-step phase-shifting
algorithm can be described as,

Ik(x, y) = I 0(x, y) + I 00(x, y) cos[�(x, y) + 2k⇡/N], (11)

where I 0(x, y) denotes the average intensity, I 00(x, y) is the intensity modulation amplitude, �(x, y)
is the phase to be solved, If N � 3, the unknown phase can be computed by,

�(x, y) = � tan�1
ÕN

k=1 Ik(x, y) sin(2k⇡/N)ÕN
k=1 Ik(x, y) cos(2k⇡/N)

. (12)

The phase map produced by the above equation is wrapped within a range from �⇡ to ⇡ with
2⇡ discontinuities because of the nature of arctangent function. Hence, a temporal, spatial or
alternative phase unwrapping algorithm which has been extensively studied over past few decades
[24–26] is needed to recover a continuous phase map,

�(x, y) = �(x, y) + 2⇡ ⇥ (x, y), (13)

where (x,y) is an integer number obtained from the phase unwrapping algorithm. In this research,
a three-frequency phase unwrapping algorithm is adopted.

2.5. Phase map correction

For a traditional SL system calibration, targets with white circles and a black background is
preferable because high quality phases in dot regions can be obtained from the phase-shifting
algorithm. However, as mentioned in Section 1, it is di�cult to find a standard o�-the-shelf
calibration target with white circles for microscopic system calibration. Hence, using a standard
calibration target black circles is preferable. But the problem of using black circles is that the
phase cannot be accurately recovered near the edge of and inside the black circle areas, as shown
in Fig. 3(a) and Fig. 3(b). Figure 3(c) shows the mapped projector feature points if the original
phase maps are used [27]. It is obvious that the mapping is wrong. These incorrectly mapped
projector feature points lead to incorrect projector and thus system calibration.

The phase errors mentioned above are introduced by the low fringe contrast inside black circle
areas and high texture contrast near circle edges. With prior knowledge that the absolute phase
map for each pose is expected to be smooth in a local window, we developed a computational
framework to alleviate this problem.

The first step is to define each local windows. In this research, we created each local window
using the detected feature points (i.e., circles center). The window for each circle is centered
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Fig. 3. Phase maps and corresponding projector feature points determination. (a)-(b)
Original phase maps with phase errors inside and near the edge of black circles. (c) Mapped
projector feature points using phase maps shown in (a)-(b). (d)-(e) Corrected phase maps
after applying the proposed correction method. (f) Mapped projector feature points using
phase maps shown in (d)-(e).

with the corresponding feature point, and the window size is dynamically determined as half of
the distance to its nearest neighbor. Note that the window size for the circles around the image
margins may be reduced considering the image size. Figure 4 shows an example of all local
windows.

Fig. 4. Local windows generation. Each window center coincides with the circle center, and
the windows size is dynamically determined as the half the distance to its nearest neighbor.
The red rectangles in the figure represent the local windows.

Once each local window is defined, we developed the following two-stage polynomial fitting
method to remove phase errors.

• Stage 1: for each column in each horizontal fringe phase map and for each row in each
vertical fringe phase map, fit a polynomial function for those phase points in the white
background area. In this research, the third-order polynomial is used, which can be
represented as,

�0
h(y) = a3y3 + a2y2 + a1y + a0, (14)

�0
v(x) = b3x3 + b2x2 + b1x + b0, (15)
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where a0 to a3, and b0 to b3 are polynomial coe�cients. Figure 5 shows an example of
fitting the horizontal and vertical phase maps. After the curve fitting, a new phase for each
pixel in each row or column can be generated by comparing the original phase value and
fitted phase value. If the di�erence between original phase value and fitted phase value
exceeds a threshold, then the original phase value is replaced by the fitted value as the new
phase value. It can be represented as:

�̂h(x, y) =
(
�h(x, y) |�h(x, y) � �0

h(x, y)|<threshold
�0

h(x, y) |�h(x, y) � �0
h(x, y)|>threshold

, (16)

and

�̂v(x, y) =
(
�v(x, y) |�v(x, y) � �0

v(x, y)|<threshold
�0

v(x, y) |�v(x, y) � �0
v(x, y)|>threshold

, (17)

where �̂h(x, y) and �̂v(x, y) represent the generated new phase values for horizontal and
vertical fringe. �h(x, y) and �v(x, y) represent the original phase values and �0

h(x, y) and
�0

v(x, y) represent the fitted phase values.

• Stage 2: run a polynomial surface fitting for each fringe direction using the updated phase
values. In this research, a fourth-order polynomial surface fitting is used, which can be
described as,

�̂0(x, y) =
4’

m=0

4�m’
n=0

pmnxmyn, (18)

where pmn are coe�cients. The phase maps after correction and corresponding projector
feature points determination are shown in Fig. 3(d)–Fig. 3(f).

Fig. 5. Example of polynomial fitting for each row and column. (a) Curve fitting in
horizontal fringe phase map. (b) Curve fitting in vertical fringe phase map.

2.6. Overall proposed computational framework

Figure 6 summarizes the computational framework of our proposed microscopic SL system
calibration method. The whole procedure follows the basic flow of the existing SL calibration
method proposed by Zhang and Huang [22] but introduces the focal sweep technique and phase
error correction method, discussed in Section 2. In this research, a three-frequency phase
unwrapping algorithm is used for phase extraction. The steps of the three frequency fringes
from highest to lowest are 9, 3, 3 with fringe pitches of 36, 216, 1140 pixels respectively for the
horizontal direction, and 18, 144, 912 pixels respectively for the vertical direction.
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Fig. 6. Proposed computational framework for our proposed calibration method. All
captured images with the focal sweep technique including fringe images and texture images
are first deblurred. The texture image is further used to extract feature points (i.e., black
circles centers) and those fringe images are used to compute phase maps. Those raw phase
maps are further processed to reduce phase errors using the proposed phase error reduction
method. The corrected phase are used to determine corresponding projector feature points
for those camera feature points. Finally, the camera and projector parameters are estimated
using camera and projector feature points.

3. Experiments

A prototype system shown in Fig. 7 was developed to evaluate the performance of our proposed
calibration method. A complementary metal-oxide-semiconductor (CMOS) camera (model:
PointGrey GS3-U3-23S6M) was attached with a lens system consisting of a 35 mm fixed aperture
(f /1.6) lens (model: Edmund Optics #85-362), an equivalent 20 mm extension tube, a circular
polarizer (model: Edmund Optics CP42HE), and an ETL (model: Optotune EL-16-40-TC). Note
that the lens was mounted reversely to increase image distance. A digital-light-processing (DLP)
projector (model: Shanghai Yiyi D4500) was equipped with a lens system composed of a 35
mm lens (model: Fujinon HF35HA-1B), a circular polarizer (model: Edmund Optics CP42HE)
and an ETL (model: Optotune EL-16-40-TC). Each ETL in this system was tuned by a lens
driver controller (model: Optotune Lens Driver 4i) from -2 to +3 dpt. A beam splitter (model:
Thorlabs BP145B1) was used to address hardware constraints. The camera and the projector
were synchronized by a microprocessor (model: Arduino Uno). Due to the limited FOV, only
6 ⇥ 7 circles in the calibration target (model: Edumund Optics #62-953) were used for both
calibration and measurement.

For all the following experiments, the camera resolution was set as 1280 ⇥ 1080 pixels and
the projector resolution was 912 ⇥ 1140 pixels. The driving signal for the ETL in the camera
lens system was set as a 100 Hz triangular wave oscillating within an interval of -125.15 mA to
-100.19 mA. The driving current of the ETL in projector lens system was set as 30.03 mA. The
aperture of the projector lens was set as f /4.0.

We first evaluated the random noise level of the system by measuring a flat plane (i.e., a
pure white area of the calibration target). The reconstructed point cloud data was compared
against a fitted ideal plane to generate an error map. Figure 8(a) shows the error along a row
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Fig. 7. Photograph of our prototype system.

in the generated error map. The random noise was calculated by removing the overall trend of
the signal shown Fig. 8(a). Figure 8(b) shows the random noise. The root-mean-square error
(RMSE) of the random noise was 1.67 µm. The most significant noise can be further suppressed
by applying a small Gaussian filter (size of 5 ⇥ 5 pixels and standard deviation of � = 1.67 pixel)
to the unwrapped phase. For the rest of the paper, the same Gaussian filter was applied to all data.
Figure 8(c) shows the result after applying the Gaussian filter, and the RMSE dropped down to
0.62 µm. This RMSE can be considered as a reference for the depth resolution.

Fig. 8. Random noise evaluation by measuring a flat plane. (a) The error along a row in the
generated error map. (b) Random noise after removing the overall profile shown in (a). (c)
The random noise after applying a 5 ⇥ 5 Gaussian filter.

We then measured the length of two diagonals (i.e., AC and BD shown in Fig. 9) of the
calibration target in di�erent poses (shown in Fig. 9(b)) from the reconstructed 3D point cloud
data. Due to the phase error problem mentioned in Section. 2.5, the coordinates of the black
circles cannot be accurately reconstructed, so the diagonals were formed by centers of neighboring
four circles, which are shown in Fig. 9(a). The reference value of the length can be simply
calculated by the circles spacing. For the calibration target we used here, the length of the
diagonal is

p
41d where d is the spacing. The measurement error is the di�erence between the

measured distance and the reference value. Table 1 summarizes the results. These measurement
indicated that the error is very small: an average of approximately 1 µm and standard deviation
of approximately 0.7 µm for a measurement volume of 2,500 µm (W) ⇥ 2,000 µm (H) ⇥ 500 µm
(D). This is very small considering that each camera pixel is approximately 2.7 µm in the object
space.

To further evaluate the depth measurement accuracy, we put a flat plane (i.e., same as the first
experiment) on a precision vertical translation stage (model: Newport M-MVN80) and move
the plane to di�erent heights with an increment of 25 µm. The reconstructed 3D results and a
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Fig. 9. Diagonal measurements of a flat surface at di�erent poses. (a) Measured diagonals.
(b) Measured poses of the target.

Table 1. Measurement of two diagonals in
calibration target (in µm). The pose plane

function is defined as z = a + bx + cy .)

[a, b, c] AC Error BD Error

[98.9645, -1.4540, -3.7811 0.82 0.12

[99.0669, -1.4964, -3.7854] 0.69 0.97

[99.8014, -1.5012, -3.6768] 2.30 1.18

[99.2229, -1.5552, -3.9535] 0.49 1.56

[99.7896, -1.2965, -3.8682] 1.45 1.19

[99.2675, -1.6459, -4.1349] 0.69 1.41

[99.2063, -1.7157, -4.3335] 1.34 0.45

[99.0308, -1.5665, -3.8817] 1.85 1.32

[99.1863, -1.7463, -3.5655] 0.16 0.05

[99.1009, -1.7899, -3.6317] 1.01 2.26

Mean 1.08 1.05

RMS 0.65 0.68

cross section are shown in Fig. 10(a) and Fig. 10(b). We calculated a rigid translation ti against
the first measurement along the Z-axis, where i denotes the i-th stage position. The translation
was calculated by an average distance over a 9⇥9 window aligned with the camera center, then it
was compared with the actual stage translation. Figure 10(c) shows that the mean depth error is
approximately 1.02 µm, which is again quite small compared with the overall 475 µm translation
range (approximately 0.2%).

A 3D object with complex geometry was measured to visually demonstrate the performance of
our proposed calibration method. The object was a part of a M3-0.5 screw as shown in Fig. 11(a).
Figure 11(b) shows one of the raw fringe patterns, and Fig. 11(c) shows the corresponding
deblurred fringe pattern. The recovered wrapped phase map and unwrapped phase map are shown
in Fig. 11(d) and Fig. 11(e), respectively. Figure 11(f) shows the geometry of the reconstructed 3D
model. One vertical cross section is shown in Fig. 11(g). This experiment visually demonstrated
the proposed method works well.
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Fig. 10. Vertical translation measurements. (a). Reconstructed 3D results of the vertical
translated flat planes. (b) The cross sections of (a). (c) Comparison between the measured
translation and actual translation. The mean error was 1.02 µm and the RMSE was 1.26 µm.

Fig. 11. 3D reconstruction of a M3-0.5 screw. (a) Photograph of the object. (b) One of
the captured high frequency fringe pattern. (c) Deblurred image of (b). (d) Wrapped phase
map. (e) Unwrapped phase. (f) Reconstructed 3D model. (g) One cross section of the
reconstructed 3D model.
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4. Summary

This paper presents a calibration method for a microscopic SL system with extended depth of field
(DOF) using a standard calibration target. The proposed approach enables SL systems to be used
in more microscopic 3D measurement applications. It extended the DOF by employing the focal
sweep technique, and made the calibration method more flexible by allowing the use of a black
circles grid calibration target. Experimental results indicate that the proposed method can achieve
a measurement accuracy of approximately 1 µm for a measurement volume of approximately
2,500 µm (W) ⇥ 2,000 µm (H) ⇥ 500 µm (D).
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