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Abstract. This paper considers a parallel wireless network in which
multiple individuals exchange confidential information through indepen-
dent sender-receiver links. An eavesdropper can intercept encrypted in-
formation through a degraded channel of each sender-receiver link. A
friendly jammer, by applying interference to the eavesdropping chan-
nels, can increase the level of secrecy of the network. The optimal power
allocation strategy of the friendly jammer under a power constraint is de-
rived. A convex optimization model is used when all channels are under
the threat of an eavesdropping attack and a non-zero sum game model
is analyzed when the eavesdropper can only attack a limited quantity of
channels.

Keywords: Friendly jammer · Eavesdropping · Non-zero sum game

1 Introduction and Problem Formulation

Eavesdropping attacks are major threats for wireless communication networks
due to their multi-cast nature. Instead of depending only on encryption and ran-
domness in coding schemes [8, 10, 13], various efforts have been made to investi-
gate possibilities to facilitate the security of wireless communication networks.
Recent investigations reveal that intentionally generated interference signals can
decrease the eavesdropping capacity of communication channels [6], which leads
to the practice of employing a friendly jammer to counter eavesdropping at-
tacks [9, 11, 12].

Due to the limitations of battery and power technology in current state,
algorithms for efficient power control are crucial in wireless networks, and game
theory has been widely adopted when an intelligent adversary exists. Altman et
al. [1] obtained the base station’s optimal power allocation strategy in jamming
games. Garnaev and Trappe [4, 5] investigated the optimal transmission power

? This material is based upon work supported by the National Science Foundation
(Grant No.1901721)
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2 Zhifan Xu and Melike Baykal-Gürsoy

allocation problem against an eavesdropper using zero-sum games. Garnaev et
al. [3] described the interaction between a friendly jammer and an eavesdropper
using a zero-sum game. It is shown that Nash Equilibria of such games exhibits
a water-filling scheme [2, 7].

This paper considers a wireless communication network consisting of n paral-
lel legitimate sender-receiver links where a friendly jammer can assign Ji amount
of power to interfere a potential eavesdropper at channel i. The total amount
of power that can be utilized by the friendly jammer is bounded by J . More-
over, the fact that it is almost inevitable for the interference signals to degrade
legitimate sender-receiver channels is taken into consideration.

For each legitimate sender-receiver link i ∈ {1, ..., n}, the communication
capacity that can be used to transmit messages under friendly jamming is

CLi(Ji) = ln
(
1 +

gLi Ti

σ + hL
i Ji

)
,

where Ti is pre-decided transmission power applied to channel i, σ is the Gaussian
noises, gLi is the channel gain of transmission signals on channel i, and hL

i is
the channel gain of interference signals on channel i. At the same time, the
eavesdropper can intercept information transmitted through channel i using an
eavesdropping channel with capacity

CEi
(Ji) = ln

(
1 +

gEi Ti

σ + hE
i Ji

)
,

where gEi is the channel gain of transmission signals and hE
i is the channel

gain of interference signals on eavesdropping channel i. We assume that gLi >
gEi , ∀i = 1, ..., n to represent the fact that every eavesdropping channel is a
degraded version of the corresponding communication channel. We also assume
that hL

i < hE
i , ∀i = 1, ..., n to represent the fact that interference signals are

more effective on eavesdropping channels than communication channels. So a
power allocation policy for the friendly jammer is a vector J = (J1, ..., Jn) such
that

∑n
i=1 Ji ≤ J .

Without the threat of an eavesdropping attack, legitimate users can utilize
channel i’s full communication capacity CLi

(Ji) to transmit messages securely.
Meanwhile, channel i’s capacity that can be used to transmit secret messages
under an eavesdropping attack is defined as its secrecy capacity CSi(Ji) (see [8,
9, 13]), which is

CSi
(Ji) =

(
CLi

(Ji)− CEi
(Ji)

)+
=

(
ln
(
1 +

gLi Ti

σ + hL
i Ji

)
− ln

(
1 +

gEi Ti

σ + hE
i Ji

))+

.

Note that CLi
(0) > CEi

(0), ∀i = 1, ..., n, under the assumption gLi > gEi , ∀i =
1, ..., n. Thus, CSi(0) > 0, ∀i = 1, ..., n, which means all channels have positive
secrecy capacity without friendly interference. Also note that it is always true

that ln
(
1 +

gL
i Ti

σ+hL
i Ji

)
> ln

(
1 +

gE
i Ti

σ+hE
i Ji

)
, ∀Ji ≥ 0, i = 1, ..., n, since gLi > gEi

and hL
i < hE

i , ∀i = 1, ..., n. Hence, the expression of a secrecy capacity CLi
(Ji)
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A Friendly Interference Game in Wireless Secret Communication Networks 3

w.r.t. Ji ≥ 0 can be simplified as

CSi
(Ji) = ln

(
1 +

gLi Ti

σ + hL
i Ji

)
− ln

(
1 +

gEi Ti

σ + hE
i Ji

)
.

In addition, assume d
dJi

CSi
(Ji = 0) > 0, so that the friendly jammer has an

incentive to increase channel i’s secrecy capacity under an eavesdropping attack.
The structure of the paper is as follows: Section 2 discusses the key properties

of the secrecy capacity functions CSi(Ji)’s and considers a single player power
allocation problem where all communication channels are under the threat of an
eavesdropping attack. Section 3 is the main part of the paper, which reveals the
water-filling structure of the Nash Equilibrium in a friendly interference game
where the eavesdropper can only attack a limited number of channels. Based on
these theoretical results, section 3.2 presents a computational algorithm to deter-
mine the optimal power allocation strategy. Section 4 demonstrates numerical
examples. Section 5 summarizes the conclusions and discusses possible future
research.

2 Basic Optimization Model

This section considers the scenario in which communication channels are under
the threat of eavesdropping attacks all at the same time, so the friendly jammer
is the only decision maker. The friendly jammer aims to maximize the overall
secrecy capacity of this network.

2.1 Properties of CSi(Ji)’s

The following lemmas present the key properties of the secrecy capacity functions
CSi(Ji), ∀i = 1, ..., n.

Lemma 1. CSi
(Ji) is unimodal w.r.t. Ji ≥ 0 and has a unique maximum at

Ji = J̄i such that d
dJi

CSi
(J̄i) = 0.

Proof. Let ci(Ji) :=
d

dJi
CSi

(Ji), then,

ci(Ji) =
gEi hE

i Ti

(gEi Ti + σ + hE
i Ji)(σ + hE

i Ji)
− gLi h

L
i Ti

(gLi Ti + σ + hL
i Ji)(σ + hL

i Ji)
=

Ai(Ji)

Bi(Ji)
,

where


Ai(Ji) = (gEi hL

i − gLi h
E
i )h

E
i h

L
i TiJi

2 + (gEi − gLi ) · 2σhE
i h

L
i TiJi + Ci,

Bi(Ji) = (gEi Ti + σ + hE
i Ji)(σ + hE

i Ji)(g
L
i Ti + σ + hL

i Ji)(σ + hL
i Ji),

Ci =
[
gEi hE

i (g
L
i Ti + σ)− gLi h

L
i (g

E
i Ti + σ)

]
σTi.

Note that Ai(0) > 0 since ci(0) > 0 and Ai(Ji) is a concave quadratic function
since gEi h

L
i − gLi h

E
i < 0, then there exists a unique value J̄i > 0 such that

Ai(J̄i) = 0. Also note that Bi(Ji) > 0, ∀Ji ≥ 0. Thus, Ji = J̄i is the unique
solution to ci(Ji) = 0 w.r.t. Ji ≥ 0.

Moreover, note that Ai(Ji) > 0, ∀0 ≤ Ji < J̄i and Ai(Ji) < 0, ∀Ji > J̄i, so

ci(Ji) > 0, ∀0 ≤ Ji < J̄i and ci(Ji) < 0, ∀Ji > J̄i, since ci(Ji) = Ai(Ji)
Bi(Ji)

and
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4 Zhifan Xu and Melike Baykal-Gürsoy

Bi(Ji) > 0, ∀Ji ≥ 0. Furthermore, ci(Ji) is also continuous w.r.t. Ji ≥ 0, so
ci(Ji) crosses the horizontal axis exactly once in [0,∞) at Ji = J̄i. Thus, CSi

(Ji)
is unimodal w.r.t. Ji ≥ 0 and it has a unique maximum at Ji = J̄i. �

Since CSi
(Ji) is unimodal w.r.t. Ji ≥ 0 and it has a unique maximum at

Ji = J̄i, then CSi(Ji) < CSi(J̄i), ∀Ji > J̄i. Hence, the friendly jammer will put
at most J̄i power to channel i if she aims to maximize channel i’s secrecy capacity.
To solve the friendly jammer’s power allocation problem, it is enough to consider
CSi

(Ji)’s properties w.r.t. the refined feasible region Ji ∈
[
0, J̄i

]
, ∀i = 1, ..., n.

Lemma 2. CSi
(Ji) is concave and strictly increasing w.r.t. Ji ∈

[
0, J̄i

]
for all

i = 1, ..., n.

Proof. Let ci(Ji), Ai(Ji) and Bi(Ji) be defined as in lemma 1. Note that:
(a) Ai(Ji) is a concave quadratic function and is strictly decreasing w.r.t. Ji ≥ 0

since gEi h
L
i − gLi h

E
i < 0 and gEi − gLi < 0,

(b) Bi(Ji) is strictly increasing w.r.t. Ji ≥ 0,
(c) Ai(Ji) ≥ 0 and Bi(Ji) > 0 for all Ji ∈

[
0, J̄i

]
.

Thus, ci(Ji) = Ai(Ji)
Bi(Ji)

is strictly decreasing w.r.t. Ji ∈
[
0, J̄i

]
, which implies

CSi(Ji) is a concave function on Ji ∈
[
0, J̄i

]
.

Also, CSi
(Ji) is strictly increasing w.r.t. Ji ∈

[
0, J̄i

]
, since ci(Ji) > 0, ∀Ji ∈[

0, J̄i
)
as proved in lemma 1. �

Although it is impossible for the friendly jammer’s optimal power allocation
policy J∗ to have J∗

i ≥ J̄i, we would like to present a full description of the shape
of CSi

(Ji) w.r.t. Ji ∈ [0,+∞) without going into tedious proofs of all details.
First, consider ci(Ji) w.r.t. Ji ∈

[
J̄i,+∞

)
. Note that: (a) Ai(Ji) is concave,

quadratic, strictly decreasing and negative w.r.t. Ji > J̄i, (b) Bi(Ji) is quartic,
strictly increasing and positive w.r.t. Ji > J̄i. Thus, it can be seen that

lim
Ji→+∞

ci(Ji) =
Ai(Ji)

Bi(Ji)
= −0,

and it can be proved by the mean value theorem that there exists a point J̃i ∈
(J̄ ,+∞) such that d

dJi
ci(J̃i) = 0. Moreover, J̃i is actually the unique solution

to d
dJi

ci(Ji) = 0 w.r.t. Ji ∈ [0,+∞) given the properties of Ai(Ji) and Bi(Ji).

Since ci(Ji) is decreasing at Ji = J̄i, it can also be verified that ci(Ji) is strictly
decreasing in [J̄i, J̃i], and then strictly increasing in (J̃i,+∞). In summary, for
Ji ∈ [0,+∞), ci(Ji) has the following properties as shown in Fig. 1b:
– ci(Ji) ≥ 0, ∀Ji ∈

[
0, J̄i

]
, and ci(Ji) < 0, ∀Ji ∈ (J̄i,+∞).

– ci(Ji) is strictly decreasing w.r.t. Ji ∈ [0, J̃i], and is strictly increasing w.r.t
Ji ∈ (J̃i,+∞).

Recall that ci(Ji) =
d

dJi
CSi

(Ji) by definition, so CSi
(Ji) is concave w.r.t. Ji ∈

[0, J̃i], since ci(Ji) is strictly decreasing w.r.t Ji ∈ [0, J̃i]. In summary, for Ji ∈
[0,+∞), CSi

(Ji) has the following properties as shown in Fig. 1a:
– CSi

(Ji) > 0, ∀Ji ∈ [0,+∞).
– CSi(Ji) is concave w.r.t Ji ∈ [0, J̃i] and reaches its maximum at Ji = J̄i < J̃i.
– CSi(Ji) is convex and decreasing w.r.t Ji ∈ (J̃i,+∞).
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(a) plot of CSi(Ji).
(b) plot of ci(Ji)

Fig. 1: plots of CSi(Ji) and ci(Ji), with gLi = 2, gEi = 1, hL
i = 1, hE

i = 2, Ti = 1, σ = 1.

2.2 The Optimal Power Allocation Policy

To find the optimal power allocation policy for the network, the friendly jammer
needs to solve the following problem:

max
J

vJ(J) =

n∑
i=1

CSi(Ji) =

n∑
i=1

[
ln

(
1 +

gLi Ti

σ + hL
i Ji

)
− ln

(
1 +

gEi Ti

σ + hE
i Ji

)]

s.t.

n∑
i=1

Ji ≤ J,

0 ≤ Ji ≤ J̄i, ∀i = 1, ..., n.

(1)

Note that vJ(J) is a concave function on J ∈ J where J is the feasible
region of optimization problem 1. To prove it, simply let vi(J) := CSi

(Ji), then
vi(J) is concave on J ∈ J since CSi

(Ji) is concave on Ji ∈
[
0, J̄i

]
. Thus, vJ(J)

is concave on J ∈ J since it is a sum of vi(J)’s. So optimization problem 1 is a
convex optimization problem.

Theorem 1. The considered convex optimization problem has a unique optimal
solution J∗ = (J∗

1 , ..., J
∗
n) that is subject to water-filling scheme. Let the sequence

of sender-receiver links be ordered according to ci(0) such that c1(0) > ... > cn(0)
assuming ci(0) 6= cj(0), ∀i 6= j for the sake of simplicity.
a) If

∑n
i=1 J̄i ≥ J , then there exists w ≥ 0 and a threshold integer k > 0 such

that 
c1(J

∗
1 ) = ... = ck(J

∗
k ) = w,∑k

i=1 J
∗
i = J,

ci(0) ≤ w, J∗
i = 0, ∀k < i ≤ n.

(2)

and J∗ is the solution of equations system 2.
b) If

∑n
i=1 J̄i < J , then k = n, w = 0, and J∗ is the solution to

c1(J
∗
1 ) = ... = cn(J

∗
n) = w = 0. (3)
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6 Zhifan Xu and Melike Baykal-Gürsoy

and
∑n

i=1 J
∗
i < J .

Proof. We provide a proof in the appendix. �

Based on Theorem 1, the optimal value of w in the system of equations 2
can be determined using numerical methods such as bisection search.

3 A Friendly Interference Game

This section considers another scenario where the attacker can eavesdrop on only
one of n channels due to resource constraints. To intercept as much information
as possible, the attacker tries to maximize the expected eavesdropping capacity.
Let the attack strategy of the eavesdropper be y = (y1, ..., yn) where yi represents
the probability that the eavesdropper picks channel i as target. Naturally, we
have yi ≥ 0, ∀i = 1, ..., n and

∑n
i=1 yi = 1. Thus, the payoff for the attacker

under interference signals is

vE(J ,y) =

n∑
i=1

yiCEi(Ji) =

n∑
i=1

yi ln
(
1 +

gEi Ti

σ + hE
i Ji

)
. (4)

Meanwhile, the friendly jammer still tries to maximize the total capacity that
can be used to transmit messages securely, so the friendly jammer’s payoff is

vJ(J ,y) =

n∑
i=1

[CLi(Ji)− yiCEi(Ji)]

=

n∑
i=1

[
ln

(
1 +

gLi Ti

σ + hL
i Ji

)
− yi ln

(
1 +

gEi Ti

σ + hE
i Ji

)]
,

(5)

and the friendly jammer’s power allocation startegy J is still subject to the total
power constraint.

Now, we have a non-zero sum game with two players, namely the friendly
jammer and the eavesdropper. We shall look for the Nash Equilibrium, that is,
we want to find a strategy pair (J∗,y∗) such that

vJ(J ,y
∗) ≤ vJ(J

∗,y∗), ∀J ∈ J ,
vE(J

∗,y) ≤ vE(J
∗,y∗), ∀y ∈ Y,

where J is the region containing all possible power allocation strategies J and
Y is the region containing all probabilistic attack strategies y of this game.

3.1 Theoretical Analysis

Consider the friendly jammer’s problem given a fixed attack strategy y∗ of the

adversary. It can be seen that ∂vJ (J,y∗)
∂Ji

share similar properties with ci(Ji), and

interfering any channel i where ∂vJ (J,y∗)
∂Ji

|Ji=0 ≤ 0 will be a dominated strategy

for the friendly jammer. Let I be the set of channels where ∂vJ (J,y∗)
∂Ji

|Ji=0 > 0,
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A Friendly Interference Game in Wireless Secret Communication Networks 7

let J̄i(y
∗) > 0 be a real value such that ∂vJ (J,y∗)

∂Ji
|Ji=J̄i(y

∗) = 0, ∀i ∈ I, then
the friendly jammer needs to solve the following optimization problem:

max
Ji, ∀i∈I

∑
i∈I

[
ln

(
1 +

gLi Ti

σ + hL
i Ji

)
− y∗

i ln
(
1 +

gEi Ti

σ + hE
i Ji

)]
s.t.

∑
i∈I

Ji ≤ J,

0 ≤ Ji ≤ J̄i(y
∗), ∀i ∈ I.

(6)

Optimization problem 6 is similar to optimization problem 1 but with a subset of
channels as targets and with smaller coefficients y∗i ≤ 1 in the objective function.
So the objective function of optimization problem 6 is concave w.r.t. its feasible
region. Thus, an optimal power allocation strategy {J∗

i , i ∈ I} should still have
the properties implied by KKT conditions. That is,

∂vJ(J
∗,y∗)

∂Ji
=

y∗
i g

E
i hE

i Ti

(gEi Ti + σ + hE
i J

∗
i )(σ + hE

i J
∗
i )

− gLi h
L
i Ti

(gLi Ti + σ + hL
i J

∗
i )(σ + hL

i J
∗
i ){

= wD, for J∗
i > 0, ∀i ∈ I,

≤ wD, for J∗
i = 0, ∀i ∈ I,

(7)

where wD ≥ 0, and wD(
∑

i∈I J
∗
i − J) = 0.

Similarly, given the friendly jammer’s strategy J∗, the eavesdropper can find
his optimal strategy by solving a convex optimization problem where an optimal
solution y∗ should satisfy

∂vE(J
∗,y∗)

∂yi
= ln

(
1 +

gEi Ti

σ + hE
i J

∗
i

){= wA, for y∗i > 0, ∀i = 1, ..., n,

≤ wA, for y∗i = 0, ∀i = 1, ..., n,
(8)

where wA ≥ 0 and
∑n

i=1 y
∗
i = 1.

Theorem 2. Define Θi(Ji) := ∂vE(J,y)
∂yi

. Let the sequence of sender-receiver

links be ordered according to Θi(0) such that Θ1(0) > ... > Θn(0) assuming
Θi(0) 6= Θj(0), ∀i 6= j for the sake of simplicity. Let k > 0 be the largest integer
such that 

Θ1(J1) = ... = Θk(Jk) = wA ≥ 0,∑k
i=1 Ji = J,

Θi(0) ≤ wA, Ji = 0, ∀k < i ≤ n.

(9)

Let J
′
= (J

′

1, ..., J
′

n) be the solution of system of equations 9.

Define ∆J
′
i
(yi) :=

∂vJ (J,y)
∂Ji

|Ji=J
′
i
. Let m > 0 be the largest integer such that{

∆J
′
1
(y1) = ... = ∆J

′
k
(ym) = wD ≥ 0,∑m

i=1 yi ≤ 1.
(10)

a) If k ≤ m, a Nash Equilibrium strategy pair (J∗,y∗) can be found by solving
J∗ = J

′
,

∆J∗
1
(y∗1) = ... = ∆J∗

k
(y∗k) = wD ≥ 0,∑k

i=1 y
∗
i = 1.

(11)

Remove


Watermark

Wondershare
PDFelement

http://cbs.wondershare.com/go.php?pid=5237&m=db


8 Zhifan Xu and Melike Baykal-Gürsoy

b) If k > m, there exists a positive integer h ≤ k such that a Nash Equilibrium
strategy pair (J∗,y∗) can be found where J∗ is the solution of

Θ1(J
∗
1 ) = ... = Θh(J

∗
h) = w

′

A > wA,

J∗
i = 0, ∀h < i ≤ n,

Θh(0) > w
′

A ≥ Θh+1(0),

(12)

and y∗ is the solution of
∆J∗

1
(y∗1) = ... = ∆J∗

h
(y∗h) = 0,

y∗h+1 = 1−
∑h

i=1 y
∗
i , ∆J∗

h+1
(y∗h+1) ≤ 0,

y∗h+1 = 0, if w
′

A 6= Θh+1(0),

y∗i = 0, ∀h+ 1 < i ≤ n.

(13)

Proof. We provide a proof in the appendix. �

3.2 Algorithm to Find (J∗, y∗)

This sections presents an algorithm based on the bisection methods and The-
orem 2 to approximate a pair of Nash Equilibrium strategies (J∗,y∗) within a
given tolerance factor, δ. An explicit value for δ is used to make the algorithm
terminate within reasonable CPU time.

Algorithm
Inputs. Parameters of the communication network: Ti, g

L
i , g

E
i , h

L
i , h

E
i , ∀i =

1, ..., n. The background noise σ. And the explicit tolerance δ ≤ 0.01.
Step 1. Let k, wA and J

′
be the solution of system of equations 9.

Step 2. Let m, wD and y∗ be the solution of system of equations 10.
Step 3. If k ≤ m. Let J∗ ← J

′
. Let y∗ be the solution of system of equations

11. (J∗,y∗) is a pair of NE strategies and the algorithm is terminated. Other-
wise, go to step 4.
Step 4. If k > m. Let h← k. Let wLB

A ← wA.

Step 4a. Let h← h− 1 and then w
′

A ← Θh+1(0).

Step 4b. Let J
′
be the solution of system of equations 12. Let wD ← 0.

Let m and y∗ be the solution of system of equations 10 with the value of

J
′
. Go to step 5.

Step 5. If h = m. Let J∗ ← J
′
, then (J∗,y∗) is a pair of NE strategies and

the algorithm is terminated. Otherwise, go to step 6.
Step 6. If h > m. Let wLB

A ← Θh+1(0). Go to step 4a. Otherwise, go to step 7.
Step 7. If h < m. Let wUB

A ← Θh+1(0) and then h← h+ 1.

Step 7a. Let w
′

A ← 1
2 (w

UB
A + wLB

A ). Let J
′
be the solution of system of

equations 12. Let wD ← 0. Let m and y∗ be the solution of system of

equations 10 with the value of J
′
.

Step 7b. If h = m and y∗h+1 ≤ δ. Let J∗ ← J
′
and y∗h+1 ← 0. Then (J∗,y∗)

is NE strategies and the algorithm is terminated. Otherwise, go to step 7c.
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Step 7c. If h = m and y∗h+1 > δ, or if h < m. Let wUB
A ← w

′

A. Go to step
7a. Otherwise, go to step 7d.
Step 7d. If h > m. Let wLB

A ← w
′

A. Go to step 7a.

4 Numerical Illustrations

This section presents a few numerical examples. First, consider a 5 parallel chan-
nel communication network with gLi = pi−1 for i ∈ [1, 5] where p ∈ (0, 1),
which corresponds to Rayleigh fading in orthogonal frequency-division multi-
plexing (OFDM) systems. Similarly, let gEi = qi−1 for i ∈ [1, 5] where q ∈ (0, 1)
for the eavesdropper. Let p = 0.65 and q = 0.5 such that the assumption
gLi > gEi , ∀i = 1, ..., 5 is satisfied. Also set δ = 0.1 and Ti = 1, ∀i = 1, ..., 5.
Finally, we set hE

i = 0.45, hL
i = 0.05 for all i = 1, ..., 5 and J = 1 for the sake of

simplicity. The assumption ci(0) > 0, ∀i = 1, ..., 5 is satisfied.
Following the algorithm in section 3.2, we get k = 3 and m = 4. So the

threshold index is h = 3. The approximated NE strategies are found in 0.0313
CPU time, with J∗ = (0.731, 0.254, 0.016, 0, 0), y∗ = (0.535, 0.305, 0.16, 0, 0),
wA = 1.204 and wD = 0.074. It can be clearly seen that (J∗,y∗) is subject to
water-filling scheme where both players focus on the channels with higher initial
eavesdropping capacities.

Now increase hL
i ’s by 50%, meaning that the legitimate users suffer more

from the interference signals. Using the algorithm in section 3.2, we get k =
3 and m = 2 in 0.0469 CPU time. And the final threshold index is h = 2,
with J∗ = (0.667, 0.222, 0, 0, 0), y∗ = (0.541, 0.339, 0.12, 0, 0), wA = 1.253 and
wD = 0. Compared to the previous example, the friendly jammer protects fewer
channels and leaves channel 3 with no protection under attack even though there
is unused jamming power.

(a) hL
i = 0.05. (b) hL

i = 0.075

Fig. 2: plots of J∗ and y∗.
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5 Conclusions and Future Research

In this paper, we consider a friendly interference game where a friendly jammer is
employed to interfere eavesdroppers in a wireless network. We prove the existence
of the optimal power allocation strategy of the friendly jammer as part of a pair
of Nash Equilibrium strategies in a non-zero sum game. It turns out that the
optimal power allocation strategy will be subject to a water-filling scheme. An
algorithm to approximate the optimal power allocation strategy to within a given
tolerance is presented. We also show that the effect of interference signals on
legitimate users is a key parameter that affect the performance of this approach.
The interference signals should be carefully tuned such that no interference power
will be wasted.

Of interest for future research is an extension of this model to include the
legitimate users as decision makers. For instance, a base station controlling trans-
mission power among multiple channels may cooperate with a friendly jammer.
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Appendix

Proof of Theorem 1. Consider the KKT conditions of convex optimization
problem 1. A vector J∗ = (J∗

1 , ..., J
∗
n) is the optimal solution if there exists a

group of non-negative numbers w, λ1, ..., λn, µ1, ..., µn such that
∑n

i=1 J
∗
i − J ≤ 0,

w(J −
∑n

i=1 J
∗
i ) = 0,

λiJ
∗
i = 0, µi(J̄i − J∗

i ) = 0, ∀i = 1, ..., n,

w = ci(J
∗
i ) + λi − µi, ∀i = 1, ..., n.

(14)

It should be noted that actually we must have µi = 0 for all i = 1, ..., n. To show
that, suppose µi > 0 for some i, then we have J∗

i = J̄i, which leads to λi = 0.
Thus, we must have w = ci(J̄i)− µi = −µi < 0, which is impossible. Thus, the
KKT condition can be simplified to

∑n
i=1 J

∗
i − J ≤ 0,

w(J −
∑n

i=1 J
∗
i ) = 0,

λiJ
∗
i = 0, ∀i = 1, ..., n,

w = ci(J
∗
i ) + λi, ∀i = 1, ..., n.

(15)

a) Given
∑n

i=1 J̄i ≥ J , it must be true that
∑n

i=1 J
∗
i − J = 0. To show that,

suppose
∑n

i=1 J
∗
i − J < 0, then w = 0. Thus, λi = 0, ci(J

∗
i ) = 0, ∀i = 1, ..., n.

Then J∗
i = J̄i, ∀i = 1, ..., n follows. Hence,

∑n
i=1 J

∗
i =

∑n
i=1 J̄i ≥ J , which is

against the assumption
∑n

i=1 J
∗
i − J < 0. So

∑n
i=1 J

∗
i − J = 0 must be true

given
∑n

i=1 J̄i ≥ J .

The equality condition
∑n

i=1 J
∗
i − J = 0 implies that there must exist some

i’s such that J∗
i > 0. Let k > 0 be the largest index i such that J∗

i > 0, then we
have λk = 0 and

0 ≤ w = ck(J
∗
k ) < ck(0) < cj(0), ∀1 ≤ j < k.

Now, to satisfy w = cj(J
∗
j ) + λj , ∀j = 1, ..., k − 1 knowing λj ≥ 0, we must

have J∗
j > 0, ∀j = 1, ..., k − 1, which leads to λj = 0, ∀j = 1, ..., k − 1 and

w = ck(J
∗
j ), j = 1, ..., k − 1. So J∗ can be an optimal solution when system of

equations 2 has a solution with w ≥ 0. It is easy to verify that the solution will
be unique if it exists.

b) Given
∑n

i=1 J̄i < J , it must be true that
∑n

i=1 J
∗
i − J < 0 since J∗

i ≤
J̄i, ∀i = 1, ..., n. Then w = 0 follows, and J∗ must satisfy 0 = ci(J

∗
i )+λi, ∀i =

1, ..., n, which leads to J∗
i > 0, ∀i = 1, ..., n and λi = 0, ∀i = 1, ..., n. So J∗ can

be an optimal solution when system of equations 3 has a solution and it is easy
to verify that you can’t have a solution of system of equations 2 at the same
time.
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Proof of Theorem 2. We will first show that a NE strategy pair (J∗,y∗) of
this non-zero sum game will be subject to a water-filling scheme.

Let (J∗,y∗) be a NE strategy pair and let h be the largest integer such that
J∗
h > 0. According to condition 7, it is true that h ∈ I and y∗h > 0. Then, by

condition 8,

wA = Θh(J
∗
h) < Θh(0) < Θi(0), ∀i = 1, ..., h− 1,

which implies J∗
i > 0, ∀i = 1, ..., h − 1, in order for condition 8 to be satisfied.

Then, by condition 7 again, one has y∗i > 0, ∀i = 1, ..., h− 1.
In summary, a NE strategy pair (J∗,y∗) should be subject to a water-filling

scheme with a threshold index h such that{
J∗
i > 0, y∗i > 0, ∀i = 1, ..., h,

J∗
i = 0, ∀i = h+ 1, ..., N.

(16)

a) If k ≤ m, the solution to system of equations 9 and 11 satisfy conditions
7, 8 and 16, which defines the NE strategy pair (J∗,y∗) of this game. Thus,
I = {1, ..., k} in this case.

b) If k > m, there is no feasible solution to system of equations 9 and 11
since it is impossible to have ∆J∗

k
(y∗k) = wD ≥ 0. Besides, by the definition of k,

it is impossible to have h > k.
Notice that solving system of equations 9 instead with w

′

A > wA and
∑k

i=1 Ji ≤
J will provide solutions containing smaller J

′

i ’s and threshold index h ≤ k, and

smaller J
′

i ’s lead to larger m as defined by system of equations 10. Thus, one can
find a NE strategy pair (J∗,y∗) by increasing the value of wA until conditions
7, 8 and 16 are satisfied.

Now, one can search for the threshold index h ≤ k with an increased w
′

A > wA

as shown in system of equations 12. Clearly,
∑n

i=1 J
∗
i < J in this case, which

leads to wD = 0 by constraint wD(
∑n

i=1 J
∗
i −J) = 0. Also, under condition 8, it

is possible to have y∗h+1 = 1−
∑h

i=1 y
∗
i > 0 if and only if w

′

A = Θh+1(0), but the
constraint ∆J∗

h+1
(y∗h+1) ≤ wD = 0 must be satisfied at the same time as implied

by condition 7 and J∗
h+1 = 0.

In summary, the solution of system of equations 12 and 13 form a Nash
Equilibrium strategy pair (J∗,y∗) of this game in this case.
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