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Abstract

We study nonparametric estimation for the partially conditional average treatment
effect, defined as the treatment effect function over an interested subset of confounders.
We propose a hybrid kernel weighting estimator where the weights aim to control the bal-
ancing error of any function of the confounders from a reproducing kernel Hilbert space
after kernel smoothing over the subset of interested variables. In addition, we present
an augmented version of our estimator which can incorporate estimations of outcome
mean functions. Based on the representer theorem, gradient-based algorithms can be
applied for solving the corresponding infinite-dimensional optimization problem. Asymp-
totic properties are studied without any smoothness assumptions for propensity score
function or the need of data splitting, relaxing certain existing stringent assumptions.
The numerical performance of the proposed estimator is demonstrated by a simulation
study and an application to the effect of a mother’s smoking on a baby’s birth weight
conditioned on the mother’s age.

Keywords: Augmented weighting estimator; Causal inference; Reproducing kernel Hilbert
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1 Introduction

Causal inference often concerns not only the average effect of the treatment on the outcome
but also the conditional average treatment effect (CATE) given a set of individual characteris-
tics, when treatment effect heterogeneity is expected or of interest. Specifically, let 7" € {0, 1}
be the treatment assignment, 0 for control and 1 for active treatment, X € X C R% a vector
of all pre-treatment confounders, and Y the outcome of interest. Following the potential
outcomes framework, let Y'(¢) be the potential outcome, possibly contrary to fact, had the



unit received treatment ¢ € {0,1}. Then, the individual treatment effect is Y (1) — Y'(0), and
the (fully) CATE can be characterized through v(z) = E{Y (1) =Y (0) | X =z}, z € X. Due
to the fundamental problem in causal inference that the potential outcomes are not jointly
observable, identification and estimation of the CATE in observational studies require further
assumptions. A common assumption is the no unmeasured confounding (UNC) assumption,
requiring X to capture all confounding variables that affect the treatment assignment and
outcome. This often results in a multidimensional X. Given the UNC assumption, many
methods have been proposed to estimate v(z) (Nie and Wager, 2017; Wager and Athey, 2018;
Kennedy, 2020). However, in clinical settings, researchers may only concern the variation of
treatment effect over the change of a small subset of covariates V € V C X, not necessarily
the full set X. For example, researchers are interested in estimating the CATE of smoking
(treatment) on birth weight (outcome) given mother’s age but not mother’s educational at-
tainment, although this variable can be a confounder. In this article, we focus on estimating
T(v) = E{y(X) | V = v} for v € V, which we refer to as the partially conditional average
treatment effect (PCATE). When V is taken to be X, 7(v) becomes the fully conditional av-
erage treatment effect (FCATE) ~(z). Despite our major focus on cases when V is a proper
subset of X', the proposed method in this paper does not exclude the setting with V = X,
which results in the FCATE.

When V contains discrete covariates, one can divide the whole sample into different groups
by constricting the same values of discrete covariates of V' in the same group. Then, as long
as there are enough samples in such stratum, 7(v) can be obtained by estimating the PCATE
over the remaining continuous covariates in V separately for every stratum. Therefore, for
simplicity, we focus on the setups with continuous V' (Abrevaya et al., 2015; Lee et al., 2017,
Fan et al., 2020; Zimmert and Lechner, 2019; Semenova and Chernozhukov, 2020) while
keeping in mind that the proposed method can be used to handle V' that consists of continuous
and discrete variables. The typical estimation strategy involves two steps. The first step is to
estimate nuisance parameters including the propensity score function and the outcome mean
functions for the construction of adjusted responses (through weighting and augmentation)
that are (asymptotically) unbiased for v(z) given X = z. The nuisance parameters can
be estimated by parametric, nonparametric, or even machine learning models. This step
serves to adjust for confounding biases. In the second step, existing methods typically adopt
nonparametric regression over V using the adjusted responses obtained from the first step.
However, these methods suffer from many drawbacks. Firstly, all parametric methods are
potentially sensitive to model misspecification especially when the CATE is complex. On
the other hand, although nonparametric and machine learning methods are flexible, the
first-step estimator of v(X) with high-dimensional X requires stringent assumptions for the
possibly low-dimensional PCATE estimation to achieve the optimal convergence rate. For
example, Abrevaya et al. (2015), Zimmert and Lechner (2019), Fan et al. (2020) and Semenova
and Chernozhukov (2020) specify restrictive requirements for the convergence rate of the
estimators of the nuisance parameters. Detailed discussions are provided in Remarks 3 and
6.

Instead of separating confounding adjustment and kernel smoothing in two steps, we pro-
pose a new framework that unifies the confounding adjustment and kernel smoothing in the
weighting step. In particular, we generalize the idea of covariate balancing weighting in the
average treatment effect (ATE) estimation literature (Qin and Zhang, 2007; Hainmueller,



2012; Imai and Ratkovic, 2014; Zubizarreta, 2015; Wong and Chan, 2018). This general-
ization, however, is non-trivial because we require covariate balancing in terms of flexible
outcome models between the two treatment groups given all possible values of v. We assume
that the outcome models lie in the reproducing kernel Hilbert space (RKHS, Wahba, 1990),
a fairly flexible class of functions of X. We then propose covariate function balancing (CFB)
weights that are capable of controlling the balancing error with respect to the Ls-norm of any
function with a bounded norm over the RKHS after kernel smoothing. The construction of
the proposed weights specifically involves two kernels — the reproducing kernel of the RKHS
and the kernel of the kernel smoothing — and the goal of these weights can be understood as
to balance covariate functions generated by the hybrid of these two kernels. Our method does
not require any smoothness assumptions on the propensity score model, in sharp contrast
to existing methods, and only require mild smoothness assumptions for the outcome mod-
els. Invoking the well-known representer theorem, a finite-dimensional representation form
of optimization objective can be derived and it can be solved by a gradient-based algorithm.
Asymptotic properties of the proposed estimator are derived under the complex dependency
structure of weights and kernel smoothing. In addition, our proposed weighting estimator
can be slightly modified to incorporate the estimation of the outcome mean functions, sim-
ilar to the augmented inverse probability weighting (AIPW) estimator. We show that the
augmentation of the outcome models relaxes the selection of tuning parameters theoretically.

The rest of paper is organized as follows. Section 2 provides the basic setup for the
CATE estimation. Section 3 introduces our proposed CFB weighting estimator, together
with the computation techniques. Section 4 introduces an augmented version of our proposed
estimator. In Section 5, the asymptotic properties of the proposed estimators are developed.
A simulation study and a real data application are presented in Sections 6 and 7, respectively.

2 Basic setup

Suppose {(7;,Y:(1),Y;(0),X;) : i =1,...,N} are N independent and identically distributed
copies of {T,Y (1),Y(0), X}. We assume that the observed outcome is Y; = T;Y;(1) + (1 —
T;)Y;(0) for ¢ = 1,...,N. Thus, the observed data {(7;,Y;, X;) : i = 1,...,N} are also
independent and identically distributed. For simplicity, we drop the subscript ¢ when no
confusion arises.

We focus on the setting satisfying treatment ignorability in observational studies (Rosen-
baum and Rubin, 1983).

Assumption 1 (No unmeasured confounding). {Y'(1),Y(0)} 1.7 | X.

Assumption 1 rules out latent confounding between the treatment and outcome. In ob-
servational studies, its plausibility relies on whether or not the observed covariates X include
all the confounders that affect the treatment as well as the outcome.

Most of the existing works (Nie and Wager, 2017; Wager and Athey, 2018; Kennedy, 2020;
Semenova and Chernozhukov, 2020) focus on estimating the CATE given the full set of X,
ie, v(z):=E{Y(1) -Y(0) | X ==z}, x € X, which we refer to as the FCATE. However, to
ensure Assumption 1 holds, X is often multidimensional, leading to a multidimensional CATE
function y(z) that is challenging to estimate. Indeed, it is common that some covariates in
X are simply confounders but not treatment effect modifiers of interest. Therefore, a more



sensible way is to allow the conditioning variables to be a subset of confounders (Abrevaya
et al., 2015; Zimmert and Lechner, 2019; Fan et al., 2020). Instead of v(z), we focus on
estimating the PCATE

() =E{Y(1)-Y(0) |V =0}, veVCA,

where V' is a subset of X. It is worth noting that V' = X is also allowed, and therefore ~(z)
can be estimated by our framework. For simplicity, we assume V is a continuous random
vector for the rest of the paper. When V' contains discrete random variables, one can divide
the sample into different strata, of which the units have the same level of discrete covariates.
Then 7(v) can be estimated by estimating the PCATE at every strata.

In addition to Assumption 1, we require sufficient overlap between the treatment groups.
Let w(z) = P(T' =1 | X = x) be the propensity score. Throughout this paper, we also
assume that the propensity score is strictly bounded above zero and below one to ensure
overlap.

Assumption 2. The propensity score 7(-) is uniformly bounded away from zero and one.
That is, there exist a constant Cy > 0, such that 1/C1 < w(zx) < (1 —1/C4) for all xz € X.

Under Assumptions 1 and 2, 7(v) is identifiable based on the following formula

") =B -y |V = =8{ 15 - 0 v o,

First suppose m(X;),i = 1,..., N, are known. Common procedures construct adjusted re-
sponses Z; = T;Y;/n(X;) — (1 = T;)Y; /{1 — m(X;)} and apply kernel smoother to the data
{(Vi, Z;),i=1,...,N}. Specifically, let K(v) be a kernel function and h > 0 be a bandwidth
parameter (with technical conditions specified in Section 5.1). The above strategy leads to
the following estimator for 7(v):

1/(Nk) SN K {(Vi—v)/h} Z 1
1/(Nh) SN K {(V;—v) /by N

N
> Kn(Vi,0)Zi (1)
=1

where .
- mar K{(v1 — v2)/ R}

Kp(v1,v2) = .
) KW — 1)

In observational studies, the propensity scores w(X;),i = 1,..., N, are often unknown. Abre-
vaya et al. (2015) propose to estimate these scores using another kernel smoother, and con-
struct the adjusted responses based on the estimated propensity scores. There are two draw-
backs with this approach. First, it is well known that inverting the estimated propensity
scores can result in instability, especially when some of the estimated propensity scores are
close to zero or one. Second, this procedure relies on the propensity score model to be
correctly specified or sufficiently smooth to approximate well.

To overcome these issues, instead of obtaining the weights by inverting the estimated
propensity scores, we focus on estimating the proper weights directly. In the next section,
we adopt the idea of covariate balancing weighting, which has been recently studied in the
context of average treatment effect (ATE) estimation (e.g., Hainmueller, 2012; Imai and




Ratkovic, 2014; Zubizarreta, 2015; Chan et al., 2016; Wong and Chan, 2018; Zhao et al.,
2019; Kallus, 2020; Wang and Zubizarreta, 2020).

3 Covariate function balancing weighting for PCATE estima-
tion

3.1 Motivation

To motivate the proposed estimator, suppose we are given the covariate balancing weights
{w; :i=1,...,N}. We express the adjusted response as

Combining (1) and (2), the estimator of 7(v) is

N

N

. 1 .= 1 .

7(v) = 5 D TbiK (Vi v)Yi = 1 Y (1= T)iiK(Vi, 0)Y3. (3)
=1 i=1

One can see that the estimator (3) is a difference between two terms, which are the estimates
of p1(v) =E{Y(1) | V = v} and uo(v) = E{Y(0) | V = v}, respectively. For simplicity, we
focus on the first term and discuss the estimation of the corresponding weights {w; : T; = 1}
in the treated group. The same discussion applies to the second term and the estimation of
weights in the control group.

We assume Y;(1) = m1(X;) + &; such that the ¢;’s are independent random errors with
E(e; | X;) = 0 and E(¢? | X;) < 08 < oo. Focusing on the first term of (3), we obtain the
following decomposition

N N N
1 o 1 o | o
¥ > T Ky (Vi v)Y; = N > T K (Vi v)ma (X;) + N > TiviKn(Vi,v)es

i=1 =1 =1
1 Y N
Z; yib; — 1 vz,v>m1(X>+NZ;TiwiKh(Vi,v>ei (4)
7 1=

Z r(Vis v)ma (X;) — pa(v) | + pa(v).

In the last equality, only the first two terms depend on the weights. The second term

-1 Zz 1 Ty K n(Vi,v)e; will be handled by controlling the variability of the weights. The
challenge lies in controlling the first term, which requires the control of the (empirical) bal-
ance of a kernel-weighted function class because mi(X;),7 = 1,..., N, are unknown. This
requirement makes achieving covariate balance significantly more challenging than those for
estimating the ATE, i.e., when V is deterministic (e.g., Hainmueller, 2012; Imai and Ratkovic,
2014; Zubizarreta, 2015; Chan et al., 2016; Wong and Chan, 2018; Zhao et al., 2019; Kallus,
2020; Wang and Zubizarreta, 2020), for multiple reasons: (i) covariate balance is required for
all v in a continuum, and (ii) the bandwidth A in kernel smoothing is required to diminish
with respect to the sample size N.



3.2 Balancing via empirical residual moment operator

Suppose m; € H, where H is an RKHS with reproducing kernel x and norm || - ||. Also,
let the squared empirical norm be ||Ju|% = (1/N) Zfil{u(Xz)}Q for any v € ‘H. Intuitively,
from the first term of (4), we aim to find weights w = {w; : T; = 1} to ensure the following
function balancing criteria:

N
ZTwz DER(Vi, ) = NZ VK3 (Vi, v),

for all u € ‘H, where the left and right hand sides are regarded as functions of v. To quantify
such an approximation, we define the operator My j, ., mapping an element of H to a function
on V by

1N

M () = ;(ﬂwi — Du(X,) Kn(Vi,-),
—

which we call the empirical residual moment operator with respect to the weights in w. The
approximation and hence the balancing error can be measured by

HMN,h7w(u> ')||2> (5)

where || f]| is a generic metric applied to a function f defined on V. Typical examples of
a metric are Loo-norm (|| - ||s), Lo-norm (|| - ||2) and empirical norm (|| - |[n). If one has
non-uniform preference over V, weighted Lo-norm and weighted empirical norm are also
applicable. In the following, we focus on the balancing error based on Lo-norm:

Snn(w,u) = My pwl(u, )3 (6)

We will return to the discussion of other norms in Section 5. Ideally, our target is to minimize
sup,ey Sn,h(w, w) uniformly over a sufficiently complex space H. As soon as one attempts to
do this, one may find that Sy ,(w, tu) = t2Sy ,(w, u) for any t > 0, which indicates a scaling
issue about u. Therefore, we will standardize the magnitude of u and restrict the space to
Hy = {u € H : ||ul|3 = 1} as in Wong and Chan (2018). Also, to overcome overfitting, we
add a penalty on u with respect to || - || and focus on controlling the balancing error over
smoother functions. Inspired by the discussion for (4), we also introduce another penalty
term

Ry p(w ZHTszh Vi, I3, (7)

to control the variability of the weights.
In summary, given any h > 0, our CFB weights w is constructed as follows:

W = argmin Slg) {Snn(w,u) — MulF} + AeRyp(w) |, (8)
w ueHN

where A1 and Ay are tuning parameters (A\; > 0 and A2 > 0). Note that (8) does not depend



on the weights {w; : T; = 0} of the control group, and the optimization is only performed
with respect to {w; : T; = 1}.

Remark 1. By standard representer theorem, we can show that the solution @ = /||| N
of the inner optimization satisfies that & belongs to Ky = span{x(X;,-) : ¢ = 1,...,N}.
See also Section S1.1 in the supplementary material. Therefore, by the definition of My 3, .,
the weights are determined by achieving balance of the covariate functions generated by the
hybrid of the two reproducing kernel x and the smoothing kernel K.

Remark 2. Wong and Chan (2018) adopt a similar optimization form as in (8) to obtain
weights. The key difference between their estimator and ours is the choice of balancing error
tailored to the target quantity. In Wong and Chan (2018), the choice of balancing error is
(N (Tiw; — 1)u(X;)/N}2, which is designed for estimating the scalar ATE. There is no
guarantee that the resulting weights will ensure enough balance for the estimation of the
PCATE, a function of v. Heuristically, one can regard the balancing error in Wong and
Chan (2018) as the limit of Sy, as h — oo. For finite h, two fundamental difficulties emerge
that do not exist in Wong and Chan (2018). First, My p . (u,v) changes with v, and so the
choice of Sy, involves a metric for a function of v in (6). This is directly related to the fact
that our target is a function (PCATE) instead of a scalar (ATE). For reasonable metrics, the
resulting balancing errors measure imbalances over all (possibly infinite) values of v, which is
significantly more difficult than the imbalance control required for ATE. Second, for each v,
the involvement of kernel function in My p, ., suggests that the effective sample size used in
the corresponding balancing is much smaller than Zf\il T;. There is no theoretical guarantee
for the weights of Wong and Chan (2018) to ensure enough balance required for the PCATE,
since the proposed weights are designed to balance a function instead of a scalar. We show
that the proposed CFB weighting estimator achieves desirable properties both theoretically
(Section 5) and empirically (Section 6).

3.3 Computation

Applying the standard representer theory, (8) can be reformulated as

1
W = argmin [01 {NPTdiag(T ow — J)Gpdiag(T ow — J)P — N)\lD_l} + )\gRMh(w)] ,
w>1
(9)

where o is the element-wise product of two vectors, J = (1,1,...,1)T, 01(A) represents the
maximum eigenvalue of a symmetric matrix A, P € RVX" consists of the singular vectors of
gram matrix M := [k(X;, Xj)]fyjzl € RVXN of rank r, D € R"™*" is the diagonal matrix such
that M = PDPT, and

fv Kn(Vi,0)Kp(Vi,v)dv - fv K, (Vi,0)Kp(V,v)dv
Gh — : .. : ERNXN

fV kh(VN,U)Kh(‘/i,U>dv fV Kh<VN,1))Rh(VN,'U)dU

The detailed derivation can be found in Section S1.1 in the supplementary material.



As for the computation, Lemma 1, whose proof can be found in Section S1.2 in the
supplementary material, indicates that the underlying optimization is convex.

Lemma 1. The optimization (8) is convez.

Therefore, generic convex optimization algorithms are applicable. We note that the cor-
responding gradient has a closed-form expression'. Thus, gradient based algorithms can be
applied efficiently to solve this problem.

Next we discuss several practical strategies to speed up the optimization. When optimiz-
ing (9), we need to compute the dominant eigenpair of an r X r matrix (for computing the
gradient). Since common choices of the reproducing kernel x are smooth, the correspond-
ing Gram matrix M can be approximated well by a low-rank matrix. When N is large,
to facilitate computation, one can use an M with r much smaller than N, such that the
eigen decomposition of gram matrix M approximately holds. This would significantly reduce
the burden of computing the dominant eigenpair of the r x r matrix. Although the form
of Gj may seem complicated, this does not change with w. Therefore, for each h, we can
precompute Gp, once at the beginning of an algorithm for the optimization (9). However,
when the integral gp,(v1,v2) = fv f(h(vl, v)f(h(vg, v)dv does not possess a known expression,
one generally has to perform a large number of numerical integrations for the computation of
G}, when N is large. But, for smooth choices of K, g, is also a smooth function. When N is
large, we could evaluate g5 (V;, V), i € S1,j € So at smaller subsets S; and Sa. Then typical
interpolation methods (Harder and Desmarais, 1972) can be implemented to approximate
unevaluated integrals in G, to ease the computation burden.

4 Augmented estimator

Inspired by the augmented inverse propensity weighting (AIPW) estimators in the ATE
literature, we also propose an augmented estimator that directly adjusts for the outcome
models m;(-) and mg(+).

Recall that the outcome regression functions mj(-) and mg(-) are assumed to be in an
RKHS H, kernel-based estimators 72;(-) and mg(-) can be employed. We can then perform
augmentation and obtain the adjusted response Z; in (2) as

Zi = wiTi{Y; — 1 (Xs)} + (X)) — [wi(1 = T3) {Yi — o (Xa)} + mo(X3)] . (10)

Correspondingly, the decomposition in (4) becomes

N
RV 001 (06) + 5 32 0 (Vi) {3 = a0}

2=
&MZ

@
Il
—

N
o~ . 1 o~ 1 o~
(1 = Toai) K (Vi, v} (X3) + < Z; T K (Vi v)ma (Xi) + Z; Ty K, (Vi, v)e;

I
2|~
™=

@
Il
-

N
(Tyis; — 1)Ky (Vi o) fma (X2) — 1 (X3)} + % SO T K (Vi )es

I
z| =
™=

@
I
—

lwhen the maximum eigenvalue in the objective function is of multiplicity 1



N
+ {]i, > Kn(Vi,v)ma (X)) — m(v)} + 1 (v)-

i=1

Now, our goal is to control the difference between N1 Zf\il Ty Ky (Vi, v){my (X;) —
mi(X;)} and N=PSN Ky (Vi v){mi(X;) — m1(X;)}. The weight estimators in Section
3.2 can be adopted similarly to control this difference. It can be shown that the term
Snp(,my — 1) == || SN (Tiid; — 1)Ky (Vi, ) {m1(X;) — 111 (X;)/N}||3 can achieve a faster
rate of convergence than Sy (W, m1) does with the same estimated weights W as long as 1M
is a consistent estimator. However, this property does not improve the final convergence rate
of the PCATE estimation. This is because the term ||[N~! Zf\; Kn(Vi, yma(X3) — ()13
dominates other terms, and thus the final rate can never be faster than the optimal non-
parametric rate. See Remark 4 for more details. Our theoretical results reveal that the
benefit of using the augmentations lies in the relaxed order requirement of the tuning param-
eters to achieve the optimal convergence rate. Therefore, the performance of the augmented
estimator is expected to be more robust to the tuning parameter selection.

Unlike other AIPW-type estimators (Lee et al., 2017; Fan et al., 2020; Zimmert and
Lechner, 2019; Semenova and Chernozhukov, 2020) which often rely on data splitting for
estimating the propensity score and outcome mean functions to relax technical conditions,
our estimator does not require data splitting to facilitate the convergence with augmentation.
See also Remark 7. We defer the theoretical comparison between our estimator and the
existing ATPW-type estimators in Remark 6 in Section 5.

Last, we note that there are existing work using weights to balance the residuals (e.g.
Athey et al., 2016; Wong and Chan, 2018), which is similar to what we consider here for the
proposed augmented estimator. These estimators are designed for ATE estimation and the
balancing weights cannot be directly adopted here with theoretical guarantee.

5 Asymptotic properties

In this section, we conduct an asymptotic analysis for the proposed estimator. For simplicity,
we assume X = [0,1]¢. To facilitate our theoretical discussion in terms of smoothness, we
assume the RKHS H is contained in a Sobolev space (see Assumption 3). Our results can be
extended to other choices of H if the corresponding entropy result and boundedness condition
for the unit ball {u € H : ||u|| < 1} are provided. Recall that we focus on E{Y (1) | V = v}.
Similar analysis can be applied to E{Y'(0) | V' = v} and finally the PCATE.

5.1 Regularity conditions

Let ¢ be a positive integer. For any function u defined on X, the the Sobolev norm is ||ul|yye =

qu HD5u||§, where Dﬁu(m,...,xd) = 768‘&“ 5— for a multi-index 8 = (B1,...,Baq).
- 8x11...8xdd

The Sobolev space WY consists of functions with finite Sobolev norm. For € > 0, we denote
by N (e, F, || - ||) the e-covering number of a set F with respect to some norm | - ||. Next, we
list the assumptions that are useful for our asymptotic results.

Assumption 3. The unit ball of H is a subset of a ball in the Sobolev space WE, with the
ratio o := d/{ less than 2.



Assumption 4. The regression function m(zx) € H.

Assumption 5. (a) K is symmetric, [ K(s)ds = 1, and there exists a constant Co such
that K(s) < Cy for all s. Moreover, [s*K(s)ds < oo and [ K?(s)ds < oo. (b) Take
K={K{(v—")/h}:h>0,ve[0,1]%}. There exist constants A; > 0 and vy > 0 such that
N(E K| - lloo) < Are™.

Assumption 6. The density function g(-) of the random variable V € [0,1]% is continuous,
differentiable, and bounded away from zero, i.e., there exist constants C3 > 0 and Cy > 0
such that C5 < g(v) < Cy.

Assumption 7. h — 0 and Nﬁ%hdl — 00, as N — o0.

Assumption 8. The joint density of {m(X),V} and the conditional expectation E{m(X) |
V =} are continuous.

Assumption 9. The errors {e;,i = 1,..., N} are uncorrelated, with E(g;) = 0 and Var(g;) <
o3 foralli=1,...,N. Furthermore, {&;,i=1,...,N} are independent of {T;,i=1,...,N}
and {X;,i=1,...,N}.

Assumption 3 is a common condition in the literature of smoothing spline regression. As-
sumptions 5-8 comprise standard conditions for kernel smoother (e.g., Mack and Silverman,
1982; Einmahl et al., 2005; Wasserman, 2006) except that we require N Tra b4 — o0 instead
of Nh4t — oo to ensure the difference between ||u||y and |jul|2 is asymptotically negligible.
Assumption 5(b) is satisfied whenever K (-) = 1{p(-)} with p(-) being a polynomial in d;
variables and v being a real-valued function of bounded variation (Van der Vaart, 2000).

5.2 Ls-norm balancing

Given two sequences of positive real numbers (Aj, As,...) and (B, Ba,...), Ay = O(BnN)
represents that there exists a positive constant M such that Ay < M By as N — oo; Ay =
o(Bp) represents that Ay/By — 0 as N — oo, and Ay < By represents Ay = O(By) and
By = O(An).

Theorem 1. Suppose Assumptions 1-7 hold. If )\1_1 = o(Nh%), we have Sy (b, m) =
Op(At||m|% + Ail[ml|2, + Aeh~4||m||%). If we further assume Ay' = O(A'h™%), then
RN,h(UAJ) = Op(hfd )

Theorem 1 specifies the control of the balancing error and the weight variability. They
can be used to derive the convergence rate of the proposed estimator in the following theorem.

Theorem 2. Suppose Assumptions 1-9 hold. If )\1_1 = o(Nh%), /\2_1 = O()\l_lh*dl), and
b2 = o((N—Th=)12),

N
ST (Vi )~ EY ()Y =}
=1

2
= O {NTY2R=0/2 L X2l [y + A B0 2 [0}

10



The proof can be found in Section S2.1 and S2.2 in the supplementary material. Since
we require /\1_1 = o(Nh™), the best convergence rate that we can achieve in Theorem 2 is
arbitrarily close to the optimal rate N~1/2h=%/2_ Tt is unclear if this arbitrarily small gap is
an artifact of our proof structure. However, in Theorem 4 below, we show that this gap can
be closed by using the proposed augmented estimator.

Remark 3. Abrevaya et al. (2015) adopt an inverse probability weighting (IPW) method
to estimate the PCATE, where the propensity scores are approximated parametrically or by
kernel smoothing. They provide point-wise convergence result for their estimators, as opposed
to Lo convergence in our theorem. For their nonparametric propensity score estimator, their
result is derived based on a strong smoothness assumption of the propensity score. More
specifically, it requires high-order kernels (the order should not be less than d) in estimating
both the propensity score and the later PCATE in order to achieve the optimal convergence
rate. Compared to their results, our proposed estimator does not involve such a strong
smoothness assumption nor a parametric specification of the propensity score.

5.3 L.-norm balancing

In Section 3.2, we mention several choices of the metric in the balancing error (6). In this
subsection, we provide a theoretical investigation of an important case with Lo,-norm. We
note that efficient computation of the corresponding weights is challenging, and thus is not
pursued in the current paper. Nonetheless, it is theoretically interesting to derive the con-
vergence result for the proposed estimator with L..-norm. More specifically, the estimator
of interest in this subsection is defined by replacing the Lg-norm in Sy p(w,u) and Ry p(w)
with the Lo-norm. Instead of La convergence rate (Theorem 2), we can obtain the uniform
convergence rate of this estimator in the following theorem.

Theorem 3. Suppose Assumptions 1-9 hold, Let w be the solution to (8) but with Sy p(w,u) =
IMNhw (1, Yoo and Ry p(w) = |37 iy TrwikKn(Viy lloo- If AT' < Nh® log(1/h), A2 =
N1, log(1/h)/(loglog N) = 0o as N — oo, and h? = of (N~ h~% log(1/h))"/?},

N

1 .

N E Tiw;YiKp (Vi) —E{Y()|V = -}
=1

= O {N~Y2p=0/210g/2(1/h)}.

o0

We provide the proof outline in Section S2.3 in the supplementary material.

Different from Theorem 2, the uniform convergence rate is optimal. Roughly speaking,
this is because, compared to the optimal Lo convergence rate, the optimal uniform con-
vergence rate has an extra logarithmic order, which dominates the arbitrarily small gap
mentioned in Section 5.2.

5.4 Augmented estimator

We also derive the asymptotic property of the augmented estimator.

Theorem 4. Suppose Assumptions 1-9 hold. Take e = my—my € H such that |[e|| = 0p(1)
and |lella = 0p(1). Suppose A\{' = o(Nh¥), A\t = O Th=%), and h? = o((N~ h=4)1/2),
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we have

N N
%Zkh(vi? ) (X;) + % ZTiwiKh(V;a NYi = (Xy)} —E{Y()|V =}
i=1 i=1

2
= O (N2~ 072 L AP lellgg + AR/ e]ls)

Remark 4. In Theorem 2, to obtain the best convergence rate that is arbitrarily close
to N=12p=41/2 we require A\; and A2 to be arbitrarily close to N"'h™% and N~! re-
spectively. While in Theorem 4, as long as \; = O(N~'h~h log(l/h)HeH;f) and \g =
O(N~'log(1/h)|le]|¥°), the optimal convergence rate N~/2h=%/2 is achievable. Therefore,
with the help of augmentation, we can relax the order requirement of the tuning parameters
for achieving the optimal rate. As a result, it is “easier” to tune A; and Ay with augmentation.

Remark 5. Several existing works focus on estimating the FCATE ~(:) given the full set
of covariates (Kennedy, 2020; Nie and Wager, 2017). While one could partially marginalize
their estimate 4(-) of () to obtain an estimate 7(-) of 7(+), it is not entirely clear whether
the convergence rate of 7(-) is optimal, even when 4(-) is rate-optimal non-parametrically.
The main reason is that the estimation error 4(xz) — «y(x) are dependent across different
values of x. Note that 7(-) is a d-dimensional function and the optimal rate is slower than
the optimal rate that we achieve for 7(-), a dj-dimensional function, when d; < d. So the
partially marginalizing step needs to be shown to speed up the convergence significantly, in
order to be comparable to our rate result.

Remark 6. To directly estimate the PCATE 7(-), a common approach is to apply smoothing
methods to the adjusted responses with respect to V instead of X. Including ours, most
papers follow this approach. The essential difficulty discussed in Remark 5 remains and
hence the analyses are more challenging than those for the FCATE ~(-), if the optimal
rate is sought. In the existing work (Lee et al., 2017; Semenova and Chernozhukov, 2017;
Zimmert and Lechner, 2019; Fan et al., 2020) that adopts augmentation, estimations of both
propensity score and outcome mean functions, referred to as nuisance parameters in below,
are required. Lee et al. (2017) adopt parametric modeling for both nuisance parameters and
achieve double robustness; i.e., only one nuisance parameter is required to be consistent to
achieve the optimal rate for 7(-). However, parametric modeling is a strong assumption and
may be restrictive. Semenova and Chernozhukov (2017); Zimmert and Lechner (2019); Fan
et al. (2020) adopt nonparametric nusiance modeling. Importantly, to achieve optimal rate
of 7(-), these works require consistency of both nuisance parameter estimations. In other
words, the correct specification of both nuisance parameter models are required. Fan et al.
(2020) require both nuisance parameters to be estimated consistently with respect to Lo
norm. While Semenova and Chernozhukov (2017) and Zimmert and Lechner (2019) implicitly
require the product convergence rates from the two estimators to be faster than N~/2 to
achieve the optimal rate of the PCATE estimation. In other words, if one nuisance estimator
is not consistent, the other nuisance estimator has to converge faster than N—/2. Unlike
these existing estimators, our estimators does not rely on restrictive parametric modeling nor
consistency of both nuisance parameter estimation.

Remark 7. Moreover, most existing work (discussed in Remark 6) require data-splitting
or cross-fitting to remove the dependence between nuisance parameter estimations and the
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Table 1: Models for simulation with two specifications for each of logit{m(X)} and m;(X)
(t=0,1)

Setting m(X) my(X) (¢t =0,1) 7(v)
1 1/(1 4 exp X7 + X3) 104+ X7 + (2t — (X2 + Xy) 20% + 25in(2v)
2 1/(1 +exp Zy + Za + Z3) 10 + X7 + (2t — 1)( X2 + X4) 20% + 25sin(2v)
3 1/(1 +exp X1 + X3) 10+ (2t — 1)(Z2 + 271 sin(221)) + Z2 +sin(275)Z7  2v% + 4vsin(20)
4 1/(1+expZi+ Za+ Z3) 10+ (2t — 1)(Z% + 271 sin(221)) + Z2 +sin(273) 77 202 + dvsin(2v)

smoothing step for estimating 7(-), which is crucial in their theoretical analyses. Zheng and
van der Laan (2011) first propose cross-fitting in the context of Target Maximum Likelihood
Estimator and Chernozhukov et al. (2017) subsequently apply to estimating equations. This
technique can be used to relax the Donsker conditions required for the class of nuisance
functions. Kennedy (2020) applies cross-fitting to FCATE estimation for similar purposes.
While data-splitting and cross-fitting are beneficial in theoretical development, they are not
generally a favorable modification, due to criticism of increased computation and fewer data
for the estimation of different components (nuisance parameter estimation and smoothing).
However, our estimators do not require data-splitting in both theory and practice. Our
asymptotic analyses are non-standard and significantly different than these existing work
since, without data-splitting, the estimated weights are intimately related with each others
and an additional layer of smoothing further complicates the dependence structure.

6 Simulation

We evaluate the finite-sample properties of various estimators with sample size N = 100.
The covariate X € R* is generated by X1 = Z1, Xo = Z7 + Zo, X3 = exp(Z3/2) + Z2 and
X4 = sin(2Z2y) + Z4 with Z; ~ Uniform[—2,2] for j = 1,...,4. The conditioning variable
of interest is set to be V' = X;. The treatment is generated by 7' | X ~ Bernoulli{n(X)},
and the outcome is generated by Y | (T = ¢, X) ~ N{m(X),1}. To assess the estimators,
we consider two different choices for each of m(X) and m;(X), summarized in Table 1. In
Settings 1 and 2, the outcome mean functions m; are relatively easy to estimate, as they are
linear with respect to covariates X. While in Settings 3 and 4, the outcome mean functions
are nonlinear and more complex. Propensity score function 7(X) is set to be linear with
respect to X in Settings 1 and 3, and nonlinear in Settings 2 and 4. The corresponding
PCATESs are nonlinear and shown in Figure 1.
In our study, we compare the following estimators for 7(-):

a) PROPOSED: the proposed estimator using the tensor product of second-order Sobolev
kernel as the reproducing kernel «.

b) ATEgrkps: the weighted estimator described in Remark 2, whose weights are estimated
based on the covariate balancing criterion in Wong and Chan (2018).

c) IPW: the inverse propensity weighting estimator from Abrevaya et al. (2015) with a
logistic regression model for the propensity score. In Settings 1 and 3, the propensity
score model is correctly specified.

d) Augmented estimators by augmenting the estimators in a)—c) by the outcome models.
We consider two outcome models: linear regression (LM) and kernel ridge regression
(KRR).
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Figure 1: The target PCATEs in the simulation study: the left panel plots the PCATE in
Settings 1 and 2; the right panel plots the PCATE in Settings 3 and 4.

e) REG: the estimator that uses outcome regressions. It directly smooths {(X;, m1(X;) —
mo(X;)) 11 =1,...,N} to estimate the PCATE, where 7h;(X;) and mo(X;) are esti-
mated with outcome models considered in d).

For all estimators, a kernel smoother with Gaussian kernel is apphed to the adjusted re-
sponses. For IPW, the bandwidth is set as h = hx N/5x N~ 2/7 where his a commonly used
optimal bandwidth in the literature such as the direct plug-in method (Ruppert, Sheather,
and Wand, 1995; Wand and Jones, 1994; Calonico, Cattaneo, and Farrell, 2019). Throughout
our analysis, h is computed via the R package “nprobust”. The same bandwidth formula
h is also considered by Lee et al. (2017) and Fan et al. (2020) to estimate the CATE. For
the proposed estimator, a bandwidth should be given prior to estimate the weights. We
first compute the adjusted response by using weights from Wong and Chan (2018), and then
obtain the bandwidth & as the input to our proposed estimator.

Table 2: Simulation results for the four settings, where the average integrated squared er-
rors (AISE) with standard errors (SE) in parentheses and median integrated squared error
(MeISE) are provided.

Setting 1 Setting 2 Setting 3 Setting 4

Augmentation ~ Method AISE MelSE AISE MelSE AISE MelSE AISE MelSE
No IPW 80.212 (16.19) 25.706 | 40.898 (6.75) 18.838 | 105.509 (31.66) 31.146 | 49.04 (9.34)  20.989
ATEgkns | 16.136 (0.77)  9.633 | 9.653 (0.46)  6.139 18.458 (0.93)  10.264 | 11.367 (0.59)  7.257

PROPOSED | 4.223 (0.22)  2.725 | 2.232 (0.06)  1.997 | 4.769 (0.26)  3.229 | 3.214 (0.08)  3.006

LM IPW 1.167 (0.04) 0.958 | 1.066 (0.03)  0.893 5.431 (1.37) 2.405 3.74 (0.78) 2.001
ATERknus 1.156 (0.03) 1.011 1.112 (0.03) 1.003 3.471 (0.19) 2.237 2.276 (0.06) 1.924

PROPOSED | 1.095 (0.03) 0.947 | 0.977 (0.02)  0.868 2.966 (0.17) 2.014 | 1.856 (0.05)  1.596

REG 0.843 (0.03)  0.716 | 0.767 (0.02)  0.67 | 5.431 (0.18)  4.368 | 4.254 (0.05)  4.107

KRR IPW 1.25 (0.04) 1.048 | 1.039 (0.03)  0.905 3.203 (0.19) 2.096 | 2.313 (0.14) 1.645
ATEgrkns | 1.289 (0.04) 1.092 | 1.152 (0.03)  0.993 3.07 (0.13) 2.213 | 2.125 (0.06)  1.827

PROPOSED | 1.203 (0.04) 1.023 | 1.012 (0.03)  0.856 2.658 (0.12) 1.911 | 1.843 (0.05) 1.53

REG 1137 (0.03)  0.953 | 0.905 (0.02) 0.797 | 3.778 (0.12)  3.213 | 2.796 (0.06)  2.634

Table 2 shows the average integrated squared error (AISE) and median integrated squared
error (MeISE) of above estimators over 500 simulated datasets. Without augmentation, PRO-
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POSED has significantly smaller AISE and MeISE than other methods among all four settings.
All methods are improved by augmentations. In Settings 1 and 2, REG has the best perfor-
mance. In these two settings, the outcome models are linear and thus can be estimated well
by both LM and KRR. However, the differences between REG and PROPOSED are relatively
small. As for Settings 3 and 4 where outcome mean functions are more complex, PROPOSED
achieves the best performance and shows a significant improvement over REG, especially
when outcome models are misspecified (See Settings 3 and 4 with LM augmentation). As
ATERkps is only designed for marginal covariate balancing, its performance is worse than
PROPOSED across all scenarios.

7 Application

We apply the estimators in Section 6 to estimate the effect of maternal smoking on birth
weight as a function of mother’s age, by re-analyzing a dataset of mothers in Pennsylvania in
the USA (http://www.stata-press.com/data/r13/cattaneo2.dta). Following Lee et al.
(2017), we focus on white and non-Hispanic mothers, resulting in the sample size N = 3754.
The outcome Y is the infant birth weight measured in grams and the treatment indicator T'
is whether the mother is a smoker. For the treatment ignorability, we include the following
covariates: mother’s age, an indicator variable for alcohol consumption during pregnancy,
an indicator for the first baby, mother’s educational attainment, an indicator for the first
prenatal visit in the first trimester, the number of prenatal care visits, and an indicator for
whether there was a previous birth where the newborn died. Due to the boundary effect of
the kernel smoother, we focus on 7(v) for v € [18,36], which ranges from 0.05 quantile to
0.95 quantile of mothers’ ages in the sample.

We compute various estimators of the PCATE in Section 6. For all the following IPW
related estimators, logistic regression is adopted to estimate propensity scores. Following
Abrevaya et al. (2015), we include IPW: the IPW estimator with no augmentation. Following
Lee et al. (2017), we include IPW(LM): the IPW estimator with LM augmentation. We
include Proposed: the proposed estimators with KRR augmentation here as it performs the
best in the simulation study and aligns with our assumption for the outcome mean functions.
For completeness, we also include IPW(KRR): the IPW estimator with KRR augmentation;
REG(KRR): the REG estimator where the outcome mean functions are estimated by KRR;
REG(LM): the REG estimator where the outcome mean functions are estimated by LM. For
both the KRR augmentation and the weights estimations in Proposed, we consider a tensor
product RKHS, with the second order Sobolev space kernel for continuous covariates and the
identity kernel for binary covariates.

Figure 2 shows the estimated PCATEs from different methods. From the left panel in
Figure 2, IPW has large variations compared to other estimators. The significantly positive
estimates before age 20 conflict with the results from various established research works
indicating that smoking has adverse effect on birth weights (Kramer, 1987; Almond et al.,
2005; Abrevaya, 2006; Abrevaya and Dahl, 2008). From the right panel in Figure 2, the
remaining four estimators show a similar pattern that the effect becomes more severe as
mother’s age increases, which aligns with the existing literature (Fox et al., 1994; Walker et al.,
2007). The REG(LM) estimator shows a linearly decreasing pattern, while the REG(KRR)
estimator stops decreasing after age 30. For three weighted estimators, the effects are stable
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Figure 2: The estimated PCATEs of maternal smoking on birth weight as a function of
mother’s age: the left panel includes all estimators and the right panel excludes the IPW
estimator.

around age 27 to 32, but tend to decrease quickly after age 32. Compared to IPW(LM) and
IPW(KRR), Proposed does not show the increasing tendency before age 30 and the decrease
after age 32 is relatively smoother.

8 Discussions

The PCATE characterizes subgroup treatment effects and provides insights about how treat-
ment effect varies across the characteristics of interest. We develop a novel nonparametric
estimator for the PCATE under treatment ignorability. The proposed hybrid kernel weighting
is a non-trivial extension of covariate balancing weighting in the ATE estimation literature
in that it aims to achieve approximate covariate balancing for all flexible outcome mean
functions and for all subgroups defined based on continuous variables. In contrast to exist-
ing estimators, we do not require any smoothness assumption on the propensity score, and
thus our weighting approach is particularly useful in studies when the treatment assignment
mechanism is quite complex.

We conclude with several interesting and important extensions of the current estimator as
future research directions. First, an improved data-adaptive bandwidth selection procedure
is worth investigating as it plays an important role in smoothing. In addition, instead of local
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constant regression, other alternatives such as linear or spline smoothers can be considered.
Third, given the appealing theoretical properties, we will investigate efficient computation of
the proposed weighting estimators with Ls.-norm. Furthermore, the asymptotic distribution
of proposed estimator is worth studying so that inference procedures can be developed.
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S1 Computation

S1.1 Reparametrization

To solve (9), we focus on the inner optimization of (8): sup,ecqy, {Snn(w,u) — AlHuH%},
which is equivalent to

2
sup {SN,h(w7 u) - )\1 HUH’H } . (Sl)
wert | ullv [[ull v

By the representer theorem (Wahba, 1990), the solution of this infinite dimensional
optimization (S1) can be shown to lie in a finite dimensional subspace of H: span{r(Xj,-) :
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i=1,...,N}. Take M = [r(X;, X;)]};—; € RV*N we obtain

Snp{w, 0 k(X )} aTMa
sup {SMh(w,u)—)\lHuH%{} = sup J=1 77 J

— . (S2
uEHN aeRN aTMQO[/N ICVTMQ(I/N ( )

By the definition of Sy 4(w,u) in (6), we have
al 1
SN.p W, Z ajk(Xj,0) p = maTMdiag(T ow — J)Gpdiag(T ow — J)Ma,
j=1

where o represents the element-wise product of two vectors, J = [1,1,...,1] € RY, and

fV K’h(Vl,v)R'h(Vl,v)dv fV Kh(m,U)Kh(VN,U)dU
G, = : :

fV Kh(VN, ’U)Kh(vl, v)dv s fV f(h(VN, U)Rh(VN, ’U)dU
Note that M is positive semi-definite. We consider the eigen-decomposition of M as
M = PDPT (S3)

where D € R™" is a diagonal matrices with nonzero diagonal entries, and P € RV*" is an
orthonormal matrix. Take 8 = N~/2DPTa. Then (S2) is equivalent to
1
sup AT {PTdiag(T ow — J)Gpdiag(T ow — J)P — N)\lDl} B.

BER™:||B2<1

Therefore,

1
W = argmin [01 {NPTdiag(T ow — J)Gpdiag(T ow — J)P — N)\lD_l} + )\QRN,]—L('UJ):| .
w>1
(S4)

S1.2 Proof of Lemma 1

Proof of Lemma 1. By the definition (7), Ry ,(w) is a convex function of w. Also, PT(T o
w—J) is an affine transformation of w. Then it suffices to show that o1{diag(y)Gdiag(y)+
B} is a convex function of y for any symmetric matrix B € R"*".



First, we show that G}, is a positive semi-definite matrix. For any vector a € RV,

Ky(Vi,0)Kp(Va,0) -+ Kp(Vi,v)Kp(Vi,v)
aTGha:/aT : : adv
V ~ ~ ~ ~
Ky(Vn,v)Kp(Vi,v) -+ Kp(Vn,v)Kp(Vy,v)
2

N
:/ Zf(h(‘/},v)aj dv >0

Therefore there exists a matrix L such that Gy, = LLT.
Consider any vector y1,y2 € R", and t € [0, 1]. For g € R",

BT [diag{tys + (1 — t)y2}Gudiag{tys + (1 — t)y2} + B] B

= [T [diag{ty + (1 — t)yo} LL diag{ty: + (1 — t)y2} + B] B

= | LTdiag{ty: + (1 — t)y2}BII5 + BTBB

= [[tLTdiag(y1)B + (1 — t)LTdiag(y2)B]3 + 8TBS

< t||LTdiag(y1) I3 + (1 — t)[| LTdiag(y2) BII5 + 7B

= tfT{diag(y1)Grdiag(y1) + B} B + (1 — t) T {diag(y2)Grdiag(y1) + B} S,

where the above inequality is due to the fact that ||y||3 is a convex function of y. Therefore,
we have

o1 (diag{tyr + (1 — t)y2}Grdiag{tys + (1 — t)y2} + B)
< toy (diag(y1)Grdiag(y1) + B) + (1 — t)o1 (diag(y2)Grdiag(ye) + B) ,

which leads to the conclusion. O

S2 Proofs of Theorems

Through out the proof, we use & to represent a generic vector in X', and use ¥ € V to
represent the sub-vector of & that is of interest.

S2.1 Proof of Theorem 1

Firstly, we introduce some notations. Take v; := Tyw; — 1, where w} = 1/7(X;) for
i=1,...,N. And define H(1) := {u € H : ||u|lp < 1}. Due to Lemma 2.1 of Lin et al.
(2000), there exists a constant b such that sup,cy ) [uloo <.



We replace ﬁ Zjvzl K(Vji:v) in Sy p(w*,u) with its expectation gy (v) and obtain

1 R v\
gh(){thl;%U(Xi)K< 3 )}

2

Snp(w* u) = (S5)

Next, we show that gy, is lower bounded. Based on Assumption 7, without loss of generality,
we take h < 1. Under Assumption 6, there exists a constant ¢; such that

1 Vi—v) 1 V—v _
() = EhdlK< . ) - /1 K( . > g(V)dV = /(Zhﬂ)e[o’”dl K (2)g(zh + v)dz

> Cg/ K(z)dz > Cg/ K(z)dz
(zh+v)€[0,1]% (2+v)€l0,1]%1

> C3min {/ K(z)dz,/ K(z)dz} > .
[0,1/2]4 [-1/2,01%

Then,

(S6)

1

Vi— -
. 71 Z
inf,e 0,174 g3 (v h2d1 Z ( h >
2
e e
Yiu(X;) h

2

S’N,h(w*, U,) <

- 2h2d1

Below, we will establish the bound of ‘% sz\il ~yiu(X;) K (Vi — v)/h)‘ uniformly for ev-

ery u € Hy by conditioning on v. To start with, we define ||f||n := \/% Zf\il f2(X;) for

some function f, Kp, := {K ((- —v)/h) : v € [0,1]"}, 0%, N = SUPge(0,1)41 \/ﬁ Ef\il K2((V; = 0)/h).
And we take F,, := {f : f(Z) = w(@)K(52);u € H(1)}.
The next lemma provides an entropy bound for the space Fj, .

Lemma S1. For every fized h and v, there exists a constant A > 0, such that

0 if 6 > QbUICh,N
< Ao 0T otherwise '

H(6, Fhos || - IIN){

Proof. Notice that for every fi, fo € Funo, |f1 — follv < |Allv + [ f2llv < 200k, N
Therefore, H(6, Fp v, L*(Py)) = 0, when ¢ > 2box, N



By Birman and Solomyak (1967), we have H (e, H(1),|| - ||co) < Ae™® for some constant
A > 0. Therefore, the covering number N (e, H(1), || - ||oc) < exp(Ae™®).

Take N' C H(1) as the e-net of H(1) with respect to || - ||oc. By definition, for every
u € H(1), there exists a ug € N, such that

sup Ju(x) —up(z)| < e (S8)
z€[0,1]¢

Take N, = {f: f(&) = u(@)K((0 —v)/h);u € N}. Then, for every f € F,, there
exists a fo € N, such that

N

1
1= ol = >

i=1

2

w(Xi) K <V;“) —ug(X;)K (V’;”>

The last inequality is due to (S8) and + SN K2(V; —v)/h) < U,QCMN. Therefore, we have
N (eoic, v, Fhos ||+ 1) < N (e, H(1), || [loc) < exp (Ae™).
The conclusion follows by taking J = eox, N O

Then, we study the concentration property of the terms ox, ny and Zf\il K((V; —

0)/h))/(Nh™).

Lemma S2. Under Assumptions 5, 6 and 7, there exist constants ca,c3,cq > 0 depending
on Cs, Csg, A1 and vy, such that, for all sufficiently large N, the following hold:

Eog, n < csh™, (S9)

P(O’IQC}“N > 2tesh®) < cexp {—CQtthl} , t>1, (S10)

N ~
1 Vi—wv -
WZK< - >—gh(v)
=1

<t<l1

N

P sup
9€[0,1]%

> tq) < cexp {—C4tth1} ,

(S11)



Proof. Take r;, 1 =1,...,n, as independent Rademacher random variables. We have

Eo? =E su 1§:K2 <V11~))
Kn,N — Ue[o,ﬂdl N - h

1
<E sup EK2<%_U>+IE sup

v () ()

v€(0,1]4 h o€(0,1]% i=1
. N - -
= sup IEK2<V;_U>+E sup iZKz VZ_U)—IEK2<VZ_D>
o€[0,1]% h v€(0,1]4 N i=1 h h
- N .
V.—20 1 Vi—2o
< sup EK2< : >+2E sup |~ Y ik (= )
#ef0,1]4 h sefo,h [NV ; h
- N -
Vi—1 1 Vi—o
< sup IEK2< . >+8C'2E sup |— riK< - >
#ef0,1]% sefo, 1 [NV ; h

The second last inequality is due to the symmetrization inequality from Theorem 2.1 in
Koltchinskii (2011), while the last inequality is due to the contraction inequality from
Theorem 2.3 in Koltchinskii (2011). Next, we bound the Rademacher complexity

N ~
1 Vi—0
NZI”K( R >‘

1

El|Ry (i, = E sup
9€[0,1]%

Since K, C K, from the entropy bound in Assumption 5 for K, we have N (g, Ky, || -
In) < Are™'. Define o, := supgepqyu EK*((Vi — 0)/h). By applying Theorem 3.12 in
Koltchinskii (2011), we have

11 [ A1Cy 110y A0
E|R < — 1 1

where ¢ > 0 is an universal constant. Next,

: (512)

1 p—
a,zch = sup / K? <U U) g(v)dv = h™  sup / K%(2)g(zh + 0)dz,
0 h (zh+3)€[0,1]4

vef0,1]% €[0,1]%1
(S13)
Csh®  sup / K?(2)dz < cr,%h < C2p™, (S14)
oel0,1]41 J (zh+0)€[0,1]41
Cish® / K*(z)dz < o, < C3h™, (S15)
[0,1]1



where (S14) is due to g(-) > C3 and K(-) < Cs; (S15) is valid for h < 1. Since f[o 14 K?(2)dz >

0, we have O',QCh = h,
Therefore, there exists a constant ¢g > 0 depending on Cs, C3, 14 and Aj, such that

Eof, n < ok, + 8CoE|| Ry,
1 o A1Cy N 11Cy o A1Cy
—0
N kn & oK, N & oK,

The last inequality is due to Assumption 7 and it is valid for all large enough N.
From Talagrand’s inequality (Theorem 2.5 in Koltchinskii (2011)), and

< ok, +8Cae

< 03hd1

sup EK* <V—v> < Célhdl,
9€[0,1]%1 h

we have for any ¢ > 1,
2 i &
P(ok, n > 2tcsh™) < cexp {_CQtNh } ,

where ¢ > 0 is an universal constant and ¢y > 0 is a constant depending on Cs, C3, v; and
Ay

Also, by adopting symmetrization inequality again, there exists a constant c; > 0
depending on A1, v1 and Cs such that

N - -
1 V.- V.-
E sup EK(z )—EK(Z )
oel0,1]% N i=1 h h

V1 A1Cy 110y A1C
<2 — 1 1
< C[\ﬁv%\/ R
< esNY2p4/2, log 1/hd,

where the last inequality is due to Assumption 7, and the first term of (S16) is dominant
for large enough N.
By Talagrand’s inequality, for any ¢t > 0, we have

N ~ ~

1 Vi—o Vi—v

P sup |— K( ! >—EK< ! )
(TJE[OJ}dl N”LZ—; h h

- 1 N2%t2
cex —_———_—
= O cV 4+ntCy )’

< 2E| Rk,

(S16)

> s N~V2p4/2, [log 1/hdr + t)




where V := NC3h% 4 16Cocs NY/2h41/2, flog 1/hdr < 2NC3h%, for all large enough N.
Take t = t'c;h® — s N—1/2h%/2, flog1/hdr, for 1/2 < t' < 1. For all large enough N,
we have t > t'c;h%1 /2. Therefore, we have
> t,61>

1 Vi—v .
WZK( . >—gh(v>
1
N - -
1 Vi—v Vi—0
= sup |— K< >—IEK( >
<f)€[0’1]d1 N; h h

< cexp {—C4t'th1} ,

> t'clhd1>

where ¢ > 0 is universal constant and ¢4 > 0 is a constant depending on Csy, C3, A1 and 1.

O
Next, we derive the bound for | Zfi 1 Vif(X;)/N| uniformly for every f € Fy ,.
Lemma S3. Under Assumptions 2-7, there exists constants cg, c7 > 0 depending on b, Co, A, Cy

and « such that with probability at least 1 — cexp (—cgt),

\V/f € ]:h,va

Ll
N > wf(X)
i=1

2-a —a [
<t {N_é Jul, a5 4 N”i“hﬁ“} ,

foranyt > cr andp > 1.

Proof. Since E(3; | X;) = 0 and v; | X4, ¢ = 1,...,n, are bounded sub-gaussian ran-
dom variables. Therefore, there exists a constant o, > 0 depending on Cj, such that
E {exp(M)|X = z} < exp(A*02/2) for every .

Define F, ,(6) :=={f € Fno : || fll2 < 0} for 6 > 0. We begin by deriving an upper bound
for E[sup e, ,(5) SN ~if(X:)/N]. Conditioned on X;,i=1,...,N, SN 7 f(X:)/VN is
a sub-gaussian process with respect to the metric space (Fp, p,dist), where dist?(f1, fo) =

2
% Zf\;l (f1(X5) — fa(X5))? for f1, fo € Fh,u- Therefore, by Dudley’s entropy bound, and
Lemma S1, for any § > 0, we have

200N
Xui=teNp<e [ JHE ] i
0

N
1
EJ{ sup —— Y f(Xi)
{fefh,vw) VN ;

where 6%, = supye, . () ‘% SN2



Taking expectations on both sides and using Lemma S1, there exists a constant cg > 0
depending on A, 0, o and c3 such that

c 2040N
VH(TF, || - [[n)dr
0

feililz(é B \/ﬁ
< CE/zcwsN A1/20%/2N7,a/2d7
N h
< ;{;/zolE a/2 1—a/2
= /N 1—a/2 o, n(2040N)
= Cj;\/: (2101);/0;/2 EU;OCCQQ,N@V_OC/ 2 (by Hélder’s Inequality)
= Cj%z (2101);_/0;/2 (Edn)' =2 (o, n)*? (by Jensen’s Inequality)
< Cj;\/: (2101);_/6;/2 (Ed%) = (H‘-'jaizch,N)a/4 (by (S9) in Lemma S2)
: 0%2 (2101>;/C;/2 (BS) 5 (eah® )/

—a/2
2

Next, we derive an upper bound for E(SJZV. By symmetrization and contraction inequal-

ities,

Eé% < 6% 4 2E  sup
fe}—h,v((s)

|
N > (X)) —EfA(X)
i=1

N

1
N Z Tif2(Xi)

1=1

<62 +2E sup
fe}-h,v((s)

N

1
N Z rif (Xi)],

=1

< 6% 4+ 8bCLE  sup
fefh,v((s)

where 7;, ¢ = 1,...,n, are independent Rademacher random variables. Applying the en-
tropy bound from Lemma S1 and with Theorem 3.12 in , we have

- hdla/4517a/2 hdia/(2+a)
comax | 0 ey

N

1
Nzrzf( )

=1

E sup
fe-rh,v((s)

for some constant ¢g > 0 depending on A, b, Cs,



We now combine the above results. Also, as Assumption 7 indicates, for some constants
c10 > 0 depending on a, Cs, b, ¢y, A, we have

sup
f E€Fhw

< e10 maX{N—l/thha/élél—a/Q’N—2/(2+a)hd1a/(2+a)}

When § > N2+ah2(2+a> Esup e r(5) v Z U if(Xs) < eipNTH2pdie/dgi=a/2, By Ta-
lagrand concentration 1nequahty, for ¢ > 1, there exists a constant c;; > 0 depending on
Csy,b,a,C1, A, such that

P sup
fe]:h v

_ dia
When § < N2Tlah72<2l+a>, Esupfez, ,5) |7 Soreq %if (Xi)| < clgpN~HEFe)pdia/+ea) - Then
there exists a constant c¢12 > 0 depending on Cs, b, a, Cy, A, such that for t > 1,

P sup Yif
(fe}—hv Z '

—1 dia
Take £y, = N2ra h2@+a) Tt is easy to see that || f||3 < b?C2hd for every f € Fj,. We
now apply the peeling technique. Take ¢ = 227%/2¢igt. When || f|la > &xp, there exists a
constant c13 > 0 depending on Cs, b, o, C1, A, such that

N
117 ‘Zi—l if (Xi)
P sup

1—a/2
feFnaenn<lflo<camniz | flly

pd1/2
’VIOg 7§N‘}é2b

> 2¢10tN ™~ 1/2pdia/dgl— O‘/2> < cexp {—cllthdlo‘/Qé_o‘} .

dia
> 2010tN2+a h2+a> < cexp { clgtN2+a h2ia }

Z t/Nfl/th1a/4

N
1
< > P sup N > if(X)
s—1 FEFn,p:275Cabhd1/2<|| fl|l2<2—5+1Cobhd1/2 i—1
£ Vh
[Iog NCL;Lb —‘

= Z P ( sup
fE€EFh v

2—502bh1/2§Hf||2§2—s+102bh1/2

< Z cexp(—cy1thM /(275 Cybp®/2) =)
s=1

= Zcexp(—cllt(2_5+102b)_°‘) < cexp (—cst’) .

10

> t/N1/2hd1a/4(2302bhd1/2)1a/2>

> 2terg N~ 2pdia/d(9=s+H1 oyppdi/2y1-a/2

\

/



Therefore, with probability at least 1 — cexp(—cyst’), we have

N
1 —a __2  dia

VEE Ty [l C6)| < ¢ {NTRRC I N R (s1)
i=1

for any t' > 227%/2¢,.
By Holder’s inequality,

. 2 d
K2 (Vh> < (O fullhT
q

where p,q > 1 such that 1/p + 1/g = 1. Plugging this result into (S17) and taking
t = t'max{b?, 1}, we finally get

N
> it (X)
=1

113 = 17201 < le® ()l

(2—a)dy

<t {Né Huusz;pf!hd}Ta+ 4q> + NQ/(2+a)hd1a/(2+a)}

\V/f € fhﬂ,

)

1
N |=

with probability at least 1 — exp(—cgt) for ¢ > ¢y, where cg,c7 > 0 are some constants
depending on b, C5, A, C and a. O

We then relates ||u||2 to ||u||x in the next lemma.

Lemma S4. There exist constants c14,c15 > 0 depending on b and «, such that fort > cyq4,
we have with probability at least 1 — exp(—c15t N/ (2+)),

__2
Vue H(1)  fulf < tlesN e + Jlul}).

Proof. Take r;, i =1,...,n, as independent rademacher random variables. From the proof
of Lemma S1, we know N (e, H(1), ] - [|eo) < Ae~* for some constant A > 0. Therefore, by
Theorem 3.12 in Koltchinskii (2011), we have

L
N Zriu(Xi)
i=1

where c16 > 0 is a constant depending on b and «.
Next, we will adopt Theorem 3.3 in Bartlett et al. (2005). Note that

Var {v?(X;)} < E {u*(X;)} < b%||ulf3.

_ o —1
E sup < cig <N71(51_5 + N1+a/2) ,

ueH(1),|lull<é

Take 9(2) := 4c16b° (N_I/QZQTTQb(o‘_Q)/2 +N_1/(1+O‘/2)>, T(u) = b*||ul|3 and B = b% in
Theorem 3.3 of Bartlett et al. (2005). It is easy to verify that v(z) is non-decreasing and
¥ (2)/+/7 is non-increasing. In addition, we can also verify the condition that for every z,

N N
1 1
V’E sup — E rau?(X;)| < 4b°E sup — E riuw(X;)| < Y(z).
u€H(1),T(u)<z N i—1 uw€H(1),T(u)<z N i—1

11



Then we will find the fixed points z* of ¥(z) (i.e., the solution of ¥(z) = z). It can be
shown that z* = ¢;5N~2/(2t®) for some constant c¢;5 depending on « and b. Therefore,
Theorem 3.3 in Bartlett et al. (2005) shows that with probability at least 1 —exp{—tNz*},

VueH(1)  ulf <t + [ulF),

with ¢ > c¢14 and a constant c14 > 0 depending on b and a.
O

From Lemmas S3 and S4, we can see that for any t1,t2 > max{cz, c14, 1}, with proba-
bility at least 1 — {cexp(—cgt1) + exp(—cl4t2N°‘/(2+°‘))}, we have

Vf € Fno < tity {N_zl(Hu||N)22_fh(§—T)d1 | Noehoha 4 Nzlzp2<2fa>h(§_24_f>d1} _

L
v > wf(Xi)
i=1

(S18)

Let s > 1. Note that {u/||ul% : [Jullxv < 1} € H(1). Using (S18), we have, with probability
at least 1 — {cexp(—06t1) + exp(—cl4t2Na/(2+a))}, uniformly for all u € H with ||ul|y < 1,

N 2-a
- Zviu(Xi)K<%_v> <ty N ||| T RGN | NmE s N T e, )0
N | = " ullx h lJwll2 1] v
N
1 V. — - 1-2-2 (1_2-a
v | L e () < e T T L )
=1

Jun

2

where UNh ‘= N*Q/(2+a)hd1a/(2+a) + N_TI_ZPQ(;-S&) h(ﬁi 4Pa>d1’ p> 1. Next, we define

2—a

1-222 (1 20
L(N, h,p, u) = Nﬁ%”“”?—[ 2 h(2 4p )dl + I/N7h||u||9{, (SQO)

forany N >1,h>0,p>1and u e H.
Now we are able to bound Sy ,(w*,u) by the following lemma.

Lemma S5. Under Assumption 2-7,

sup SN,h(w*a u)
uEH N h72d1 {L2(N7 hapv u)}

= Op(l)

where L is defined in (S20), p > 1, h > 0 can depend on N.

12



Proof. First, take

¥ 2N (X)) K (Vih_v)
7u€’HN L(N7h’7p7u) .

Due to (S19), we can show that for any ¢ > max{cy,ci4, 1},

Qv) < 2,

with probability at least 1 — 2cexp(—cgt) for large enough N.
Take é(k) = (max{cr, c14,1})*. From the above upper bound for Q(v), we have for any
v € [0,1]% and any integer k > 1,

E(Q*(v))" = /OOOP(Q(U)% > t) dt:/

0

P (Q(v) > tﬁ) dt
< é(k) +/ QCeXp(—CGtﬁ)dt
&(k)

=c(k) + 4]4,‘/ 2cexp(—cgt’) (t")*Lar’

max{cr,c14,1}

< 6(]{) + 017kr(4k‘),

where ¢17 > 0 is a constant depending on c¢g. Note that for any fixed positive k, é(k) and
kT'(k) are bounded.
From (S7), we have for ¢ > 0 and positive integer k,

AEn2M Sy (w*, u)
P| sup -t : >t <P / 2()do by >t
(uEHpN L2(Na hvpv ’LL) - N [0,1]‘11 Q ( ) -

g E [ Jioay QZ(v)dvr . E [ Jioay sz(v)dv]

(by Jensen’s inequality)

tk tk
< J;0, JMEQ* (v)dv _ 28(Eh) + exrkT(4K)) _ eas(k)
- tk - tk -tk

where c¢18(k) > 0 is a constant depending on k. And then we have

h2d1‘§N h(w*¢u)
su : = 0,(1).
uG?—FN LZ(Nahapau) P( )

From (S11) in Lemma S2, we can see that with probability at least 1 —cexp {—c4t' Nh},

13



where £ < ¢/ <1,

N -
1 Vi—v
D 1% — Y K[ - <tep <t
Vo € [0,1] Nh; < - > gn(0)| < t'er <t'gn(0)
N -
1 Vi—v
— Y K|~ — gn(0) = —t'gp (0
Wi 2K () @ = e
LS g (w—ﬁ>
=1
all Ay (S21)
gn(7)
9n(0) < 1!
1 N Vi—o\ — 1—t
Nh Zizl K ( h )
Therefore,
~ 2
Sn,n(w*,u) Sn,n(w”, u) gn(0)
sup : < sup : sup - =0,(1
uEH N h_2dlL2(N7 hapv u) uEH N h_2dlL2(N7 h7p? U) 176[0,1]d1 N}lLdl szil K (Vzh_v> p( )
O
Next, we control the penalty term Ry j(w*) through the following lemma.
Lemma S6. Under Assumptions 2-7,
Ry p(w*) = Op(h™™M).
Proof. Take
R (w?) = T2 K2 (22 ) b .,
Ry p(w™) /[Ol]dl e { N2 Z ( ; >} v
Notice that Tiw;‘Q is upper bounded by C%. By (S10) in Lemma S2,
N . N .
1 %2 7-2 <Vz - ’U) 2 1 o (Vi—0
sup | =y Tiw"K°|——||<C{ sup |—= ) K°|——
5€[0,1]%1 N; h 5€[0,1]%1 N; h
= C%O’]zch’N < 2C12C3thd1,
with probability at least 1 — cexp(—cot Nh®) for ¢ > 1. Therefore,
- 1 1 20%c3
Ry p(w*) < / ———dv { 2C c;;thdl} i L V) (S22)
[0,1]%1 9;%(”) h2d = C%

14



with probability at least 1 — cexp(—cot Nh% /c). Combining with the results from (S21),
we have

2
* I * n(0 —
Rya(w?) < Rypw?) { sup —— 208 o hmiy
. 4, 1 N Vi—0
el 1% ThZile( m )
O
Now, we are ready to prove Theorem 1.
Proof of Theorem 1. Take u* = argmax,cy, {Snn(w*, u) — M|[ull3,}. Its existence is

shown in Section S1.
Due to (8), we have the following basic inequality:

Sna(, ma) + w3 llma || R + ARy p (@) lma [l < Snn(w*, w)|lmall3 + AllmallF + Ao R p(w*)|lma |3
(S23)

From Lemmas S5 and S6, we have Ry »(w*) = Op(h~%) and

2—a

2— _1_2—a
sN,h<w*,u*>:OP(N—luu*HH G >dl+u%v,hh-2dluu*r%)

for all p > 1.
We now compare different scenarios of (523).
Case 1: Suppose that Sy j(w*, u*)|m||% is the largest in the right-hand side of (S23).

If [[m| v # 0, we have Ay |u*[|2, < Oy, (N*lHu*ui—<2—a>/ph*1*257°‘)+op (v 212,

By Assumptions 3 and 7, we can see that

4 2 —
VJZV,hh72 — N_2+a h(2+a _2)d1 + N
2—a

— (N Ipd)is ¢ (NI (- PN )
= O(Nth™%) = o(\)

_laa=2
Therefore we only need to consider 1 ||u*[|3, < O, <N1 Hu*||i_(2_a)/ph< +5% >d1> . Then

we have
__p
I3 < Ay ©7% Oy <N‘<sz>h(‘(2‘%_é>dl> :

and
—2p+(2—a)

—2 —2p
Sy m) < A, (=9 Op(N@—i)h(w 1>d1) 2

15



—2p+(2—a) o —2p
If [|m||xy = 0 we have Sy (w0, m) =0< X, *°% O, <N<2§>h(<2—f«> 1)d1> m]|%.

Case 2: Suppose that A;||m||3, is the largest in right-hand side of (S23). Then we have
S ali,m) < Shamlf3, = Op(hn) I3

Case 3: Suppose that Ao Ry p(w*) is the largest in right-hand side of (S23). Then we
have Sy (i, m) < 33 Op(h~)|[ml[3, = Op(ah=)]jml 3.

Combining these cases, we have

—2p+(2—0)

— —2
Sya(imn) = ma {ain {2, 0, (NIRRT sp 21,
Oy sl Opah ™) a3} (520

Next, we compare the first two components of (S24). We can see that as long as

2p

P log( AT ! N71h=d1) < log h™,

the second component is dominant. Note that logh® < 0 as h — 0. Because of the
oy -1 _ d . . . . 2— loghdl
condition that A\] " = o(Nh®), the inequality is valid as long as p > TQW.

. _ d
So we can pick any p > max{1, QTalog(,\;ki%\f—h—ihﬂh)} to have the best order Op(A1)(||m/||3, +
Iml[%)-

Then, we compare the first and the third components of (S24). Similar to the previous
analysis, as long as

2
P log(ATINTIA=9) < log(MaATY),
2—«
the third component is dominant. Due to the condition that )\fl = o(Nh®), the inequality
i 2-a  loglaAl! . 2—a  loglaAT!
is valid if p > =5 g TN Ay So we can pick any p > max{l, =5 —1og(,\1—1N*1h—d1)} to

have the best order Op(A2h~%)|m||%.
Finally, we conclude that

Snp(,my) = Op(A[lma |3 + Aillma |3, + Ak~ lma||%).

Moreover, further suppose that A\;' = OA'h=%). From (S23), by replacing m with
a constant function and applying the similar analysis as above, we can conclude that
Ry p(w) = Op(h™M).

O
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S2.2 Proof of Theorem 2
Proof. First,

2|~

TiiYiKy (Vi,-) —E{Y (1) |V = -}

1 Z]:VI 1 ]2\7
< || % Yo (@b = VEw (Vi ) m(X)| + || D ToviKn(Vi, )i ($25)
=1 2 i=1 9
N
e om0 (V) ~E () |V =) (526)
=1 9

Since ||[m1|l2 < bljmi|ly < oo and ||m1||x = |[|m1|l2 + 0p(1), we have

o SO (Tl — DG (V) (X)
=1

= S\ (@, m1) = Op(AY 2 lmally + A} mal + Ay B4/ |fmy | )
2

= Op(\llmallze + A2 h =B lma2) + 0p (A2 + Ay 2h12)

due to Theorem 1 and the conditions of A\; and \s.
For the second term in (S25), we have E(g; | T3, w;, X;,t =1,...,N) = 0. Then

N
1 .
HNZEwiKh(Wy')g
=1
1
:/ E
0
1 N
:/ ﬁZH«:{z;zz;ff(ﬁ(m,u)ef|Ti,zz;l-,Xl-,z':1,...,N}dv
0 :

1 ZT@DZK v)dv U—gRNh(w)
N h i,V N ; N

2

‘EuwivX’ivizla"'aN
2

2

‘frz',lfji,Xi,’L'Zl,...,N dv

N
1 .
N E Tiw; K (Vi, v)e;
i—1
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Therefore,

2
% S, T (Vi, =i, 2
T, X;,i=1,....N , < —
RN,h('UAJ) ’ iy Vi ) ) =N
2
H%ZL T Kn(Vi, Jei _ ot
Ry (W) N
1 N A 2
HN > im1 Tiwi Kp(Vi, -)e; ) 9 1
=020, (—
RN,h(w) 00 p(N)

From the condition of A2, and the result from Theorem 1 that Ry () = Op(h~%4), we
have

= Oy (N~1/2p=d/2),

N

1 .

~ 2 T Kn(Vi, e
=1 2
As for (S26), it has a form of a typical Nadaraya—Watson estimator. By Theorem 5.44

in Wasserman (2006) we have

2

E ;ﬁ;m(Xi)Kh(Vi—-)—E{Y(l)le-} 2=O(N‘1h‘d1).

Therefore,
li (X)) Kn(Vi =) —E{Y()|V =} 2—(9 (N~1hd)
N £ AR B :

Overall, conclusion follows.

S2.3 Proof outline of Theorem 3

To obtain the rate, the entropy bound in Lemma S1 needs to be modified to the bigger
function class Fj, == {f : f(&) = w(&)K(%52),u € {u € H : |lull < 1},v € [0,1]%}. This
can be done by combining the entropy bound for {u € H : ||ully < 1} and Assumption
5(b). One can show that

=0 if6>2bUICh,N
< Aog, N0~ +log(Ar1e™") otherwise '

H(0, Fps |l - Iv) {
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Then by adopting this entropy bound, the results in Lemma S3 will be modified to

N 2-a 1_2-a 1\ /2 dya 1

> wf(X)| <t {N—é July 1 355) <log h) + N R log = o,
=1

1

N |
for any t > ¢1, and p > 1 with probability at least 1 — cexp (—cgt). Then the remaining
argument is similar to those in the proof of Theorems 1 and 2.

VfeF,

S2.4 Proof of Theorem 4

Proof. Following the same proof structure of Theorem 1, by replacing m with a constant
function z of value 1, we have

Snn (W, 2) + Al (3 + AR (@) < Sn(w?,u™) + Al 2[3; + A2 Ry p(w).

By the condition of A; such that A\]* = O,(N~'h~%), we have Ry (1) = Op(A\y A1 +
h=%). Since \; 1A = O(h~h),

Ry p() = Op(h™%).
Again, following the same proof structure of Theorem 1, by replacing m with é, we have
Snn(,e) + Mllu*F el + A2 Ry p(@)|€lF < Sva(w®,u*) [k + Alléls + AR n(w*)|| ][
By the condition of A; such that A\{! = O,(N~'h~%), we can obtain

Snn(, e) = Op(MllellR + MllellF, + Azh™ " le]|3).

Therefore,
1L 1 Y .
& 2 Kn(Vey ilXo) + 55 D T Ka (Vi )i = i(Xi)} = E{Y (1)|V =}
i=1 i=1 2
1 N 1 N
< || 2 (Toti = DKy (Viy ) e(X0) | + || D TbiKn(Vi, e
=1 2 =1 2
1 N
* | o) BV = )

S n(@,)}2 + Op(N"YV2) RS (@) + Op (N V2002
< O llelly + A1l + A3 *h 2 lelly) + O (V12712
SOP(N—l/Qh—dl/Q + )‘}/QHSHN + )\}/QHGHH n )\é/gh_dl/QHBHN).
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