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Should Reversible Convective Inhibition be Used when Determining the Inflow
Layer of a Convective Storm?
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ABSTRACT: Convective inhibition (CIN) is one of the parameters used by forecasters to determine the inflow layer of a
convective storm, but little work has examined the best way to compute CIN. One decision that must be made is whether to
lift parcels following a pseudoadiabat (removing hydrometeors as the parcel ascends) or reversible moist adiabat (retaining
hydrometeors). To determine which option is best, idealized simulations of ordinary convection are examined using a
variety of base states with different reversible CIN values for parcels originating in the lowest 500 m. Parcel trajectories
suggest that ascent over the lowest few kilometers, where CIN is typically accumulated, is best conceptualized as a reversible
moist adiabatic process instead of a pseudoadiabatic process. Most inflow layers do not contain parcels with substantial
reversible CIN, despite these parcels possessing ample convective available potential energy and minimal pseudoadiabatic
CIN. If a stronger initiation method is used, or hydrometeor loading is ignored, simulations can ingest more parcels with
large amounts of reversible CIN. These results suggest that reversible CIN, not pseudoadiabatic CIN, is the physically
relevant way to compute CIN and that forecasters may benefit from examining reversible CIN instead of pseudoadiabatic
CIN when determining the inflow layer.
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1. Introduction ingested by a storm, where CAPE is the integrated positive
parcel buoyancy above the level of free convection (LFC) and
CIN is the integrated negative parcel buoyancy below the LFC.
By identifying the layer from which parcels destined for the
updraft originate, characteristics of those parcels can be de-
termined. Thompson et al. (2007) found that SRH computed
over the EIL (denoted ESRH) was a better discriminator
between significantly tornadic and nontornadic supercells
than either the 0-1- or 0-3-km SRH.! Although Thompson
et al. (2007) could not determine whether the parcels within
the identified EIL actually entered the observed storms in
their database, recent work by Nowotarski et al. (2020)
suggests that the thresholds of CAPE = 100Jkg™! and
CIN = 250J kg~ ! proposed by Thompson et al. (2007) for
the EIL are skillful in predicting the updraft parcel origin
height for simulated supercell storms.

One ambiguity with the EIL as defined by Thompson et al.
(2007) is that there are several different ways to compute
CAPE and CIN, with some of these methods being less phys-
ical than others. For example, Doswell and Rasmussen (1994)
point out that CAPE computed using a virtual temperature
correction is more physical because it includes water vapor in
the parcel buoyancy calculation. Another choice is whether to
compute CAPE and CIN using pseudoadiabatic or reversible
moist adiabatic parcel ascent (hereafter reversible parcel ascent).

To forecast hazards associated with a convective storm, it is
useful to know the properties of air parcels being ingested by
the storm. For example, to predict whether a storm will
produce a tornado, forecasters often examine inflow soundings
for characteristics known to be favorable for tornadic storms,
such as low lifted condensation levels (LCL), large amounts of
low-level storm-relative helicity (SRH), and large vertical wind
shear, which is typically assessed in terms of the magnitude of a
vector wind difference (e.g., Rasmussen and Blanchard 1998;
Thompson et al. 2003). The idea is that these inflow soundings
are measuring the properties of low-level air that will ulti-
mately be ingested by the storm and influence its behavior. As
pointed out by Thompson et al. (2007) and Nowotarski et al.
(2020), parameters such as SRH and vertical wind shear are
often tied to arbitrary levels (e.g., 0-1 or 0-3km), which may
not be representative of the inflow layer of a particular storm.
For example, Thompson et al. (2007) present a case for which
an inflow sounding had 356 m?s~2 of 0-3-km SRH, but most of
this SRH was confined to a statically stable layer near the
surface. Parcels in this statically stable layer likely did not
participate in the storm updraft, so the actual SRH experi-
enced by the storm was likely significantly less than the fixed-
layer value.

In an attempt to isolate the layer that contains air parcels
that participate in the updraft of a convective storm and,
therefore, influence its characteristics, Thompson et al. (2007)
developed the effective inflow layer (EIL). The EIL uses
convective available potential energy (CAPE) and convective
inhibition (CIN) thresholds to predict which parcels will be

! Coffer et al. (2019, 2020) recently demonstrated that using SRH
integrated over a layer shallower than 1 km (e.g., 0-500 or 0-100 m)
better discriminates between significantly tornadic and severe
nontornadic supercells compared to ESRH, though as pointed out
by Nowotarski et al. (2020), EIL-based parameters may still be
Corresponding author: Shawn S. Murdzek, smurdzek@psu.edu useful in predicting other storm hazards (e.g., hail).
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FI1G. 1. Rapid Update Cycle (RUC) analysis sounding from northeastern Missouri on 15 Jun 2011. (a) Skew 7-logp
diagram where the solid red, blue, orange, and black lines correspond to the temperature, dewpoint, virtual tem-
perature, and surface-based parcel virtual temperature (following pseudoadiabatic parcel ascent) profiles, respec-
tively. Shaded red area is proportional to the PCAPE, and the surface-based LCL (SBLCL), surface-based
pseudoadiabatic LFC (SBLFC), ESRH using PCAPE and PCIN (PESRH), and ESRH using RCAPE and RCIN
(RESRH) are listed. Inset plot shows the hodograph (range rings every 10ms™') with the colored line segments
denoting the winds from 0 to 0.5 km (black), 0.5 to 1 km (red), 1 to 3km (blue), 3 to 6 km (yellow), and 6 to 9km
(green). Black dot denotes the Bunkers et al. (2000) right-mover storm motion. (b) Pseudoadiabatic and reversible
CAPE and CIN values for parcels lifted from various initial pressures. The solid and dashed black lines denote the
CAPE and CIN thresholds typically used for the effective inflow layer (CAPE = 100J kg~ ' and CIN = 250J kg™ '),
respectively. Note that the CAPE values in (b) are reduced by a factor of 10 and CIN values are negative for clarity.

In pseudoadiabatic parcel ascent, hydrometeors are removed
from a parcel as soon as they form, whereas in reversible parcel
ascent, all hydrometeors are retained (Emanuel 1994). The
presence of hydrometeors within a parcel during reversible
ascent has two impacts on parcel buoyancy. First, the presence
of hydrometeors increases the heat capacity of a parcel, caus-
ing the parcel temperature to decrease less rapidly with height
and therefore increase parcel buoyancy (compared to pseu-
doadiabatic parcel ascent). Second, the presence of hydrome-
teors contributes an additional negative term to buoyancy
owing to hydrometeor loading. Table 4.2 from Emanuel (1994)
indicates that the second effect is typically larger than the first
(at least below ~150 hPa), so parcels lifted reversibly tend to be
less buoyant than those lifted pseudoadiabatically. As a re-
sult, pseudoadiabatic CAPE (PCAPE) is larger than revers-
ible CAPE (RCAPE) and pseudoadiabatic CIN (PCIN) is
smaller in magnitude than reversible CIN (RCIN).

The differences between PCIN and RCIN can be quite large
in the real atmosphere, particularly in environments with a low
LCL and a high LFC. A low LCL and high LFC results in a
deep layer where parcels are negatively buoyant and saturated.
As a parcel rises between the LCL and LFC, hydrometeors
form, which makes the RCIN more negative owing to hydro-
meteor loading (PCIN, on the other hand, is not impacted). A
deeper LCL-to-LFC layer exacerbates the difference between
RCIN and PCIN because more hydrometeors can form and
these hydrometeors need to be carried over a greater depth
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before the parcel becomes positively buoyant. An example of a
low-LCL, high-LFC environment is shown in Fig. 1, which
comes from a Rapid Update Cycle (RUC; Benjamin et al.
2004) analysis on 15 June 2011 in northeastern Missouri ahead
of multiple severe thunderstorms that produced hail, damaging
winds, and an EF0 tornado according to Storm Data (NCDC
2011). As shown in Fig. 1b, the differences between PCIN
and RCIN exceed 100Jkg™' for parcels originating below
~940 hPa, which results in different EIL depths. If pseudoa-
diabatic parameters are used with the CAPE and CIN thresh-
olds from Thompson et al. (2007), the EIL would stretch from
the surface to 700 hPa, which is a depth of 2862 m. If reversible
parameters are used, the EIL would be between 925 and 725 hPa
(a depth of 2087 m) owing in part to the larger (in magnitude)
RCIN compared to PCIN in the lowest levels of the sounding.
These differences in EIL depth can lead to large differences in
environmental parameters commonly used to forecast convec-
tive hazards, such as ESRH. When using PCAPE and PCIN,
ESRH is 551.7m?s 2, whereas when RCAPE and RCIN are
used, ESRH drops to 280.9 m?s 2, a reduction by almost a factor
of 2. This large difference is primarily the result of strong 0-500-
m environmental vertical wind shear, which is excluded from the
EIL when using reversible CIN (Fig. 1). Given that large dif-
ferences between PCIN and RCIN are more likely in low-LCL,
high-LFC environments, differences between the EIL diag-
nosed using pseudoadiabatic versus reversible parameters are
likely largest in capped environments or in the southeastern
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United States where LCLs are typically lower (e.g., Thompson
et al. 2013).

Given that the differences between pseudoadiabatic versus
reversible CAPE and CIN have the potential to change the
EIL by over three-quarters of a kilometer, it would be helpful
to know which method is more physical. As pointed out by
Bohren and Albrecht (1998) and McCaul et al. (2005), parcel
ascent in the real atmosphere likely falls somewhere between
the pseudoadiabatic and reversible extremes. Therefore, it is
unclear whether pseudoadiabatic or reversible CAPE and CIN
values should be evaluated by forecasters trying to determine
the behavior of a thunderstorm. In the context of midlatitude
convective storms (which is the focus of this article), only two
studies appear to have explored this issue: McCaul et al. (2005)
and Kirkpatrick et al. (2009). McCaul et al. (2005) found that
storms in environments with less precipitable water had stronger
peak updraft speeds compared to storms in environments with
more precipitable water, which was partly attributed to the
increased hydrometeor loading in the high-precipitable
water storm. This difference in peak updraft speed could
be anticipated by examining the RCAPE values of the two
environments. Along a similar vein, Kirkpatrick et al. (2009)
found that RCAPE is more skillful than PCAPE at pre-
dicting the maximum vertical velocities during the second
hour in their set of 216 supercell simulations with different
base-state environments. When combined with other environ-
mental predictors (e.g., height of maximum buoyancy, shear,
LCL), however, multiple linear regressions using PCAPE are
more skillful at predicting maximum vertical velocities than
multiple linear regressions using RCAPE.? In light of these re-
sults, it is unclear if PCAPE or RCAPE is a better predictor of
updraft strength, which is not surprising because, as mentioned
earlier, parcel ascent through the middle troposphere likely lies
somewhere between a pseudoadiabat and a reversible moist
adiabat.

The differences between pseudoadiabatic and reversible
parcel ascent have received somewhat more scrutiny in re-
search related to tropical convection. Early studies by Betts
(1982), Xu and Emanuel (1989), and Cohen and Frank (1989)
suggest that the mean tropical atmosphere is nearly neutrally
buoyant to undiluted parcel ascent along a reversible moist
adiabat for parcels originating near cloud base, even though
the PCAPE may be positive. This does not mean, however,
that tropical convection is best conceptualized as undiluted
reversible parcel ascent. During actual convection, entrain-
ment should also be considered (e.g., Wei et al. 1998), and as
mentioned above, some hydrometeor fallout would be ex-
pected, which would cause parcel ascent to deviate from a re-
versible moist adiabat. Even among these studies, however, the
focus tends to be concentrated on CAPE values and not CIN,
which is the focus of this article.

2 In addition to buoyancy, supercellular updrafts also receive a
contribution from vertical dynamic accelerations that are related to
supercell rotation (e.g., Weisman and Klemp 1984; Peters et al.
2019). Neither PCAPE nor RCAPE includes these dynamic
effects.

Brought to you by Pennsylvania State University, Paterno Library | Unauthenticated | Downloaded 08/31/22 01:47 PM UTC

MURDZEK ET AL.

3049

Following the recommendations of Doswell and Rasmussen
(1994), CAPE and CIN values used by forecasters in the
midlatitudes® are almost always computed using pseudoadia-
batic parcel ascent. One benefit to using PCAPE and PCIN is
that pseudoadiabats can be easily displayed on a skew 7-logp
diagram, which allows for PCAPE and PCIN to be represented
graphically (Emanuel 1994). Reversible moist adiabats, on the
other hand, cannot be easily drawn on a skew 7-logp diagram,
because, for a given saturation point (i.e., the temperature and
pressure of a saturated parcel), there can be any number of
reversible moist adiabats depending on the hydrometeor con-
centration, whereas there is only one pseudoadiabat. Based on
the results of Kirkpatrick et al. (2009), there appears to be no
obvious benefit to using RCAPE instead of PCAPE when
forecasting midlatitude convective storms.

But what about PCIN versus RCIN? CIN is accumulated
during the first stage of parcel ascent while the parcel is below
the LFC [which is often <3 km AGL in severe thunderstorm
environments for mixed-layer parcels (Taszarek et al. 2020)],
and during this stage, any hydrometeors that happen to form
are likely to be small and have smaller fall speeds because they
have not had much time to grow (e.g., Lamb and Verlinde
2011). Because of their reduced fall speeds, these hydrome-
teors are more likely to stay within the parcel. Therefore,
parcel ascent may be better represented by a reversible moist
adiabat over the lower depths of the troposphere, as suggested
by Cohen and Frank (1989). Even if a parcel in the lowest few
kilometers is precipitating, it seems plausible that the amount
of water being lost by the parcel may be offset by the water
gained owing to precipitation from parcels farther aloft. This
may result in parcel ascent that better resembles a reversible
moist adiabat, at least at low levels.

Based on the preceding discussion, our research questions
are as follows:

1) Does parcel ascent in the lowest few kilometers of an
ordinary convective storm better follow a pseudoadiabat
or a reversible moist adiabat?

2) How does the inflow layer of a storm change if the RCIN of
low-level air parcels increases but the PCIN stays approx-
imately constant? Put another way, should the EIL from
Thompson et al. (2007) be computed using PCIN or RCIN?

We attempt to answer these questions using idealized nu-
merical simulations of ordinary convective storms. Our focus
is on ordinary convective storms in order to remove the ad-
ditional complexity associated with the strong dynamic up-
draft forcings that occur in convective storms in highly
sheared environments (e.g., Weisman and Klemp 1984), and
because simulations of ordinary convection are computa-
tionally cheaper compared to stronger forms of convection

3 The “midlatitude” qualifier is used here because other methods
of computing CAPE may be more applicable in other regions. For
example, to compute CAPE within tropical cyclones, Molinari
et al. (2012) recommends using reversible parcel ascent with cor-
rections that account for some entrainment and the extra heating
provided by the freezing of hydrometeors.
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(e.g., supercells). An overview of the simulation setup and
analysis methods is outlined in section 2. The first question
is addressed using parcel trajectories in section 3, while
the second question is addressed using passive tracers in
section 4. A summary of our primary findings is given in
section 5.

2. Methods
a. Numerical model overview

Ordinary convection is simulated using Cloud Model ver-
sion 1, release 19.8 (CM1; Bryan and Fritsch 2002; Bryan and
Morrison 2012), which evolves the atmosphere by integrating
the filtered Navier-Stokes equations forward in time. The
model spatial domain is 120 km X 120km X 20 km with 500-m
grid spacing in the horizontal and 100-m grid spacing in the
vertical in the lowest 4 km. A constant vertical grid spacing of
500m is used above 16 km and the vertical grid is stretched
between 4 and 16 km. Because the focus here is only on the
initial convective cell and not any secondary convection that
may result, each simulation is only run for 1 h using a large time
step that is initially set to 2s with the adaptive time stepping
option in CM1 enabled. The slower wind speeds in these
simulations compared to other forms of convection (e.g.,
supercells) allows for the large time step to be increased
while still maintaining numeric stability, so for most of the
integration time, the adaptive time stepping procedure ad-
justed the large time step to be 4s. The lateral boundary
conditions are open-radiative, the top and bottom boundary
conditions are free slip, and a Rayleigh-damping layer is
applied between 15 km above ground level (AGL) and the
model lid. To create realistic convective cells, pseudoran-
dom potential temperature perturbations taken from a
uniform distribution ranging from —0.05 to +0.05K are
added to the initial model base state. Owing to the short
integration time and the desire to remove additional complexity,
surface fluxes, radiation, and the Coriolis acceleration are
all turned off. The model configuration is summarized in
Table 1.

Three microphysics parameterizations are used in these
simulations. The reasoning behind using multiple microphysics
parameterizations is because the behavior of hydrometeors
helps control whether a process is best described as pseu-
doadiabatic or reversible moist adiabatic. If the micro-
physics parameterization grows hydrometeors rapidly and
uses fast fall speeds, then parcel ascent may be best con-
ceptualized as pseudoadiabatic. If all hydrometeor fall
speeds are near zero, then parcel ascent will likely resemble
a reversible moist adiabatic process. The majority of the
simulations use the Morrison et al. (2005, 2009) two-
moment microphysics scheme with hail as the rimed ice
species. Given that we are focusing on the lowest few kilo-
meters of parcel ascent, we expect warm rain processes to
dominate, so a series of simulations are performed using the
Morrison microphysics scheme with the autoconversion
from cloud water to rain increased by a factor of 10 (these
experiments are denoted AUT). Autoconversion is altered
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TABLE 1. CM1 configuration.
Parameter Value
Domain size 120km X 120km X 20 km
Horizontal grid spacing 500 m

Vertical grid spacing 100 m below 4 km, stretching to
500m at 16 km

Initially 2 s, but 4 s for most of the
integration time

Open-radiative

Large time step

Lateral boundary conditions

Top and bottom boundary Free slip
conditions

Microphysics Morrison et al. (2005, 2009) two-
moment

Subgrid-scale turbulence Turbulent kinetic energy (TKE)
scheme

Radiation None

Surface fluxes None

Coriolis acceleration None

Output frequency 300s

instead of other warm-rain processes because a more rapid
transfer of water mass from cloud water to rain would be
expected to result in larger, faster-falling hydrometeors,
which may cause parcel ascent to be pushed closer to a pseu-
doadiabat instead of a reversible moist adiabat. Another set of
simulations is also performed using the National Severe
Storms Laboratory (NSSL) two-moment scheme with pre-
dicted graupel and hail densities (Mansell et al. 2010) to see
if our results change when using a completely different
microphysics scheme.

In addition to the 500-m grid-spacing simulations outlined
above, select simulations are also rerun using a smaller domain
(80km X 80 km X 18 km) and isotropic 100-m grid spacing. All
other model configurations are the same between these 100-m
simulations and the 500-m simulations. The goal of the 100-m
simulations is to determine if the qualitative results presented
herein change when the model grid spacing follows the rec-
ommendations of Bryan et al. (2003) for simulating convective
storms using a large-eddy simulation. As shown in sections 3
and 4, our qualitative results do not appear to change when a
finer grid spacing is used.

b. Base states

Each CM1 simulation is initialized with a horizontally
homogeneous environment with a vertical thermodynamic
profile based on the analytic buoyancy profile of McCaul and
Weisman (2001). The benefit to using this buoyancy profile
is that it allows the user to vary the LCL while holding the
CAPE, LFC, vertical buoyancy profile above the LFC, pseu-
doequivalent potential temperature (6.,) below the LFC,
and relative humidity profile above the LFC constant. A
total of four thermodynamic base states with LCL = 500,
1000, 1500, and 2000 m are used herein (Fig. 2). As dis-
cussed in the introduction, increasing the distance between
the LCL and LFC greatly alters the RCIN for parcels
originating below the LCL, whereas the PCIN of these
parcels remains relatively unchanged. Thus, changing the
LCL allows us to change RCIN without altering PCIN, which
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FIG. 2. Thermodynamic base states used for the CM1 simulations with LCL = (a) 500, (b) 1000, (c) 1500, and
(d) 2000 m. Solid red, blue, and black lines show the temperature, dewpoint, and surface-based parcel temperature
(following pseudoadiabatic parcel ascent) profiles, respectively. The shaded red area is proportional to the PCAPE.

lets us test whether changing the RCIN changes which parcels
are ingested into the simulated storms.

The generation of the thermodynamic base states from the
buoyancy profile of McCaul and Weisman (2001) is similar to
Warren et al. (2017) and is briefly outlined here. First, the
planetary boundary layer (PBL) thermodynamic structure is
created by selecting a surface temperature, surface pressure,
and PBL lapse rate (see Table 2), and then integrating the
hydrostatic balance equation upward while holding 6., con-
stant at 335 K. The PBL depth is fixed at 2300 m for all base
states and the layer between the LCL and PBL top is filled
with a constant-6,,, layer with a lapse rate thatis 0.1 K km ™ !less
than the moist adiabatic lapse rate (i.e., the temperature
profile has slight conditional stability). This is similar to the
LCL # LFC base states from McCaul and Cohen (2002) as
well as the 1000-700-hPa layer from the RUC sounding in
Fig. 1a. Second, the free troposphere thermodynamic profile
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is found by computing the virtual temperature profile for a
surface-based parcel (assuming pseudoadiabatic parcel as-
cent) and then computing the environmental virtual tem-
perature profile using the analytic buoyancy profile in Eq.
(A1) from McCaul and Weisman (2001) with E = 2000 kg™,
m = 2.2,and H = 12500 m. Similar to Warren et al. (2017),
the environmental relative humidity varies linearly from the
PBL top to 10% at the tropopause (12000m). Third, the
thermodynamic profile above the tropopause is constructed
using constant temperature and relative humidity profiles.
Following the appendix of Warren et al. (2017), the thermo-
dynamic profile above the PBL is computed iteratively so that
the computed PCAPE is between 1999.5 and 2000.5J kg '
The thermodynamic profile must be computed iteratively for
two reasons: 1) the buoyancy profile used in the free tropo-
sphere is truncated at the tropopause, causing the PCAPE to
be less than E (Warren et al. 2017), and 2) a maximum lapse
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TABLE 2. Thermodynamic base-state parameters: pg. and Tz
refer to the surface pressure and temperature, respectively. LCL,
LFC, and equilibrium level (EL) are computed for a surface-based
parcel following pseudoadiabatic ascent using the base states in-
terpolated to the CM1 grid (computations are performed using the
getcape subroutine in CM1, which includes the virtual temperature
correction). In the text, all LCLs are rounded to the nearest hun-
dred meters. CAPE and CIN values are presented in Fig. 3.

PBL lapse
LCL (m) LFC(m) EL(m) pg. (hPa) Ty (K) rate (Kkm™ ')
500 2372 12469 1000 295.7 9.12
1000 2362 12471 1000 298.4 9.33
1510 2361 12477 1000 301.1 9.39
2010 2376 12483 1000 303.8 9.38

rate of 9.475 K km ™! is imposed, which alters the temperature
profile after construction and also causes the PCAPE to be
less than E.

Vertical profiles of CAPE and CIN for parcels lifted both
pseudoadiabatically and reversibly* from various levels are
shown in Fig. 3. Not surprisingly, RCAPE is lower than
PCAPE for parcels originating in the PBL because of hydro-
meteor loading (Figs. 3a,c). The difference between the RCIN
and PCIN for parcels originating in the lowest 500m AGL
increases as the base state LCL decreases. In fact, RCIN is
almost 5 times larger than PCIN for parcels originating in the
lowest 500 m AGL in the LCL = 500-m base state, whereas the
RCIN and PCIN are almost identical for parcels originating in
the lowest 500 m of the LCL = 2000-m base state (Figs. 3c,d).
The primary reason for the large differences between RCIN
and PCIN in the LCL = 500-m base state is the same reason as
that for the RUC sounding in Fig. 1: a greater distance between
the LCL and LFC results in more hydrometeors as well as a
greater depth over which those hydrometeors must be lifted,
both of which increase the amount of work required to lift a
parcel to the LFC.°> The depth of the layer with positive
PCAPE and RCAPE is approximately constant as the LCL is
increased, which means that any differences in the inflow layer
between the four base states can be attributed primarily to
differences in RCIN (i.e., the inflow layer will be CIN-limited
rather than CAPE-limited).

Most of the simulations use base states with no wind in order
to remove the additional complexity arising from strong dy-
namic lifting that occurs when there is vertical wind shear (e.g.,

“PCAPE and PCIN are computed using the virtual potential
temperature whereas RCAPE and RCIN are computed using the
density potential temperature with the hydrometeor mixing ratio
set to the adiabatic liquid water mixing ratio (initial water vapor
mixing ratio minus the equilibrium water vapor mixing ratio at a
given level).

>The increase in surface water vapor mixing ratio as the LCL
decreases also contributes to larger RCIN values in the base states
with lower LCLs (owing to more water mass that can be condensed
into hydrometeors), but this is of secondary importance in this set
of base states.
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Weisman and Klemp 1984). This strong dynamic lifting has the
potential to overcome the CIN in our base states without
providing any information about whether the buoyant energy
barrier faced by these parcels was closer to the PCIN or RCIN.
Another solution to this problem would be to simply add more
CIN to the base state, but this can impede storm initiation.
Thus, the simplest approach is to remove any vertical wind
shear. To test whether weak to moderate amounts of vertical
wind shear change our results by causing hydrometeors to fall
away from the updraft core, two sets of simulations were also
performed using a base state with wind in the x direction that
varies linearly with height in the 0-6-km layer with 0-6-km
bulk wind differences of 7.5 and 15ms~!. These experiments
are denoted S7.5 and S15.

c. Initiation methods

Several different methods of initiating convection are used
in this study. The reason for this is twofold. The first is to show
that our results are robust regardless of the initiating method
even though these methods may have a large impact on the
characteristics of the initial convective cell (Figs. 4 and 5, and,
e.g., Morrison et al. 2015), which is what is examined here. The
second is that using multiple initiation methods demonstrates
how the results presented herein may change as the strength of
the updraft forcing changes (i.e., the impact of RCIN on the
inflow layer may diminish in the presence of stronger updraft
forcing mechanisms, such as what might be expected in a ma-
ture supercell). Three types of initiating methods are used: 1)
low-level convergence (LLC; Loftus et al. 2008), 2) updraft
nudging (U; Naylor and Gilmore 2012), and 3) warm bubble
(B; Klemp and Wilhelmson 1978). For each method, different
parameters related to the strength of the forcing are used
(Table 3). For example, two different maximum convergence
values are used within the LLC initiation method to explore
how the impact of RCIN on the inflow layer changes when the
convergence initiating convection is stronger. Additional sen-
sitivity tests (e.g., tests with 100-m grid spacing) use the LLC2
initiation method and are summarized in Table 4.

d. Passive tracer and parcel analyses

Similar to Nowotarski et al. (2020), passive tracers (PT) are
used to determine the origins of air participating in the updrafts
of the simulated storms. PTs are introduced in consecutive
100-m layers from the surface to 4km AGL and then in
consecutive 500-m layers from 4 km AGL to the model top.
This results in a total of 72 different PT layers (68 for the
100-m simulations). The PT concentrations within each
layer are initially 0.1 kg kg ! when the model is initialized,
and as the model is integrated forward in time, the PTs are
advected by the governing equations (diffusion also acts on
the PT concentrations).

The midlevel updraft is defined as all grid points 5.988 km
AGL with vertical velocity (w) = 3ms™! and cloud water
mixing ratios (g.) = 0.05gkg . The g. threshold helps
differentiate between the convective updraft and gravity
waves radiating away from the convective cell (ring-like
relative maxima in w centered on the main updraft in
Figs. 4b,c). The choice for defining the midlevel updraft at
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FIG. 3. Thermodynamic parameters for the soundings in Fig. 2 using parcels lifted from the height indicated on
the y axis. (a) PCAPE, (b) PCIN, (c) RCAPE, and (d) RCIN, with the different colored lines corresponding to
different initial base states. Thermodynamic parameters are computed using the getcape subroutine in CM1.

5.988 km is arbitrary, but tests using different altitudes for
the midlevel updraft (5.001, 6.963, and 8.101 km AGL)
yielded results qualitatively similar to those presented
below. Updraft definitions that only consider the largest
contiguous area at 5.988km AGL with w = 3ms™ ! and
ge = 0.05gkg™! were also considered, but were not used
owing to the fractured and thermal-like appearance of
updrafts in some of the simulations using weaker initiation
methods, which resulted in some parts of the midlevel
updraft being left out when using this updraft definition.
Passive tracer analyses that define the midlevel updraft using the
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largest contiguous area at 5.988 km AGL where w = 3ms ™! and

ge = 0.05gkg ! yield the same qualitative results as the PT
analyses presented in section 4 (not shown).

We compute the mass of PT (M) from a given level that is
fluxed through the updraft from #y,, to f.nq using the following

formula:
lng N

M= 2 an,tpn’[qpt’n’[AxAyAt,

(=laqn=1

M

where p,,, is the air density, gp,, is the PT mixing ratio, Ax
and Ay are the gridcell dimensions, and At is the time interval
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FIG. 4. Horizontal cross sections of select simulations using the LCL = 500-m base state at = 1800s. Color shading
denotes the 5.988-km vertical velocity field, black arrows denote the horizontal winds at 5.988 km AGL, and the gray contour
denotes the g, = 0.05 gkg ™' contour. All axes labels are in km and each panel is labeled with the experiment abbreviation.

between output files (300s). The first summation is over all
output times between #,, and f.,4 and the second summation is
over all N grid points within the midlevel updraft. Thus, M
provides an approximation of the total amount of PT mass lifted
by the updraft at 5.988 km AGL during a particular time window.

Parcels are used to explore whether parcel ascent in the
lower depths of the simulated storms best resembles pseu-
doadiabatic or reversible parcel ascent. To do this, parcels are
initialized at + = 0s in a 20km X 20km grid at z = 250, 750,
1250, 1750, and 2250 m AGL. A total of 1600 parcels are ini-
tialized at each vertical level, resulting in a total of 8000 par-
cels. These parcels are integrated forward in time for the entire
model integration period. For each simulation, updraft parcels
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are identified by finding those parcels that are above 3 km AGL
and have a vertical velocity greater than 2ms™ " at r = 1800s.
This allows for the examination of only those parcels that
participate in the updraft. Tests using updraft parcel criteria
with the same z and w thresholds, but applied at ¢+ = 1200 and
2400s are qualitatively similar to the results presented in
section 3 (not shown), indicating that our results are not sen-
sitive to the analysis time choice.

3. Parcel analysis

Vertical profiles of updraft parcel buoyancy and total water
mixing ratio (q.) are used to determine if parcel ascent in the
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FIG. 5. Vertical cross sections in the x—z plane of select simulations using the LCL = 500-m base state at t = 1800 s
and y = 0.25km. Color shading denotes buoyancy, black arrows denote the plane-parallel winds, and the gray
contour denotes the g. = 0.05gkg ! contour. All axes labels are in km and each panel is labeled with the exper-

iment abbreviation.

lowest few kilometers best resembles pseudoadiabatic or re-
versible parcel ascent. The LCL = 500 m simulations are ex-
amined in detail owing to the large differences between RCIN
and PCIN at lower levels in this base state compared to the
base states with higher LCLs (Fig. 3). For the LLC2 initiation
method, vertical profiles of both buoyancy and g are similar
to the vertical profiles of buoyancy and g expected from
parcel theory using reversible ascent (as opposed to pseudoa-
diabatic ascent), especially in the lowest 2.5 km AGL (Figs. 6
and 7). Surprisingly, g actually increases with height in all
updraft parcels initiated at 250 m AGL and in a subset of the
updraft parcels initiated at 750 m AGL, which contrasts both
pseudoadiabatic (g decreases with height) and reversible
(g1 1s constant with height) parcel ascent (Figs. 7a,b). This
is likely the result of precipitation falling into these updraft
parcels from above. This additional hydrometeor loading
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results in buoyancies that are more negative than would be
expected from parcel theory (e.g., Fig. 6a near z = 1500 m).
Interestingly, this spike in negative buoyancy near z = 1500 m is
also seen in the simulations with vertical wind shear (not shown).
One hypothesis for this observation is that the hydrometeors
that contribute to this spike in negative buoyancy originated
within a few kilometers above z = 1500m and, therefore,
do not have time to be advected far from the updraft by the
background wind in the simulations with vertical wind shear
before reaching z = 1500 m. This result, that precipitation
from above may reduce parcel buoyancy below that expected
from reversible parcel ascent, was also suggested by Xu and
Emanuel (1989) based on their analysis of observed tropical
soundings.

In contrast to the LCL = 500-m base state, pseudoadiabatic
and reversible parcel ascent are indistinguishable in the lowest
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TABLE 3. Convective initiation methods used in the CM1 experiments. Parameters for each initiating method use the default
values in CM1, release 19.8, except where noted in the last column.

Name Reference Abbreviation Parameters
Low-level convergence Loftus et al. (2008) LLC Max convergence = 1 X 10725~
LLC2 Max convergence = 2 X 107 3s™
Updraft nudging Naylor and Gilmore (2012) U5 Maxw = Sms™!
u10 Max w = 10ms™!
Warm bubble Klemp and Wilhelmson (1978) B2 2-K bubble with horizontal radius =
vertical radius = 1500 m
B2CRH As in B2, but relative humidity matches
the environmental values in the bubble
B4CRHZ0 As in B2CRH, but the bubble is centered

at z = Okm and the maximum
temperature perturbation = 4 K

2500 m of the LCL = 2000-m base state (Fig. 8). This highlights
how the difference between a pseudoadiabat and reversible
moist adiabat in the lowest few kilometers depends on the
distance between the LCL and LFC. If the LFC is near cloud
base, as is the case in the LCL = 2000-m base state, the choice
of PCIN or RCIN does not matter. If the LFC is above cloud
base, the choice of PCIN or RCIN does matter, as is the case in
the LCL = 500-m base state. Once within the cloud, the
pseudoadiabat and reversible moist adiabat diverge in the
LCL = 2000-m base state, which explains why the LCL = 2000-
m base state has different PCAPE and RCAPE values.

To generalize the result that parcel ascent in the lower
troposphere is best represented by reversible instead of
pseudoadiabatic parcel ascent, we compute root-mean-
square differences (RMSD) between parcel buoyancy from
CM1 and parcel buoyancy predicted by parcel theory (using
either pseudoadiabatic or reversible parcel ascent). RMSDs are
computed over the lowest 2500m AGL and first 1800s of the
simulation using parcel properties output every 300s. RMSDs
are only computed for updraft parcels originating at 250, 750,
1250, and 1750 m AGL for simulations using the LCL = 500-m
base state, excluding those simulations initiated using warm
bubbles. Simulations using a warm bubble for convection initi-
ation are not examined here because the presence of the warm
bubble alters the buoyancy field, which makes comparisons to
parcel theory difficult. For all nine simulations and all four up-
draft parcel origin heights examined, RMSDs of buoyancy are
smaller when reversible parcel ascent is used instead of pseu-
doadiabatic parcel ascent (Fig. 9). RMSDs for g, are computed
in a similar fashion and are also smaller for reversible parcel
ascent compared to pseudoadiabatic parcel ascent (Fig. 10).
These results bolster the claim that parcel ascent in the lowest
few kilometers best resembles reversible instead of pseu-
doadiabatic parcel ascent, and that this result is qualitatively
insensitive to the initiation method, microphysics parame-
terization, presence of weak to moderate vertical wind shear,
and grid spacing. It is noteworthy that neither increasing the
autoconversion nor adding vertical wind shear has a large
impact on these RMSDs other than a slight increase in the
reversible RMSDs compared to LLC2. Although both more
aggressive autoconversion and environmental vertical wind
shear appear to slightly push low-level parcel ascent toward
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the pseudoadiabatic extreme, RMSDs for reversible parcel
ascent are still much lower compared to pseudoadiabatic
parcel ascent (e.g., Fig. 9b), indicating that parcel ascent is
still best conceptualized as a reversible moist adiabatic
process.

It should be noted that hydrometeor loading is not the only
mechanism that can cause parcel buoyancies to be less than
those predicted by parcel theory using pseudoadiabatic ascent.
Mixing between a parcel and its environment owing to en-
trainment as it rises can also decrease parcel buoyancy and can
be a major factor in preventing a parcel from reaching the
maximum vertical velocity predicted by parcel theory (e.g.,
Wei et al. 1998). However, 6,, is constant in the lowest
2300 m in each of the base states, so entrainment would be
expected to only have a small impact on parcel buoyancy,
unlike farther aloft where parcels would be mixing with
environmental air that is much cooler and drier. To further
highlight that hydrometeor loading and not entrainment is
responsible for the decrease in parcel buoyancy relative to
that predicted from theory using pseudoadiabatic ascent,
buoyancies for the updraft parcels in the LCL = 500 m,
LLC2 experiment are recomputed without the effects of
hydrometeor loading (Fig. 11). The resulting buoyancies in
the lowest ~2500 m closely follow those predicted by theory
using pseudoadiabatic parcel ascent. Therefore, the depar-
tures in parcel buoyancy from those predicted by parcel
theory using pseudoadiabatic ascent in Fig. 6 are likely

TABLE 4. Additional experiments using the LLC2 initiation

method.
Abbreviation Description

NSSL NSSL microphysics scheme

AUT Morrison microphysics scheme with
autoconversion from cloud water to rain
increased by a factor of 10

S7.5 Constant vertical wind shear in the x direction
with 0-6-km bulk wind difference = 7.5ms ™!

S15 Constant vertical wind shear in the x direction
with 0-6-km bulk wind difference = 15ms ™!

100 100-m horizontal grid spacing and an initial large

time step of 1s
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FIG. 6. Vertical profiles of parcel buoyancy for updraft parcels in the simulation using the LCL = 500-m base state
and the LLC2 initiation method (blue lines). Updraft parcels originating at zo = (a) 250, (b) 750, (c) 1250, and
(d) 1750 m are individually plotted with blues lines, and the number of parcels plotted in each panel is listed in the
respective subtitle [e.g., n = 8 parcels are plotted in (a)]. The solid and dashed red lines are the buoyancy profiles
expected from parcel theory using pseudoadiabatic and reversible moist adiabatic parcel ascent, respectively.

primarily the result of hydrometeor loading, with entrain-
ment playing a lesser role.

4. Passive tracer analysis

The source of air contributing to the midlevel updraft is
probed using M values at 5.988 km AGL computed over the
0-2700-s time window. To allow for an easier comparison
between the different base states and initiation methods
used, M values are normalized by the sum of the M values
from all 72 PTs within a given simulation (Fig. 12). The
0-2700-s time window is selected for computing M because
all simulations had midlevel updrafts meeting the criteria
outlined in section 2d at the end of this window and sec-
ondary convection is not widespread yet. Other time win-
dows were examined (e.g., 0-3600, 1200-1800s), and the
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results from those other time windows are qualitatively
similar to the results presented below.

The one commonality between all the simulations is that the
largest normalized M values occur somewhere in the low-
est 2km AGL, over a kilometer below the top of the layer
with PCAPE = 100J kg~ ' (Fig. 12), which would be the top
of the EIL using the definition of Thompson et al. (2007).
Interestingly, there is no noticeable decrease in normal-
ized M values as PCAPE values drop to zero in the 3—4-km
layer, which means that parcels with little to no PCAPE orig-
inating near the top and above the EIL are both reaching
the midlevel updraft in similar quantities. As discussed in
Nowotarski et al. (2020), the presence of nonbuoyant air from
above the EIL in the midlevel updraft may be the result of the
entrainment of this air into the updraft. Because these are
simulations of ordinary convection, large amounts of midlevel
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FIG. 7. As in Fig. 6, but for total water mixing ratio (¢g.) instead of buoyancy.

entrainment would be expected owing to the relatively
narrow updraft cores [compared to, e.g., supercells (Peters
et al. 2020)]. For the rest of this discussion, the inflow layer
will be defined as those levels with normalized M > 0.0175
because this is one of the lowest thresholds that can be used
that exclude the parcels above the EIL that possess no
positive buoyancy (Fig. 12).

The location of the inflow layer exhibits dependencies on
both the initial base state and initiation method. For a majority
of the initiation methods (all except U10 and BACRHZO0), all
three microphysics parameterizations, and both vertical shear
values, the inflow layer base drops in altitude as the base state
LCL is raised and the RCIN of parcels in the lowest 500 m
AGL is reduced (Fig. 12). The simulations using the U10
initiation method, on the other hand, all have inflow layers
that stretch down to the surface, no matter the base state. In
fact, the U10 simulations exhibit little variation in the ver-
tical normalized M profiles as the base state is changed,
especially between the LCL = 500-, 1000-, and 1500-m base
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states (Fig. 12d). The simulations using the B4CRHZO0 ini-
tiation method depart significantly from the other initiation
methods, with the inflow layer spanning from the surface to
only ~1km AGL (Fig. 12g). These simulations also exhibit
minimal variation in the vertical profiles of normalized M
between the LCL = 500-, 1000-, and 1500-m base states.
The observations made above can be partially explained
using the vertical profiles of CAPE and CIN presented in
Fig. 3. The EIL from Thompson et al. (2007) relies on the idea
that only those parcels with appreciable CAPE and minimal
CIN will contribute to the inflow layer. An examination of the
vertical profiles of PCAPE and RCAPE shows that the largest
CAPE values are concentrated in the lowest 2.3km AGL in
each of the base states with CAPE decreasing rapidly above
the 2.3-km level (Figs. 3a,c). Not surprisingly, the top of the
inflow layer for a majority of the simulations lies near the
2.3-km level (the largest exceptions being the B4ACRHZ0
simulations). The observed differences in the bottom of the
inflow layer as the base state is changed in a majority of the
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FIG. 8. As in Fig. 6, but for the LCL = 2000-m LLC2 simulation.

experiments can be explained using the vertical profiles of
RCIN. It appears that as the RCIN of a layer increases,
simulated storm updrafts are less likely to lift parcels from
that layer, despite the fact that the PCIN is relatively un-
changed (Figs. 3b,d and 12). Therefore, it appears that only
those parcels with substantial CAPE and minimal RCIN
(not PCIN) drive the convective updraft, which agrees with
the conceptual basis of the EIL.

To further show that RCIN and not PCIN is the relevant
quantity when determining the inflow layer, all simulations in
Fig. 12 are repeated with hydrometeor loading ignored in the
vertical momentum equation.® Without hydrometeor loading,
the location of the bottom of the inflow layers for all the sim-
ulations lies either at the surface or within the lowest few
hundred m AGL, and there is little variation in the bottom of

© Unlike the calculations in Fig. 11, the impact of hydrometeor
loading on buoyancy in these simulations is ignored during the
forward time integration in CM1.
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the inflow layer as the base state is changed (Fig. 13). This is
likely because the energy barrier facing parcels in these sim-
ulations is now more similar to the PCIN instead of the RCIN,
and PCIN for these parcels is relatively small and exhibits little
variation between the different base states (Figs. 3b,d). The
results of these simulations without hydrometeor loading
suggest that differences in the amount of air ingested from
the lowest 500m AGL in most of the simulations (other
than U10 and B4ACRHZO0) can largely be attributed to the
effects of hydrometeor loading, which is accounted for
when computing RCIN.

Sensitivity tests using the LLC2 initiation method with the
100-m grid spacing configuration agree with the results pre-
sented above. As the LCL increases, the bottom of the inflow
layer decreases, and if hydrometeor loading is neglected, sig-
nificantly more parcels can be ingested from the lowest levels
when using the LCL = 500-m base state (Fig. 14). Thus, the
result that RCIN, not PCIN, should be used when determining
the inflow layer does not change if the horizontal grid spacing is
reduced.
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FIG. 9. Root-mean-square differences between parcel buoyancies computed by CM1 and those predicted by
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for each experiment on the x axis are defined in Tables 3 and 4. The number of updraft parcels in each pair of bars is
listed above the two bars and z, denotes the initial parcel height. RMSDs are computed over the first 1800 s using

output from when the parcels are below 2500 m AGL.

Two of the experiments (U10 and B4CRHZ0) are able to
ingest substantial amounts of air from the lowest 500 m when
using the LCL = 500-m base state despite the large RCIN
possessed by these parcels. We attribute this to the initiation
methods used in these simulations. The U10 initiation method
is the strongest initiation method used, and it appears that this
initiation method provides a strong enough forcing to over-
come the RCIN of parcels in the lowest 500m AGL and,
therefore, ingest large amounts of air from this layer. A com-
parison between the LLC and LLC2 simulations supports this
claim that simulations using stronger initiation methods can
ingest more high-RCIN air. For these two initiation methods,
the base of the inflow layers are consistently lower for the
simulations using the stronger LLC2 initiation method compared
to the weaker LLC initiation method (Figs. 12a,b). A similar
argument can be made using the U5 and U10 simulations, though
it is less clear (Figs. 12c,d). The BACRHZO0 simulations, on the
other hand, ingested large quantities of high-RCIN air from the
lowest 1 km AGL owing to the fact that this initiation method
is both relatively strong and centered on the surface (the
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other warm bubbles are centered at 1500 m AGL). The large
temperature perturbations associated with the B4CRHZ0
initiation method erased the RCIN and increased the CAPE
of parcels in the lowest 1 km (Fig. 15), making it easy for these
parcels to be ingested by the storm. Altogether, these ob-
servations support the claim that the strength and location of
the updraft forcing can modulate the inflow layer and allow
storms to ingest air with considerable RCIN.

The impact of the updraft forcing on the inflow layer dis-
cussed above suggests that the inflow layer of a storm may
actually change as a storm matures and the updraft forcing
strengthens. For example, a newly formed cumulonimbus in a
strongly sheared environment may only ingest those parcels
with appreciable CAPE and little RCIN, but as the storm
matures and develops into a supercell with strong low-level
dynamic lifting, it may be able to ingest parcels with larger
RCIN than it could before owing to the stronger updraft
forcing (a similar hypothesis was mentioned in Richardson
1999). Thus, the depth of the inflow layer would increase
with time in this case (similar to, e.g., Gray and Frame 2019).
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F1G. 10. As in Fig. 9, but for parcel g, instead of parcel buoyancy.

The idea that a stronger updraft forcing can overcome large
amounts of RCIN and potentially deepen the inflow layer of a
storm agrees with results from previous studies that organized
forms of convection with strong lifting mechanisms (e.g., su-
percells and squall lines) can still lift near-surface air parcels
even after the CIN of these parcels increases substantially (e.g.,
Parker 2008; Nowotarski et al. 2011). This also suggests that
adding additional metrics to the EIL definition that are related
to the low-level dynamic updraft forcing (such as SRH) may
improve the skill of the EIL in isolating those parcels that
participate in the updraft (a similar idea related to large en-
vironmental SRH compensating for large environmental CIN
was suggested by Davies 2004). Nowotarski et al. (2020) found
that adding a storm-relative wind criterion to the EIL im-
proved the skill of the EIL in determining the inflow layer in
some of their simulations when a more stringent updraft defi-
nition was used, but overall the skill of the EIL was reduced
compared to the original Thompson et al. (2007) definition
when all simulations across a range of updraft definitions were
considered. Therefore, although the results presented here
suggest that updraft forcing is important in determining the
inflow layer, it is unclear how this can be incorporated into the
EIL definition.

Before closing this section, it is worth noting that the results
presented here appear to disagree with McCaul and Cohen
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(2002), who hypothesized that ‘“‘storms effectively ingest am-
bient environmental air that resides below an altitude of ap-
proximately 2 km, regardless of the LCL and LFC heights and
the 6, profile shape below 2 km” (p. 1744, McCaul and Cohen
2002). As seen in Fig. 12, changing the LCL within the base
state of these simulations of ordinary convection alters the
location of the bottom of the inflow layer, causing storms to less
“effectively” lift air from near the surface. It is possible that
part of this discrepancy is due to the fact that McCaul and
Cohen (2002) focused on mature supercells, which have strong
low-level vertical perturbation pressure gradient accelerations,
whereas the focus herein is on ordinary convection with much
weaker updraft forcings. The nearly constant inflow layer
depths in the simulations of McCaul and Cohen (2002) may
have been anticipated if an additional parameter was added to
the EIL that accounted for the dynamic updraft forcings seen
in the lowest few kilometers of supercells.

5. Summary

This study examines whether reversible CIN or pseudoa-
diabatic CIN should be used when determining the inflow layer
of a convective storm. To this end, idealized CM1 simulations
of ordinary convective storms were performed using four dif-
ferent base states that featured varying differences between
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FIG. 11. As in Fig. 6, but hydrometeor loading is ignored when computing parcel buoyancies.

the RCIN and PCIN for parcels originating in the lowest
~500m AGL. Both the PCAPE values and the depth of the
layer with PCAPE = 100 T kg~ ! were comparable between all
of the base states. Several different convection initiation
methods, three different microphysics schemes, three different
base-state vertical wind shear values, and two different hori-
zontal grid spacings were also tested to examine the sensitivity
to the initial updraft forcing, microphysics, weak-to-moderate
vertical wind shear, and model resolution.

An analysis of updraft parcels suggests that parcel ascent in
the lowest 2.5 km AGL best resembles reversible as opposed to
pseudoadiabatic parcel ascent (i.e., hydrometeors are retained
within the parcel during the first few kilometers of ascent),
regardless of the initiation method, microphysics scheme,
vertical wind shear, or horizontal grid spacing. This suggests
that when determining the inflow layer, the physically relevant
way to compute CIN is using a reversible moist adiabatic
process instead of a pseudoadiabatic process, because CIN
is typically accumulated over the lowest few kilometers of
parcel ascent.
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Passive tracers were used to probe the origins of updraft air
in the simulations. When the convection initiation method was
weaker, parcels with large amounts of RCIN were unable to
participate in the midlevel updraft in large quantities, despite
the fact that these parcels possessed nonzero CAPE and
PCIN < 15J kg~ !. When these simulations were rerun without
hydrometeor loading, simulations employing weaker initi-
ation methods were able to ingest relatively more air
(compared to other levels) from the lowest 500 m into their
midlevel updrafts, which further highlights the role of hy-
drometeor loading in influencing the inflow layer. These
results agree with those from the updraft parcel analysis that
RCIN, not PCIN, is the physically relevant quantity that
should be used when determining the inflow layer. Finally,
the updraft forcing was also found to play an important role
in modulating the inflow layer, with simulations utilizing
stronger updraft forcings ingesting larger fractions of air
with considerable RCIN.

One major implication of these results is that convective
storms may have inflow-layer bases that lie several hundred
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FIG. 12. Normalized passive tracer M values computed using the 5.988-km updraft over the first 45 min. The M values are normalized
using the sum of the M values from all 72 passive tracers. Dashed colored lines denote the top of the layer where PCAPE = 100J kg™

(note that the LCL = 1000- and 1500-m lines perfectly overlap). Dashed black line denotes the normalized M value of 0.0175 (the
subjective threshold for the inflow layer).

meters above the surface if parcels in the lowest levels of the  there is substantial surface-based CAPE. This last point is
environment have large RCIN. This raising of the inflow particularly important because it implies that some en-
layer base owing to substantial RCIN is most likely in vironments may spawn elevated storms even if there is
low-LCL, high-LFC environments, and can occur even if surface-based CAPE. These changes to the inflow layer
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FIG. 13. As in Fig. 12, but for simulations that neglect hydrometeor loading in the vertical momentum equation.

are important because the inflow layer determines which
parcels are ingested by the storm, which directly influ-
ences storm behavior.

Additional work is needed to explore the robustness of
our results and determine if forecasters would benefit from
examining RCIN instead of PCIN. To this end, other storm
modes with stronger updraft forcings, such as squall lines
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and supercells, should be examined to see if parcel ascent
in the lowest few kilometers of these storm modes best
matches a pseudoadiabatic or reversible moist adiabatic
process. The inflow layers of these other storm modes
should also be interrogated to determine whether the in-
flow layer base is raised in cases where low-level parcels
possess significant RCIN (but still have positive PCAPE
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FIG. 14. As in Fig. 12, but for simulations using 100-m grid
spacing and the LLC2 initiation method. LCLs are denoted in the
legend and the simulation represented with the gray dashed line
neglects hydrometeor loading in the vertical momentum equation.

and minimal PCIN). It seems likely that the strong vertical
perturbation pressure gradient accelerations associated
with a mature supercell or squall line will cause the storm
to ingest more parcels with substantial RCIN, but the
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majority of parcels participating in the inflow layer may
still possess minimal RCIN (such parcels would be easier to
lift, and, therefore, be more likely to contribute to the
midlevel updraft). Finally, it may be fruitful to reexamine
the proximity sounding study of Thompson et al. (2007) to
see if using RCIN instead of PCIN when computing the
EIL, or adding kinematic quantities related to the updraft
forcing to the EIL (as suggested by Nowotarski et al. 2020),
improves the ability of EIL-derived quantities to differ-
entiate between environments associated with various
storm modes and storm hazards.
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