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Abstract—Consider a user who wishes to store a file in multiple
servers such that at least t servers are needed to reconstruct
the files, and z colluding servers cannot learn any information
about the file. Unlike traditional models, where perfectly secure
channels are assumed to be available at no cost between the
user and each server, we assume that the user can only send
data to the servers via public channels, and that the user and
each server share an individual secret key with length n. For a
given n, we determine the maximal length of the file that the
user can store, and thus quantify the necessary cost to store a
file with a certain length, in terms of the length of the secret
that the user needs to share with the servers. Additionally, for
this maximal file length, we determine (i) the optimal amount of
local randomness needed at the user, (ii) the optimal amount of
public communication from the user to the servers, and (iii) the
optimal amount of storage requirement at the servers.

I. INTRODUCTION

Centralized data storage of sensitive information could mean
compromising the entirety of the data in the case of a data
breach. By contrast, a decentralized storage strategy can offer
resilience against data breaches and avoid having a single point
of entry for hackers. Well-known decentralized strategies are
able to ensure that if a file is stored in L different servers,
then any t 6 L servers that pool their information can
reconstruct the file, and z < t compromised servers do not
leak any information about the file in an information-theoretic
sense. For instance, secret sharing [1], [2] solves this problem
with the optimal storage size requirement at each server.
Specifically, to store F bits over L servers, the best possible
storage strategy, that allows reconstruction of the information
from t 6 L servers and is resilient against data breaches at
z < t servers, requires to store F bits of information in each
of the L servers. In secret sharing models, the user who wishes
to store a file in the servers corresponds to the dealer, the file
corresponds to a secret, and the information stored at a given
server is called a share of the secret. Applications of secret
sharing to secure distributed storage have been extensively
studied for a wide range of settings, e.g., [3]–[11]. Note that,
as motivated in [12]–[15], the servers could also correspond to
independent cloud storage providers, as it is often less costly
for businesses and organizations to outsource data storage but
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cloud storage providers lack solid security guarantees and may
be the victims of data breaches.

Because the user and the servers are not physically col-
located, a standard assumption in secret sharing models [1],
[2], [16]–[19] is that there exist individual and information-
theoretically secure channels between the user and each server,
in order to allow the user to give a share of the secret to the
server. In this paper, we propose to quantify the cost associated
with this assumption. Specifically, instead of assuming the
availability at no cost of such information-theoretically secure
channels, we assume that the user can communicate over a
one-way public channel with each server, and that the user
and each server share a secret key, which is a sequence of n
bits uniformly distributed over {0, 1}n. Then, for a given n, we
determine the maximal length of the file that the user can store.
Given this relationship between n and the maximal length of
the file, one can thus, for a given file length, determine the
necessary cost to store a file, in terms of the secret length that
the user needs to share with the servers. Furthermore, for a
given secret key length n and the associated maximal length of
the file that can be stored, we determine (i) the optimal amount
of local randomness needed at the user, (ii) the optimal amount
of public communication from the user to the servers, and (iii)
the optimal amount of storage requirement at the servers.

The most challenging part of our work is to show the
converse results on the maximal length of the file that the user
can store, the optimal amount of local randomness needed at
the user, and the optimal amount of public communication
between the user and the servers. Unlike in traditional secret
sharing models, in our converse, we need to account for
the presence of shared secret keys, public communication
available to all parties, and the fact that the creation phase of
the shares and the distribution phase of the shares is allowed
to be jointly performed in our model. Note that these two
phases are completely independent in traditional secret sharing
models, which only focus on the creation phase of the shares
as the distribution phase of the shares relies on the assumption
that information-theoretically secure channels are available
at no cost. Finally, our achievability results, that match our
converse results, can be obtained from ramp secret sharing
schemes [20], [21].

In Section II, we formally state the problem. In Section III,
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we present our main results. Finally, in Section IV, we pro-
vide concluding remarks. Some proofs are omitted due to
space constraints.

II. PROBLEM STATEMENT

Notation: For any a ∈ N∗, define J1, aK , [1, a] ∩ N. For a
given set S, let 2S denote the power set of S. Finally, let×
denote the Cartesian product.

Consider L servers indexed by L , J1, LK and one user.
Assume that Server l ∈ L and the user share a secret key
Kl ∈ K , {0, 1}n, which is a sequence of n bits uniformly
distributed over {0, 1}n. The L keys are assumed to be jointly
independent. For any Y ⊆ L, we use the notation KY ,
(Ky)y∈Y .

Definition 1. A
(
2r

(F )

, 2r
(R)

,
(
2r

(M)
l

)
l∈L

,
(
2r

(S)
l

)
l∈L

)
pri-

vate file storage strategy consists of
• A file F owned by the user, which is uniformly distributed

over F , {0, 1}r(F )

and independent from the keys KL;
• A sequence of local randomness R owned by the user,

which is uniformly distributed over R , {0, 1}r(R)

and
independent from all the other random variables;

• L encoding functions hl : R × K × F → Ml, where
l ∈ L, and Ml , {0, 1}r

(M)
l ;

• L servers with storage space r(S)
l bits for Server l ∈ L;

• L encoding functions gl :Ml × K → Sl, where l ∈ L,
and Sl , {0, 1}r

(S)
l ;

• 2L decoding functions fA :×
l∈A
Sl → F , where A ⊆ L;

and operates as follows:
1) The user publicly sends to Server l ∈ L the message

Ml , hl(R,Kl, F ). We use the notation M , (Ml)l∈L.
2) Server l ∈ L stores Sl , gl(Ml,Kl).
3) Any subset of servers A ⊆ L can compute F̂ (A) ,

fA(SA), an estimate of F , where SA , (Sl)l∈A.

Definition 2. Fix t ∈ J1, LK, z ∈ J1, t − 1K.
Then, r(F ) is (t, z)-achievable if there exists a(
2r

(F )

, 2r
(R)

,
(
2r

(M)
l

)
l∈L

,
(
2r

(S)
l

)
l∈L

)
private file storage

strategy such that

∀A ⊆ L, |A|> t =⇒ H(F |F̂ (A)) = 0 (Reliability), (1)
∀U ⊆ L, |U|6 z =⇒ I(F ;M,KU ) = 0 (Security). (2)

The set of all achievable lengths r(F ) is denoted by CF (t, z).

(1) means that any subset of servers with size larger or equal
than t is able to perfectly recover the files F , and (2) means
that any subset of servers with size smaller or equal than z is
unable to learn any information about the file.

Our main objective is to determine, under the constraints (1)
and (2), the maximal file length that the user can store in the
servers given that the secret keys shared with the servers have
length n. Next, another of our objectives is to determine (i)
the minimum amount of local randomness at the user, (ii)
the minimum storage requirement at the servers, and (iii) the
minimum amount of public communication from the user to

the servers that are needed to achieve the largest file rate in
CF (t, z). To this end, we introduce the following definition.

Definition 3. Fix t ∈ J1, LK, z ∈ J1, t− 1K. For
r(F ) in CF (t, z), let Q(r(F )) be the set of tuples
T ,

(
r(R), (r

(M)
l )l∈L, (r

(S)
l )l∈L

)
such that there exists a(

2r
(F )

, 2r
(R)

,
(
2r

(M)
l

)
l∈L

,
(
2r

(S)
l

)
l∈L

)
private file storage

strategy that (t, z)-achieves r(F ). Then, define

r
(F )
? (t, z) , sup

r(F )∈CF (t,z)

r(F ), (3)

r
(M)
l,? (t, z) , inf

T∈Q(r
(F )
? (t,z))

r
(M)
l , l ∈ L, (4)

r
(M)
Σ,? (t, z) , inf

T∈Q(r
(F )
? (t,z))

∑
l∈L

r
(M)
l , (5)

r
(R)
? (t, z) , inf

T∈Q(r
(F )
? (t,z))

r(R), (6)

r
(S)
l,? (t, z) , inf

T∈Q(r
(F )
? (t,z))

r
(S)
l , l ∈ L. (7)

r
(F )
? (t, z) is the largest file size that the user can

privately store under the constraints (1) and (2). Then,
r

(R)
? (t, z), r

(M)
l,? (t, z), r

(M)
Σ,? (t, z), and r

(S)
l,? (t, z), l ∈ L,

correspond to the least amount of local randomness, the
minimum amount of public communication to Server l,
the minimum amount of public communication to all
the servers, and the minimum storage size required at
Server l, respectively, needed for the user to achieve
r

(F )
? (t, z). A priori, it is unclear whether there exists

a
(
2r

(F )
? (t,z), 2r

(R)
? (t,z),

(
2r

(M)
l,? (t,z)

)
l∈L

,
(
2r

(S)
l,? (t,z)

)
l∈L

)
file

storage strategy that (t, z)-achieves r(F )
? (t, z).

III. MAIN RESULTS

A. Impossibility results

Theorem 1 (Converse on the file’ length). Let t ∈ J1, LK and
z ∈ J1, t− 1K. Then, we have

r
(F )
? (t, z) 6 n(t− z).

Proof. See Appendix A. �

Theorem 1 means that it is impossible for the user to store
a file of length larger than n(t− z) bits.

Theorem 2 (Converse on storage size requirement at the
servers). Let t ∈ J1, LK and z ∈ J1, t− 1K. Then, we have

r
(S)
l,? (t, z) > n, ∀l ∈ L.

Proof. See Appendix B. �

Theorem 2 means that in our setting Server l ∈ L needs a
storage capacity of at least n bits.

2022 IEEE International Symposium on Information Theory (ISIT)

3275Authorized licensed use limited to: WICHITA STATE UNIVERSITY LIBRARIES. Downloaded on September 01,2022 at 15:50:23 UTC from IEEE Xplore.  Restrictions apply. 



Theorem 3 (Converse on the total amount of public commu-
nication to the servers). Let t ∈ J1, LK and z ∈ J1, t − 1K.
Then, we have

r
(M)
Σ,? (t, z) >

L

t− z
r

(F )
? (t, z). (8)

Proof. See Appendix C. �

Theorem 3 means that it is impossible for the user to store
a file of length r

(F )
? (t, z) if the public communication sum-

length to the servers is smaller than L
t−z r

(F )
? (t, z) bits.

Theorem 4 (Converse on the amount of public communication
to an individual server). Let t ∈ J1, LK and z ∈ J1, t − 1K.
Consider the following condition

∀U ,V ⊆ L, |U|= |V| =⇒ I (F ;MU ,KU ) = I (F ;MV ,KV) .
(9)

(9) indicates that any two sets of colluding servers that have
the same size have the same amount of information about the
file F . If (9) holds, then we have

r
(M)
l,? (t, z) >

1

t− z
r

(F )
? (t, z),∀l ∈ L.

Proof. See Appendix D. �

Note that (9) corresponds to leakage symmetry and had
already been introduced in the context of secret sharing under
the denomination uniform secret sharing [22]. Under the con-
dition (9), Theorem 4 means that it is impossible for the user
to store a file of length r(F )

? (t, z) if the public communication
length to Server l ∈ L is smaller than 1

t−z r
(F )
? (t, z) bits.

Theorem 5 (Converse on the amount of required local ran-
domness at the user). Let t ∈ J1, LK and z ∈ J1, t− 1K. Then,
we have

r
(R)
? (t, z) >

z

t− z
r

(F )
? (t, z). (10)

Theorem 5 means that it is impossible for the user to store a
file of length r(F )

? (t, z) if the amount of its local randomness
is smaller than z

t−z r
(F )
? (t, z) bits. The proof of Theorem 5 is

omitted due to space constraints.

B. Capacity results

Theorem 6. Let t ∈ J1, LK and z ∈ J1, t− 1K. We have

r
(F )
? (t, z) = n(t− z),
r

(R)
? (t, z) = nz,

r
(S)
l,? (t, z) = n, ∀l ∈ L,

r
(M)
Σ,? (t, z) = Ln,

(9) =⇒
(
r

(M)
l,? (t, z) = n, ∀l ∈ L

)
.

Theorem 6 provides a characterization of the quantities
introduced in Definition 3.

Theorem 7. Let t ∈ J1, LK and z ∈ J1, t − 1K. There exists

a
(
2r

(F )

, 2r
(R)

,
(
2r

(M)
l

)
l∈L

,
(
2r

(S)
l

)
l∈L

)
private file storage

strategy that (t, z)-achieves r(F ) such that

r(F ) = r
(F )
? (t, z),

r
(R)
d = r

(R)
? (t, z),

r
(S)
l = r

(S)
l,? (t, z),∀l ∈ L,∑

l∈L r
(M)
l = r

(M)
Σ,? (t, z),

r
(M)
l = r

(M)
l,? (t, z),∀l ∈ L, when (9) holds.

Theorem 7 shows that the optimal quantities of Definition 3
can be obtained simultaneously by a single private file storage
strategy. The achievability part of Theorem 7 is obtained via
ramp secret sharing schemes [20], [21] and is omitted.

IV. CONCLUDING REMARKS

We considered the problem of storing a file in L servers
such that any t 6 L servers can reconstruct the file, and any
subset of z < t colluding servers cannot learn any information
about the file. Unlike solutions that rely on traditional secret
sharing models, we developed a new model that does not make
the assumption that individual and information-theoretically
secure channels between the user and each server are available
at no cost. Instead, we assume that the user can communicate
with the servers over one-way public channels, and share with
each server a secret key with length n, which is meant to
quantify the cost of privately storing the file. For a given
secret-key length n and parameters t and z, we established the
maximal length of the file that the user can store. Additionally,
we determine in this case the minimum amount of local
randomness needed at the user, the minimum amount of public
communication between the user and the servers, and the
minimum amount of storage space required at the servers.

APPENDIX A
PROOF OF THEOREM 1

Let A,U ⊆ L such that |A|= t, |U|= z, and U ⊂ A. Then,

r(F ) (a)
= H(F )

= H(F |M,KU ) + I(F ;M,KU )

(b)
= H(F |M,KU )

= I(F̂ (A);F |M,KU ) +H(F |M,KU , F̂ (A))
(c)

6 I(F̂ (A);F |M,KU ) +H(F |F̂ (A))
(d)
= I(F̂ (A);F |M,KU )

(e)

6 I(M,KA;F |M,KU )

(f)
= I(KA;F |M,KU )

(g)

6 I(KA;KL, F,R|KU )
= I(KA;KL, F |KU ) + I(KA;R|KL, F )
(h)
= I(KA;KL, F |KU )
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(i)
= I(KA;KL|KU )
(j)
= H(KA|KU )
(k)
= H(KA\U )

(l)
= n(t− z), (11)

where (a) holds by uniformity of the file, (b) holds by (2) be-
cause |U|= z, (c) holds because conditioning reduces entropy,
(d) holds by (1) because |A|= t, (e) holds because F̂ (A) is
a function of SA which is itself a function of (M,KA), (f)
holds because I(M ;F |M,KU ,KA) = 0, (g) holds M is a
function of (F,KL, R), (h) holds by independence between
R and (KL, F ), (i) holds by independence between F and
KL, (j) holds because A ⊆ L, (k) holds because U ⊂ A,
(l) holds because the keys Kl, l ∈ A\U , are independent and
each uniformly distributed over {0, 1}n and |A\U|= t− z.

APPENDIX B
PROOF OF THEOREM 2

Server l ∈ L must store the key Kl at the beginning of the
protocol. Hence, we must have r(S)

l,? (t, z) > |Kl|= n.

APPENDIX C
PROOF OF THEOREM 3

For T ⊆ L and S ⊆ L\T such that |T |= z and |S|= t−z,
one can show that∑

l∈S

H(Ml) +
∑
l∈S

H(Kl) > H(F ) +
∑
l∈S

H(Kl). (12)

Next, we have
L

t− z
r(F )

(a)
=

L

t− z
H(F )

=
L

t− z

(
L

z

)−1(
L− z
t− z

)−1 ∑
T ⊆L
|T |=z

∑
S⊆T c

|S|=t−z

H(F )

(b)

6
L

t− z

(
L

z

)−1(
L− z
t− z

)−1 ∑
T ⊆L
|T |=z

∑
S⊆T c

|S|=t−z

∑
l∈S

H(Ml)

(c)
=

L

t− z

(
L

z

)−1(
L− z
t− z

)−1 ∑
T ⊆L
|T |=z

(
L− z − 1

t− z − 1

) ∑
l∈T c

H(Ml)

(d)
=

L

t− z

(
L

z

)−1(
L− z
t− z

)−1(
L− z − 1

t− z − 1

) ∑
T ⊆L
|T |=L−z

∑
l∈T

H(Ml)

(e)
=

L

t− z

(
L

z

)−1(
L− z
t− z

)−1(
L− z − 1

t− z − 1

)(
L− 1

L− z − 1

)
×
∑
l∈L

H(Ml)

=
∑
l∈L

H(Ml)

(f)

6
∑
l∈L

r
(M)
l , (13)

where (a) holds by uniformity of F , (b) holds by (12),
(c) holds because for any l ∈ T c, H(Ml) appears exactly(
L−z−1
t−z−1

)
times in the term

∑
S⊆T c

|S|=t−z

∑
l∈S H(Ml) (note that

this observation was also made in [23, Lemma 3.2]), (d) holds
by a change of variables in the sums, (e) holds because for
any l ∈ L, H(Ml) appears exactly

(
L−1

L−z−1

)
times in the

term
∑

T ⊆L
|T |=L−z

∑
l∈T H(Ml), (f) holds by definition of Ml,

l ∈ L.

APPENDIX D
PROOF OF THEOREM 4

Assume that (9) holds. Fix l ∈ L. For i ∈ Jz, t− 1K, define

Vi ,

{
J1, iK if l > i

J1, i+ 1K\{l} if l 6 i
and Vt , Vt−1∪{l}. For i ∈

L, and S ⊆ L such that |S|= i, define αi , I (F ;MS ,KS)
and αL+1 , αL. Note that αi only depends on i and not on S
by (9). Note also that αz = 0 by (2) and αt = H(F ) by (1).
Next, we have

H(Ml) +H(Kl)

> H(Ml,Kl)

(a)

> H(Ml,Kl|MVz ,KVz )

(b)
=

t−1∑
i=z

[
H(Ml,Kl|MVi ,KVi)−H(Ml,Kl|MVi+1

,KVi+1
)
]

(14)

(c)
=

t−1∑
i=z

[2αi+1 − αi − αi+2 +H(Ml,Kl|F,MVi ,KVi)

−H(Ml,Kl|F,MVi+1 ,KVi+1)
]

(d)

> [2αt − αt−1 − αt+1 +H(Ml,Kl|F,MVt−1
,KVt−1

)]

+

t−2∑
i=z

[2αi+1 − αi − αi+2]

(e)

> [2αt − αt−1 − αt+1 +H(Ml,Kl|F,MVt−1 ,KVt−1)]
+

+

t−2∑
i=z

[2αi+1 − αi − αi+2]
+

(f)
= [αt − αt−1 +H(Ml,Kl|F,MVt−1 ,KVt−1)]

+

+

t−2∑
i=z

[2αi+1 − αi − αi+2]
+

(g)
= [αt − αt−1 +H(Ml,Kl|F,MVt−1 ,KVt−1)]

+

t−2∑
i=z

[2αi+1 − αi − αi+2]
+

(h)
= H(Ml,Kl|F,MVt−1

,KVt−1
)+

t−1∑
i=z

[2αi+1−αi−αi+2]
+
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(i)

> H(Kl|F,MVt−1
,KVt−1

) +

t−1∑
i=z

[2αi+1 − αi − αi+2]
+

(j)

> H(Kl|F,R,KVt−1
) +

t−1∑
i=z

[2αi+1 − αi − αi+2]
+

(k)

> H(Kl) +

t−1∑
i=z

[2αi+1 − αi − αi+2]
+

(l)

> H(Kl) + min
f∈F

t−z∑
i=1

[2f(i+ 1)− f(i)− f(i+ 2)]+, (15)

where (a) holds because conditioning reduces entropy,
(b) holds because l ∈ Vt, (c) holds by the chain rule and
the definition of αi, (d) holds because for any i ∈ Jz, t −
2K, H(Ml,Kl|F,MVi ,KVi) > H(Ml,Kl|F,MVi+1

,KVi+1
)

since conditioning reduces entropy and Vi ⊂ Vi+1, and
because H(Ml,Kl|F,MVt ,KVt) = 0 since l ∈ Vt, (e) holds
because in (14), we observe that H(Ml,Kl|MVi ,KVi) −
H(Ml,Kl|MVi+1

,KVi+1
) > 0 since conditioning reduces

entropy and Vi ⊂ Vi+1, (f) holds because αt+1 = αt = H(F )
by (1), (g) holds because αt > αt−1 by the definition
of αt and αt−1, (h) holds because αt − αt−1 = [2αt −
αt−1−αt+1]

+, (i) holds by the chain rule and non-negativity
of the entropy, (j) holds because MVt−1

is a function of
(F,R,KVt−1

), (k) holds by independence between Kl and
(F,R,KVt−1

) since {l} ∩ Vt−1 = ∅, in (l) the minimum
is taken over the set F of all the functions f : J1, t − z +
2K→ [0, 1] that are non-decreasing (because, by construction,
(αi)i∈J1,L+1K is a non-decreasing sequence) and such that
f(1) = αz = 0, f(t− z + 2) = f(t− z + 1) = αt = H(F ).

We now lower bound the minimum in the right-hand side
of (15). Let f ∈ F and let f+ be the concave envelope of
f over J1, t − z + 2K, i.e., for i ∈ J1, t − z + 2K, f+(i) ,
min{g(i) : g > f, g is concave}. Note that f+(1) = f(1) and
f+(t − z + 2) = f(t − z + 2). Then, for any i ∈ J1, t − zK
such that f(i+ 1) = f+(i+ 1), we have

[2f(i+ 1)− f(i)− f(i+ 2)]+

> 2f(i+ 1)− f(i)− f(i+ 2)

(a)

> 2f(i+ 1)− f+(i)− f+(i+ 2)

(b)
= 2f+(i+ 1)− f+(i)− f+(i+ 2), (16)

where (a) holds because f+ > f , (b) holds because f(i +
1) = f+(i + 1). Moreover, for any i ∈ J1, t − zK such that
f(i+ 1) 6= f+(i+ 1), we have

[2f(i+ 1)− f(i)− f(i+ 2)]+

> 0

= 2f+(i+ 1)− f+(i)− f+(i+ 2), (17)

where the last equality holds because f+ is linear between i
and i+ 2, i.e., f+(i+ 1)− f+(i) = f+(i+ 2)− f+(i+ 1).
Indeed, by contradiction, assume that f+ is not linear between

i and i+ 2, then we must have that

f+(i+ 1) >
f+(i+ 2) + f+(i)

2
(18)

since f+ is concave. Next, we have a contradiction by con-
structing hi : J1, t− z+2K→ N, a concave function such that
f 6 hi < f+, as follows:

hi : j 7→

{
f+(j) if j 6= i+ 1

max
(

f+(i+2)+f+(i)
2 , f(i+ 1)

)
if j = i+ 1

.

We have f 6 hi (since f 6 f+), and hi < f+ by (18) and
because f+(i+1) > f(i+1) (since f+ > f and f+(i+1) 6=
f(i + 1)). Then, to show concavity of hi, it is sufficient to
show that h∆

i is non-increasing where h∆
i is defined as

h∆
i : J1, t− z + 1K→ N

j 7→ hi(j + 1)− hi(j).

For j ∈ J1, i− 2K ∪ Ji+ 2, t− z + 1K, we have

h∆
i (j + 1) 6 h∆

i (j) (19)

by definition of h∆
i and concavity of f+. Then, one can

check that

h∆
i (i) 6 h∆

i (i− 1),

h∆
i (i+ 1) 6 h∆

i (i),

h∆
i (i+ 2) 6 h∆

i (i+ 1).

Hence, h∆
i is non-increasing and we have proved (17) by

contradiction. Next, we have
t−z∑
i=1

[2f(i+ 1)− f(i)− f(i+ 2)]+

(a)

>
t−z∑
i=1

[2f+(i+ 1)− f+(i)− f+(i+ 2)]

=

t−z∑
i=1

[(f+(i+ 1)− f+(i))− (f+(i+ 2)− f+(i+ 1))]

= f+(2)− f+(1) + f+(t− z + 2)− f+(t− z + 1)

(b)
= f+(2)

(c)

> H(F )
1

t− z
, (20)

where (a) holds by (16) and (17), (b) holds because f+(t −
z+2) = f+(t−z+1) = f(t−z+1) = H(F ) and f+(1) = 0,
(c) holds because f+(2) = f+(2)−f+(1) > (f+(t−z+1)−
f+(1))/(t− z) by concavity of f+ and where we have used
that f+(t − z + 1) = H(F ) and f+(1) = f(1) = 0. Finally,
we have

r
(M)
l > H(Ml)

(a)

> H(F )
1

t− z
(b)
= r(F ) 1

t− z
, (21)

where (a) holds by (15) and (20), which is valid for any f ∈
F , (b) holds by uniformity of F .
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