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This paper provides an accurate theoretical defect energy database for pure and Bi-containing
III-V (III-V:Bi) materials and investigates efficient methods for high-throughput defect calculations
based on corrections of results obtained with local and semi-local functionals. Point defects as well as
nearest-neighbor and second-nearest-neighbor pair defects were investigated in charge states ranging
from -5 to 5. Ga-V:Bi systems (GaP:Bi, GaAs:Bi, and GaSb:Bi) were thoroughly investigated
with significantly slower, higher fidelity hybrid Heyd-Scuseria-Ernzerhof (HSE) and significantly
faster, lower fidelity local density approximation (LDA) calculations. In both approaches spurious
electrostatic interactions were corrected with the Freysoldt correction. The results were verified
against available experimental results and used to assess the accuracy of a previous band alignment
correction. Here, a modified band alignment method is proposed in order to better predict the HSE
values from the LDA ones. The proposed method allows prediction of defect energies with values
that approximate those from the HSE functional at the computational cost of LDA (about 20x
faster for the systems studied here). Tests of selected point defects in In-V:Bi materials resulted
in corrected LDA values having a mean absolute error (MAE) = 0.175 eV for defect levels vs.
HSE. The method was further verified on an external database of defects and impurities in CdX
(X=S, Se, Te) systems, yielding a MAE = 0.194 eV. These tests demonstrate the correction to be
sufficient for qualitative and semi-quantitative predictions, and may suggest transferability to many
semiconductor systems without significant loss in accuracy. Properties of the remaining In-V:Bi
defects and all Al-V:Bi defects were predicted with the use of the modified band alignment method.

I. INTRODUCTION

There are many challenges to obtaining defect proper-
ties from direct experimental characterization, therefore
theoretical predictions of point defect properties are very
valuable. For example, DLTS is widely used to study
defects (traps for carriers) in semiconductors since this
technique provides experimental information on the trap
energy level, capture cross section and trap concentration
but lacks the ability to identify the defect type [I]. Ad-
vanced electron microscopy techniques are able to iden-
tify the defect type [2H4] but the measurements are ex-
pensive, destructive, difficult to properly perform, and
require time-consuming sample preparation.

First principle density functional theory (DFT) calcu-
lations of defect levels aid interpretation of results ob-
tained with DLTS or other methods and are often used
in defect characterization. DFT also enables exploration
of a full suite of defect types and interactions and offer
physical insight into defect and associated electronic and
optical properties of a material. Correct DFT treatment
of defects in semiconductors requires the use of supercells
with many atoms and a proper description of both the
total energy of the system and its electronic band struc-
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ture. Recent developments of computational methods
such as hybrid functionals and corrections of the spuri-
ous electrostatic interactions, allow for accurate theoret-
ical predictions. However, the use of these high fidelity
methods also results in very time consuming and compu-
tationally expensive calculations, which typically limits
researchers to focus only on a small number of specific
defect types or a particular material system. Therefore,
in order to investigate large range of systems, defects and
charge states, approximate but more efficient methods
are necessary.

The goal of this work is two-fold. First, to provide
and assess potential methods to reduce the computa-
tional effort required to obtain defect formation energies
and defect levels, while preserving relatively high accu-
racy. Here, band alignment based corrections, as well as
machine learning methods, are investigated. Second, to
use the most efficient of these methods to build a highly-
accurate first principles defect energy database for pure
and Bi-containing I1I-V (III-V:Bi) materials.

Dilute bismides are group III-V semiconductors with
bismuth as an isovalent dopant replacing a modest per-
centage (typically 10% or less) of the group V host atoms.
They have attracted interest in the past 10 or so years
mostly due to a significant reduction of the band gap
with relatively low Bi concentration and a large increase
in the spin-orbit splitting [5HE]. Specifically, when the Bi
concentration in GaAs;_,Bi, approaches 12% the spin-
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orbit splitting exceeds the band gap energy, Auger re-
combination is suppressed which results in higher device
efficiency when the material is used in long wavelength
laser devices [9]. Additionally, alloying with bismuth is
the only way to obtain a group III-V material with a
band gap lower than that of InAs;_,Sb,, which is nec-
essary for mid-infrared (MIR) devices. So far, the MIR
spectral range is usually covered by using the group II-
VI alloy Hg;_,Cd,Te. However, there are many disad-
vantages of using this material, such as instability and
lack of compositional uniformity [I0] [IT], as well as the
use of environmentally hazardous and highly toxic Hg
and Cd elements. A III-V compound with properties
favorable for use in MIR devices would provide a possi-
bility to overcome the challenges of using Hg;_,Cd, Te.
Such a compound would also enable processing of MIR-
compatible materials using highly developed III-V indus-
try technologies, allowing easy integration with existing
infrastructure. Some optoelectronic structures based on
dilute bismides such as photodetectors [12HI4] and re-
cently even laser structures [I5] [I6], have been developed
and shown promising results, encouraging further devel-
opment. It is evident, that dilute bismides are an active
field of research, with focus not only on Ga- and In-based
III-V:Bi systems, but now also extending to Al- based,
with AlSb;_,Bi, having been synthesized for the first as
recently as last year [17].

Point defects properties are particularly important to
establish for dilute bismide semiconductor systems. This
importance arises primarily because many dilute bis-
mides can be regarded as highly mismatched semicon-
ductor alloys (HMASs) due to the significant discrepancy
of the electronegativity and size of the Bi atoms com-
pared with the atoms comprising the host III-V com-
pounds. Dilute bismide systems are known for being dif-
ficult to manufacture. In order to incorporate Bi atoms
into the ITI-V host, the growth conditions have to be
adjusted, typically to a significantly lower growth tem-
perature than that optimal for pure ITI-V host materi-
als [I8H23]. As a consequence, undesired defects often
form during ITI-V:Bi growth, which defects often function
as traps for carriers, in turn lowering device efficiency.

Because of poor optical quality of HMAs, post growth
annealing is often applied in order to increase the effi-
ciency of luminescence [24426]. It is believed that for di-
lute nitrides, the enhancement of luminescence is related
to reduction of the concentration of point defects due to
annealing [24] 27, 28]. In the case of dilute bismides,
post growth annealing has also been performed [29H34],
but its role in the improvement of the material quality
is still unclear. However, defects are expected to be con-
tributing to the annealing response. Overall, defects are
likely to play a key role in these systems and knowledge of
their properties may help improve materials performance.
Specifically, the defect data included in this study can
guide the growth process or annealing conditions and en-
able better interpretation of the results of defect proper-
ties measured by spectroscopic, optical or electrical meth-
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ods, such as deep-level transient spectroscopy (DLTS),
photoluminescence, or temperature-dependent Hall mea-
surements. Although a few studies focused on particu-
lar materials (GaAs:Bi and GaSb:Bi) and defect types
exist [35H38], a comprehensive study has not been per-
formed, until now. The data and knowledge contained
in this work provide powerful tools for understanding
the performance limitations and improving the quality
of grown structures.

An optimized band alignment correction is proposed,
where results of significantly faster, lower-fidelity local
density approximation (LDA) (and other local and semi-
local functionals) calculations are corrected to approach
the accuracy of significantly slower, higher-fidelity hy-
brid Heyd-Scuseria-Ernzerhof functional (HSE) calcula-
tions. Related to the correction, it has been proposed
that much of the improvement associated with HSE vs.
LDA can be obtained by a simple band alignment (BA)
correction to the LDA energy levels [39H45]. Such an ap-
proach can potentially produce results that come close
to HSE-level accuracy at a fraction of the computational
cost (typically more than an order of magnitude reduc-
tion in computing time). However, the BA approach
has only been tested on a handful of defect types and
systems, and therefore has not yet been thoroughly as-
sessed and may not yet be fully optimized. To develop
our database and explore a band alignment based ap-
proach to improving LDA results, all Ga-V:Bi materials
were studied directly with both the lower accuracy LDA
method and the higher accuracy HSE approach. We de-
termined formation energies for all charge states for na-
tive and Bi-related point defects as well as nearest- and
second-nearest-neighbor pair defects. Then, we applied
the BA correction method to the LDA results and as-
sessed the accuracy of this correction against HSE. Based
on the result of the BA correction, we propose an addi-
tional empirical correction, which we call the modified
band alignment (MBA) method. The MBA includes a
band gap-dependent linear shift, which we fit to the Ga-
V:Bi training data. We then verify the improved ac-
curacy of the MBA vs. the BA for a test data set of
point defects in In-V:Bi. In addition, to test the trans-
ferability of the method to other systems that are not
III-V semiconductors, the MBA was tested on a large,
recently published database of defect and impurity ener-
gies in CdX (X=S, Se, Te) materials [46]. Finally, the
MBA is used to predict the properties of the remaining
pair defects in In-V:Bi together with all defect properties
of Al-V:Bi materials. As a result, a large database of
formation energies and charge-state transition levels in
ITI-V:Bi materials is generated.
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II. RESULTS AND DISCUSSION
A. Validation of first principles calculations

In this section, we validate our first principles calcu-
lations of charge-state transition energies by comparing
to available experimental and computed data. There is
limited data for comparison on defect properties of di-
lute bismides and pure GaP and GaSb, but a significant
amount for GaAs, so we focus on GaAs:Bi. DFT stud-
ies of GaAs:Bi by Luo et al. [47] using a very similar
methodology to this work (see Sec. are in an excellent
agreement with the calculations performed here. The dif-
ference between our predicted point defect charge-state
transition levels and those of Luo et al. have a MAE
of 0.06 eV. Excellent agreement is also found between
our calculated and the available point defect charge-state
transition levels from experimental results, with a MAE
of 0.04 eV, based on our best interpretation of the exper-
imental data. This comparison is done for the same data
and defect type and defect levels used in Luo et al.

Calculations performed by Buckeridge et al. [48] for
point defects in pure GaSb use a similar methodology to
that used in this paper and are in very good agreement
with our calculations, with differences in defect levels
not exceeding 0.1 eV. The authors, similarly to us, find
only qualitative agreement with the studies performed
by Virkkala et al. [49] on GaSb. The quantitative dis-
agreement can be attributed to differences in computa-
tional procedures, such as convergence criteria, treatment
of spin-orbit interaction, and different approach used for
the electrostatic corrections.

The experimental observations of metastability of va-
cancy related defects in GaSb [50], and their theoretical
predictions in GaAs [51], where in certain charge states
instead of a single group III vacancy (vir), a pair anti-
site defect and group V vacancy is preferred, are also well
reproduced in the current work.

A careful investigation of Fig. [1|f), h), and i) reveals
that some defects are stable in a negative (-1) charge state
at Er = 0 eV. These defects are group III vacancies (in
low band gap materials: GaSb, InAs and InSb) and a
Gagy, antisite.

B. Insight from first principles calculations

The calculated energies for the Ga-V:Bi systems can
be used to better understand the experimental observa-
tions associated with ITI-V:Bi materials. They also allow
us to make predictions about possible opportunities and
challenges for improving the processing of ITI-V:Bi ma-
terials by mitigating the deleterious effect of defects. In
the following we assume that higher stability of defects
indicates these defects are present at higher concentra-
tions (relative to less stable defects). This claim is cer-
tainly true at equilibrium but may not be true under
the nonequilibrium growth conditions used for many of
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these materials. In particular, III-V:Bi alloys are often
grown using molecular beam epitaxy and metalorganic
vapor phase epitaxy under conditions that are very far
from equilibrium. However, we assume that even in these
cases the chemical trends and qualitative features iden-
tified below are likely to be preserved.

For the case of the isovalent doping (Biy), low forma-
tion energy as well as a stable zero charge defect state
with no charge-state transitions is desirable in terms
of stably incorporating Bi to form an alloy. Figs.
d)-f) show formation energies for point defects in Ga-
V:Bi with chemical potentials corresponding to interme-
diate growth conditions (group IIl-rich and group V-rich
conditions can be found in supplementary Figs. S2 and
S8). The predicted formation energies for Biy follow the
chemical trend of the mismatch between the group V
and Bi atoms, with the highest formation energy for GaP
and lowest for GaSb. This result is consistent with pre-
vious research on growth of these materials, where the
most substantial amounts of Bi can be incorporated in
GasSh, less Bi can be incorporated in GaAs, and a high
Bi composition in GaP is most difficult to achieve. So
far, GaSh:Bi layers and quantum wells with quite good
optical properties were reported by Kopaczek et al. [52],
Yue et al. [53] and Delorme et al. [54] while reports on
optical properties of GaP:Bi are still very limited and not
promising [55, [56]. This suggests that high-quality GaP
material with Bi is difficult to achieve.

Bi-related defects are very important for the optical
quality of dilute bismides. In particular, materials can
suffer from undesired antisite Bij; defects. A high forma-
tion energy of those antisite defects is therefore preferable
in order to manufacture a high-quality alloy. In p-type
materials, the predicted Big, defect formation energies
are very low, close to zero (see Fig.[1|d)-f)). This is espe-
cially apparent under V-rich conditions, and in GaP and
GaAs, where the formation energy of Bijyy is lower than
that of Biy. The situation improves with the increase
of Fermi level, where for n-type materials, Big, always
exhibits a higher formation energy than Biy.

The binding energy of the Biy and Big, defects in
each system is the lowest of all nearest-neighbor-pairs
and exhibits almost no change as a function of Fermi
level (Fig. [2| d)-f)). This result suggests that no signifi-
cant clustering between Biy and Big, defects should be
expected. The formation energies show that among the
three Ga-V materials studied, GaSb:Bi (Fig. [1| f)), the
material with the lowest mismatch between Bi and group
V atom, exhibits the lowest formation energy for isova-
lent Biy doping and the highest energy for Big, antisite
under both IIT- and V-rich conditions. This suggests that
GaSb:Bi might be the most promising for obtaining high-
quality (i.e. low defect concentration) materials.

The binding energies show the influence of the mis-
match between Bi atoms and the corresponding group
V atoms very clearly. GaP:Bi and GaAs:Bi have a no-
ticeable similarity in the shapes of the formation energy
curves (Fig.[l) as well as the relative values of the binding
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FIG. 1. Point defect formation energies as a function of Fermi level for all considered III-V:Bi materials. Panels d)-i) (Ga-
V:Bi and In-V:Bi) were calculated with the HSE functional, and a)-c) (Al-V:Bi) were obtained with LDA corrected with the
modified band alignment correction (MBA) and, therefore, are marked with an asterisk. a)-c) correspond to AlP:Bi, AlAs:Bi,

and AlSb:Bi, d)-f) to GaP:Bi, GaAs:Bi, and GaSb:Bi, and g)-i) to InP:Bi, InAs:Bi, and InSbh:Bi, respectively.

Chemical

potentials corresponding to intermediate growth conditions were used. Results for group V- and group IIl-rich conditions are
available in Sec. [VITA] Figs. S1-S3 and S7-S9. Here we assume the MBA is sufficient for quantitative comparison, therefore,
this figure serves as a presentation of the results for point defects in all studied systems, and not for assessing the method, for

which we direct the reader to Figs. [3]and [

energies. Defects in these two materials span a similar
range of stable charge states, with similar order of the
formation energies between different defects. GaSb:Bi
does not share this similarity. However, GaSb is the
only material out of the three where the group V atom
is larger than the group III atom, which results in dif-
ferent lattice-strain related effects for substitutional de-
fects. GaSb:Bi is also the material with the lowest mis-
match, due to the similar sizes and electronegativities of
Sb and Bi, resulting in a Bi level with much larger sep-
aration from the valence band maximum (VBM) than
the GaAs:Bi and GaP:Bi. This large separation, in turn,
results in different electronic properties near the band
gap edges, with significantly lower electron localization

and narrower emission peaks, as well as reduced lattice
strain in Bi-related defects. The reduced strain effects
also encourage higher amounts of Bi to incorporate into
the alloy.

Fig. [2 shows binding energies of pair defects in Ga-
V:Bi materials. P-type GaP:Bi and GaAs:Bi have a large
(attractive) binding energy for nearest-neighbor-pair de-
fect vga+Biy, which involves a vacancy and an isovalent
substitution of a smaller group V atom with larger Bi
atom. A possible reason for this is that the strain in-
duced by the Bi atom is partially relieved by the neigh-
boring vacancy. The effect diminishes as the Fermi level
increases due to the introduction of additional electrons,
compensating for the missing electrons due to the va-
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FIG. 2. Binding energies for pair defects in Ga-V:Bi compounds, calculated with the HSE functional. a)-c), d)-f), and g)-i)
correspond to GaP:Bi, GaAs:Bi, and GaSh:Bi respectively. Each material has been separated into three columns for clarity,
where the first column includes the nearest-neighbor-pair defects, the second contains second-nearest-neighbor-pair defects with
Bi related defects, and the third contains the remaining second-nearest-neighbor defects.

cancy. This compensation is directly connected with the
decrease of the formation energy of vg, point defect in
n-type materials. The same effect is not as pronounced
in GaSh:Bi, where the strain effects resulting from size
mismatch are small relative to GaAs and GaP, as dis-
cussed above. The very high attractive binding energy of
vaa+Biy pairs in GaP:Bi and GaAs:Bi strongly suggests
that unwanted Ga vacancies are more likely to be present
when GaP and GaAs are grown with Bi atoms to form
an alloy, compared to GaSb:Bi which again is predicted
to have the lowest tendency to form unwanted defects.

In the case of in-situ or ex-situ annealing, which is
widely applied to HMAs, it can be expected that the
formation/annihilation of point defects will be strongly
influenced by formation energies as well as the kinet-
ics of each defect type. Therefore, the possibility of
clustering, which is very often suggested to occur in
HMAs, including dilute bismides, is worth investigat-

ing. In the above discussion, we concluded that the
Biy atom clustering tendencies in GaSb:Bi differs sig-
nificantly from that in GaP:Bi and GaAs:Bi since the
binding energy for vg,+Biy defect pairs in these al-
loys is much larger (i.e. attractive) than in GaSb:Bi,
(Fig. [2). This conclusion is consistent with the experi-
mental data reported so far for these alloys. For example,
for GaAs:Bi a strong clustering upon annealing was re-
ported in Refs. [57), 58] while a very homogeneous alloy
was observed for GaSb:Bi [59] [60]. One of the pair de-
fects, namely Biga+vy was found to be unstable in all
charge states - it undergoes a structure change to a more
stable form of vg,+Biy. A similar situation is observed
in the case of negatively charged Vg,+vy in GaP:Bi and
GaAs:Bi, where a more stable vg, is observed.

It is also interesting to note the fact that the binding en-
ergy curves as a function of Fermi energy are not always
flat. This shows that in many cases the pair defects are
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not in the same charge states as the point defects com-
prising the pair. Furthermore, the curves are not always
convex because the pair and corresponding point defects
change stable charge states as a function of Fermi energy
in different ways.

Overall, the calculated database in this work provides
significant insights into the behavior of defects in the Ga-
V:Bi (as well as In-V:Bi and Al-V:Bi) systems. We ex-
pect that as more experimental data on defect levels in di-
lute bismides becomes available, particularly from DLTS,
the present data will provide a valuable resource to aid
in interpretation of experimental results, enhance under-
standing of ITI-V:Bi defect properties and, subsequently,
aid in materials design and optimization. Additional de-
tails on results for the remaining In-V:Bi and Al-V:Bi
systems obtained with the correction schemes described

in Sec. [T (] can be found in Sec. ITC2

C. Modified band alignment method

The band alignment (BA) methods described in Meth-
ods section (Sec. B) have been used and tested in
previous studies on a few select systems, and the mean
absolute error between the values obtained with the BA
correction and full HSE calculations has been found to
be 0.24 eV and less than 0.2 eV in Refs. [40] and [39],
respectively. However, in our case, the number of stud-
ied defect types and charge states is significantly larger
than in previous studies. Here, we have 188 stable defect
levels compared to around 20 and 55 in [40] and [39], re-
spectively. This large number of defects allows for a more
quantitative assessment of the method. The applicability
of the method is apparent from comparing Figs. [3p) and
e). In Fig. 3b), which shows the accuracy of LDA vs.
HSE for charge state transition levels, a clear underesti-
mation of the defect levels can be observed, with a mean
error equal to the negative of the mean absolute error
ME = -MAE = —0.439 eV. Fig. [3g) shows the LDA vs.
HSE charge state transition levels after the BA correc-
tion, where the error statistics are much improved with
MAE = 0.226 ¢V and ME = 0.18 eV. See Tab.[Il for easier
comparison of error values. The BA results from Ref. [40]
reveal that certain charge state transition levels, in par-
ticular those where the charge localization effects are not
appropriately described within the local/semilocal func-
tional [61], may show larger inaccuracies and in extreme
cases be falsely determined to be unstable. A specific
example where these errors might be particularly large is
in defects with large Jahn-Teller distortions that require
proper charge localization to capture in a quantitative
manner. These situations are taken into account and are
quantified by precision, recall and F1 scores, which carry
information on the amount of misclassified defect levels
and formation energies. These values are present on all
charge-state transition level and formation energy parity
plots.

Although the BA provides a significant improvement,
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reducing the mean error values by a factor of 2, the now
positive value of the mean error indicates the correction
overestimated a majority of the values. A visual inspec-
tion of Fig. ) reveals that the overestimation occurs
mostly near the bottom of the band gap, while values at
the top of the band gap seem to be more accurate, and
that the overestimation is more severe for higher band
gap materials. A similar behavior can be observed in Fig.
2 in Ref. [39], where values near the bottom of the band
gap tend to be overestimated after the BA correction.
These trends suggest an opportunity for improvement of
the BA correction scheme. In general, the behavior de-
scribed above can be remedied by adding two band-gap
dependent linear terms to the constant shift:

Egorr:Ed+EShift+ﬂ((1_6)Eg_Ed)' (1)
This modified BA method (MBA) results in a shift de-
pendent on the band gap of the material and on the po-
sition of a particular defect state within the gap. Such
a correction is justified based on the trends apparent in
Fig. ) and is clearly capable of improving the obtained
charge-state transition levels for the data presented here
(as can be seen in Fig. )), although its physical inter-
pretation is not obvious. The large number of defects
and charge states calculated in this work with both LDA
and HSE allows for an empirical determination of the
and § parameters. In our case, all three Ga-V:Bi ma-
terial systems have been used in determination of these
parameters. Minimizing the RMSE for the general for-
mula (Eq. |1)) resulted in § = 0.05 and 8 = —0.14. Given
that the value of ¢ is so close to zero simply set it to zero,
resulting in a simpler one parameter correction formula.
With § set to zero, the minimization of RMSE resulted
in an optimal value of 8 = —0.14 and only 1% reduction
in RMSE. Further analysis of one- versus two-parameter
formulas using Akaike information criterion [62] as well
as Bayesian information criterion [63] shows that both
criteria support the one-parameter, simplified equation.
The MBA method with the optimized value of 5 and
0 = 0 leads to a modest but significant improvement in
the error statistics of defect levels vs. the BA, producing
a MAE = 0.182 eV and ME = 0.001 eV, which is an
improvement of about 19% (99%) for MAE (ME) rela-
tive to the original band alignment correction method,
respectively.

As mentioned in Sec. [[VIB, the BA correction on the
defect levels can be projected to formation energies. As
a result, BA with the use of Eq. [6]improves the accuracy
of formation energies, reducing the error statistics from
MAE = 1.612 eV and ME = —1.538 eV for the uncor-
rected LDA vs. HSE, to MAE = 0.904 ¢V and ME =
—0.89 eV. These values are calculated for the formation
energies of stable charge states of defects at Er = 0 eV
(i.e. the VBM, p-type condition), which are presented in
Fig. ) and d) for uncorrected LDA vs. HSE and BA
correction, respectively. The extent of the improvement
provided by the projection (Eq. @ is, however, limited
by the inability of the correction to influence ¢ = 0 charge
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states. This results in a subsequent error in the ¢ = 0
charge state defect formation energies (and, therefore, all
other charged defect formation energies) in LDA as com-
pared to HSE. This error is inherent to the LDA approach
and may be partially due to the LDA inappropriate de-
scription of the band positions (and band gap underesti-
mation). As a consequence, improper description of the
change in the total energy associated with charge trans-
fer due to charge density reorganization when defects are
introduced. The physical mechanism of this behavior is
complex and therefore it is not straightforward to fix with
a simple physics-based correction.

A similar procedure of projecting the corrected defect
levels onto formation energies, although slightly more
complex than that in BA, can be carried out for the
MBA:

Egorr[Xq] = Ef[Xq] + qEShij't+
+B(BY[X%] - BN X — q(1 - 8)Ey) + 7.
(2)

The MBA expression for formation energies (Eq.
includes new, band gap-dependent, terms. This is a con-
sequence of the new terms in the expression for the de-
fect levels (Eq. compared to BA (Eq. . However,
despite the MBA providing an improvement over BA de-
fect levels, it suffers from a similar problem as the BA
correction in terms of inaccuracy when projected to for-
mation energies. Therefore we propose an additional em-
pirical correction to the MBA (v term in Eq. , a con-
stant shift based on the mean error of formation energies,
which was determined to be v = 0.839 eV. This results
in a significant improvement of error statistics of forma-
tion energies compared to BA, with MAE = 0.37 eV, a
59% improvement, and ME = 0 eV by construction. As
before, these values are calculated for the formation en-
ergies of stable charge states of defects at Er = 0 eV,
which are presented in Fig. ) Parity plots of forma-
tion energies for all defects and charge states, including
the unstable ones, for all methods can be found in sup-
plementary Fig. It is worth noting, that although
the MBA method is based on first principles calculations
the newly introduced  and v parameters are obtained
empirically.

Finally, as a consequence of the improved accuracy in
formation energies and charge-state transition levels, er-
rors in the binding energies of pair defects (panels c), f)
and i) in Fig. |3) are also reduced. BA improves the LDA
vs. HSE MAE = 1.312 eV and ME = —1.240 eV to MAE
= 1.064 eV and ME = —1.064 eV. MBA further reduces
the MAE to 0.489 eV and ME = —0.099 eV.

It is interesting to note that for the direct LDA and
BA the RMSE errors of the binding energies are much
lower than expected by simply adding RMSE of forma-
tion energies in quadrature (\/§ times the formation en-
ergy RMSE). This results implies that there is significant
cancellation in the formation energy errors when these

doi.org/10.1103/PhysRevMaterials.5.124601

energies are combined in the binding energies, as might
be expected. However, this trend does not continue for
the MBA. The MBA gives an RMSE = 0.499 for forma-
tion energy and RMSE = 0.780 eV for binding energy.
The latter is very close to 0.499v/3 = 0.864 eV, which is
what would be expected by adding the formation energy
errors in quadrature. This result demonstrates that af-
ter the MBA correction almost no cancellation of errors
is obtained in taking the formation energies, supporting
that the MBA has effectively used readily available er-
ror reduction information. It is worth mentioning that
the binding energies, similarly to formation energies, are
a function of Fermi energy. Parity plots correspond to
Er =0eV and Er = Ej, but the same test performed
at a different E'r leads to similar error statistics. Finally,
some outliers can be seen in the binding energy parity
plots[3|¢), f) and i). These are a consequence of the LDA
(and, therefore, BA and MBA as well) occasionally be-
ing unable to predict a certain charge state transition as
stable when compared to HSE. This has been discussed
in more detail in [40] and in Sec. As a consequence,
in some instances, the binding energies of LDA, BA and
MBA for one of the point defects or the pair defect are
predicted to be in a different charge state than in HSE,
leading to a larger error. The residuals (Fig. c)),
however, follow a reasonably normal distribution.

In general, comparison of panels a)-c) with d)-f) and
g)-i) in Fig. |3| shows that the MBA correction not only
brings the results of a pure LDA approach close to the
reference HSE functional values, but also improves upon
the standard BA method, at the same time preserving
the computational efficiency of LDA. This result shows
that the HSE defect properties may be predicted reason-
ably accurately using the results of significantly faster
but less accurate LDA methods. This use of two levels
of accuracy in the modeling is sometimes called a multi-
fidelity approach and has been previously used with suc-
cess [40], 64, [65].

1. Method validation

The MBA correction (Egs. [I|and [2)) is most useful if its
parameters can be readily transferred to a new system.
The 8 and v (and 6 = 0) parameters in the MBA are fit-
ted to the Ga-V:Bi systems, and not necessarily universal
and transferable to other systems. In order to assess their
transferability, a new database of single species point de-
fects (i.e. no pair defects) was calculated for the In-V:Bi
systems, yielding a set of 3-6-11 = 198 defect formation
energies. The calculations used the exact same approach
as in the Ga-V:Bi calculations and included both LDA
and HSE values. The values of § = —0.14 and v = 0.839
eV (and § = 0) optimized entirely on the Ga-V:Bi dataset
were then used for a MBA correction of charge-state tran-
sition levels and defect formation energies of point defects
in In-V:Bi. The corrected values were compared to the
actual HSE results. The magnitude of the correction of
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FIG. 3. Accuracy comparison of different approaches with hybrid functional (HSE) results on Ga-V:Bi dataset. First row:
baseline LDA vs. HSE, second row: band alignment (BA) correction, third row: modified band alignment (MBA) correction.
First column: formation energies of stable defects (precision and recall pertain to whether a defect in a certain charge state is
predicted to be stable), second column: charge-state transition levels (precision and recall pertain to whether a charge-transition
is properly predicted inside the band gap), third column: binding energies (precision and recall pertain to whether a binding
energy is properly predicted as positive or negative). Red, blue and green points correspond to defects in GaP:Bi, GaAs:Bi,

and GaSbh:Bi respectively.

our MBA method is scaled by the band gap, so it might
be expected to be least effective for low band gap ma-
terials. Therefore, performing the validation on the low
band gap In-V:Bi was chosen to assess a perhaps worst
case scenario applicability of the method. Figs. ), e)
and h) show defect level parity plots of HSE results with,
respectively, LDA, LDA with BA correction, and LDA
with MBA correction (Eq. |1} with 8 = —0.14 and § = 0).
Similarly as in the case of Ga-V:Bi materials, the BA
correction (panel e)) provides a significant improvement
over the uncorrected values (panel b)), but exhibits an

overestimation in the lower region of the band gap. This,
in turn, is remedied by applying the MBA (panel h)), al-
though due to the much lower band gaps of the In-V:Bi
systems and therefore fewer stable defect levels, the ef-
fect is not as pronounced, and the main improvement is
observed through the reduction in mean error. The fi-
nal error values for the MBA are MAE = 0.175 eV and
ME = —0.009 eV, which represent 50% and 97% im-
provement over the uncorrected values of MAE = ME =
—0.35 eV. This result demonstrates that the empirically
obtained f = —0.14 and § = 0 are transferable to this
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system. Figs. dh), d) and g) show formation energy of
defects in stable charge-states at Fp = 0 eV parity plots
of HSE results with, respectively, LDA, LDA with BA
correction, and LDA with MBA correction (Eq. [2] with
B =—-0.14 and v = 0.839 eV, (and § = 0)). Their anal-
ysis, again, reveals improvement of the error statistics
for BA as compared to uncorrected values, and further
improvement when MBA is used, confirming the transfer-
ability of v and 8. The final error values for the MBA are
MAE = 0.384 eV and ME = 0.236 eV, which represent
62% and 74% improvement over the uncorrected values
of MAE = 1.014 eV and ME = 0.905 eV. Parity plots of
formation energies for all defects and charge states, in-
cluding the unstable ones, can be found in supplementary
Fig. [S10]

The In-V:Bi systems are likely to be quite similar with
the Ga-V:Bi systems used to obtain the § and ~ values
and therefore significant additional study in other mate-
rials families, e.g. II-VI systems, is needed to establish
the general applicability of the MBA vs. BA method. In
order to further demonstrate the applicability of MBA,
we apply the method to a set of 656 PBE-calculated
charge state transition levels of defects and impurities in
CdX (X=S, Se, Te) reported by Mannodi-Kanakkithodi
et al. [40], and compare them to the equivalent HSE val-
ues reported therein. As mentioned in Sec. [[V] the BA
and MBA methods are, in principle, applicable to semi-
local functionals as well, therefore this test will assess not
only the transferability of the method and its optimized
parameters to other systems, but to other functionals as
well. The resulting parity plots can be found in Figs. c),
f) and i). The MBA method (panel i)) again proved to be
very efficient with MBA predicted values giving a MAE
= 0.194 ¢V and ME = —0.006 eV vs HSE values. This
represents an improvement of 16% and 96% compared to
the MAE = 0.230 eV and ME = 0.137 eV obtained with
pure BA and an improvement of 55% and 99% over the
uncorrected defect levels with MAE = 0.427 eV and ME
= —0.415 eV. The work in Ref. [46] allows us to make
a direct and independent comparison between the MBA
and machine learning (ML) methods. Ref. [46] provides
a ML model for predicting defect level values as close as
possible to HSE from input features that include elemen-
tal properties and PBE defect levels. We can therefore
compare the errors from the MBA and the ML model
where both have the full PBE defect information avail-
able. We note that all the data sets in Ref. [46] include
charge states outside the gap, which were not used in the
optimization of our present MBA model. Ref. [46] ob-
tained a RMSE = 0.24 eV with their best average ML
model (Random Forest Regression - RFR) on a 10% left
out test set from their main training data. To compare
to this, we use the MBA to predict their main data set
(including the test set) split into 10 folds, to obtain an
average and standard deviation RMSE = 0.240+0.035 eV
(Fig.|S12fc)). We also compare to their predictions on an
out-of-sample test comprised of data on two new systems
not directly in their training space (CdTeg5Seps and

doi.org/10.1103/PhysRevMaterials.5.124601

CdSep.5S0.5). On this data, the ML model in Ref. [46]
obtained a RMSE = 0.235 ¢V and the MBA obtained a
RMSE = 0.267 eV (Fig. f)). The MBA RMSEs for
the out of sample test set are around 13% worse than
the ML model, which is statistically significant, but the
MBA provides a much simpler approach, with just one
fitting parameter for defect levels that appears to be quite
transferable. Additionally, it is important to notice that
even though the MBA was optimized on LDA calculated
values, the optimized parameters also apply to the PBE,
and it is expected that they should apply to other semilo-
cal functionals as well. All of the error statistic values are
gathered in Tab. [}

The CdX (X=S,S¢,Te) results from Mannodi-
Kanakkithodi et al. [46] were the only large readily
available database for defect levels calculated with both
hybrid and local/semi-local functional, which is neces-
sary to critically assess the transferability of the MBA
method. Furthermore, this database shared many fea-
tures with ours, including the same crystal structure and
similar methods of calculations (e.g. the same super-
cell size, DFT code and electrostatic correction), pro-
viding perhaps near optimal condition for transferability
of our MBA. We have performed some more limited but
more demanding testing for transferability with the much
smaller set of data reported in [39] and [40]. The results
are shown in supplementary Fig. The MBA for
dataset from Ref. [39] shows an improvement of 20% in
MAE over the regular BA, however the parameters need
to be reoptimized, and both £ and ¢ need to be utilized.
The MBA method used on, another smaller dataset, re-
ported in [40], results in an improvement in MAE of 8%
over the regular BA with the parameters reoptimized.
Both of these smaller datasets are, however, performed
on larger supercells, in systems of different crystal struc-
ture and chemistry and with slightly different computa-
tional methods, which is potentially the reason why the
reoptimization is necessary. Although the need to re-
optimize parameters may make the method more time
consuming to apply in some cases, analysis performed
on our main dataset (Ga-V:Bi systems) shows that using
as few as 10 points for reoptimization produces results
that already show noticeable improvement over the reg-
ular band alignment method. Supplementary Fig.
shows the MAE as a function of the number of points
used in parameter optimization. The rapid convergence
of the fitting means that the MBA can be refit with very
modest amounts of data. These validation tests show
that the modified band alignment method does improve
the results of the regular band alignment approach in all
cases studied here, and those cover a wide variety of dif-
ferent systems of different chemistry and different com-
putational approaches, which suggests that the method
is likely to be widely applicable. However, the param-
eters may need to be reoptimized for different unit cell
sizes and crystal structures than those that were used in
this study or in Ref. [46]. For calculations similar to
those performed here or in the CdS study [46] our MBA
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FIG. 4. Validation of the correction methods for In-V:Bi point defects and a test set of CdX (X=S, Se, Te) defects and
impurities [40], optimized on Ga-V:Bi dataset. First row: baseline LDA/GGA vs. HSE, second row: band alignment (BA)
correction, third row: modified band alignment (MBA) correction. First column: formation energies of stable defects (precision
and recall pertain to whether a defect in a certain charge state is predicted to be stable), second column: charge-state transition
levels (precision and recall pertain to whether a charge-transition is properly predicted to be stable and inside the band gap).
Red, blue and green points correspond to defects in InP:Bi, InAs:Bi, and InSb:Bi (CdS, CdSe, CdTe) respectively. Grey and
yellow are CdSSe and CdSeTe alloys.

correction with = —0.14 and v = 0.839 eV (and ¢ = 0)
may be applied directly to modify the regular band align-
ment method and provide a quick path to increasing the
fidelity of LDA or GGA defect levels and formation en-
ergies to approach HSE accuracy.

2. Application of the method to new systems

After demonstrating that the MBA is an effective cor-
rection of defect properties (see Sec.|II C 1)), the MBA was

subsequently used to obtain defect properties of the re-
maining (pair) defects in the In-V:Bi family of materials
as well as all 27 defect types in Al-V:Bi. These predic-
tions, combined with the directly calculated HSE results
for Ga-V:Bi and point defects in In-V:Bi resulted in a
large database of 2673 defect formation energies. These
systems are all naturally zincblende III-V semiconduc-
tors which are technologically relevant for optoelectronic
applications. The calculated values included the forma-
tion energies, binding energies, and defect charge-state
transition levels. Due to the mixed direct HSE DFT
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TABLE 1. Comparison of error statistics of all the studied methods on different test data.

Formation energy

Baseline

Defect Levels

Baseline

Baseline

Binding energy

(LDA vs. HSE) BA MBA (LDA vs. HSE) BA MBA (LDA vs. HSE) BA MBA

Ga-V:Bi 1.917 1.040 0.499 0.498 0.283 0.214 1.626 1.347 0.780

MAE (eV) 1.612 0.904 0.370 0.439 0.226 0.182 1.312 1.064 0.489

ME (eV) -1.538 -0.890 -0.001 -0.439 0.180 0.001 -1.240 -1.064 -0.099
In-V:Bi RMSE (eV) 1.253 0.793 0.462 0.419 0.227 0.215 - - -
test set MAE (eV) 1.014 0.698 0.384 0.350 0.182 0.175 - - -
ME (eV) 0.905 -0.696 0.236 -0.350 0.103 -0.009 - - -
CdX [46] RMSE (eV) - - - 0.502 0.292 0.246 - - -
test set MAE (eV) - - - 0.427 0.230 0.194 - - -
ME (eV) - - - -0.415 0.137 -0.006 - - -

and LDA+MBA correction approaches in tables and fig-
ures, MBA results are marked with an asterisk. Tables ]
and [{Ilinclude the MBA defect levels for In-V:Bi materi-
als alongside the directly HSE-calculated Ga-V:Bi, while
the MBA values for Al-V:Bi can be found in Sec. [VTA]
Tab. [SII)). The MBA binding energies for In-V:Bi and Al-
V:Bi are present in Figs. [6] and [5] respectively. Point de-
fect formation energies are collected in one figure together
with the directly calculated values in Fig. [Il Due to the
large amount of calculated data, only point defect for-
mation energies in intermediate conditions together with
binding energies are presented here. The formation en-
ergies of pair defects can be estimated from the binding
energies, or can be found in the supplementary material
(Sec. Figs. S1-S9) for both group IIT and group V
rich conditions, as well as intermediate ones.

The chemical trends observed in the results of the pre-
dicted values for In-V:Bi and Al-V:Bi materials are gen-
erally analogous to the trends observed for the directly
calculated values for Ga-V:Bi, discussed in Sec. [T} Point
defect formation energies exhibit similar trends with mis-
match, with the most encouraging properties visible for
ITI-Sb:Bi. The differences in group III and Bi atoms size,
although less prominent, are also visible in the chemical
trends but do not influence the general conclusions, apart
from the fact that Biy charge-transition transition levels
are visible above the VBM for all Al-V:Bi materials. The
main differences visible in the shape of the formation en-
ergies and binding energies come from the large difference
in the band gaps between Al and In based materials.
The results of all calculations can be found in [VIBl

D. Machine learning model exploration

Recent studies on machine learning (ML) for impu-
rities in Cd based chalcogenides [46] showed that ML
can be a powerful tool for efficient predictions of defect
properties based not only on the results of less expensive
semi-local functionals, but even just elemental properties
of the impurities, greatly reducing the effective computa-
tional cost. The notable success of the relatively simple
BA and MBA methods suggests that a simple relation-

ship might exist between the LDA and HSE defect ener-
getics which could be effectively captured with machine
learning. To explore this hypothesis, we consider the re-
gression problem of fitting F' in Y = F(X), where the
target Y are the HSE defect formation energies and fea-
tures X are data we can obtain from LDA. Note that
the X data could be just defect formation energies, but
we could include some other features that come at no ex-
tra computational cost from the LDA calculations. Tools
used in the machine learning are described in Sec. [[VD]
The X features used in the regression included the forma-
tion energy, charge state, band gap, FNV charge interac-
tion correction, total energy, and results of Bader analysis
(which captures aspects of localization effects). We first
considered linear multivariable regression, which revealed
the charge state and the formation energy to have by far
the highest coefficients. This result suggested that the
band alignment shift is the major factor in the discrep-
ancy between HSE and LDA results. Consistent with
this result, the validation on In-V:Bi test data, equiva-
lent to that in Fig. [] resulted in statistics very similar
to those of the MBA method. Second, in order to try
more complex nonlinear methods, other machine learn-
ing approaches were optimized to yield the lowest leave-
system-out cross validation (CV) MAE. Neural networks
yielded the most promising results. After a modest effort
of testing the number of layers and nodes, a neural net-
work of 3 layers with 128, 64, and 32 nodes was found to
be fairly optimal. As a result of leave-system-out CV, the
obtained error statistics were ME = 0.04 eV and MAE
= 0.195 eV for the defect levels and ME = —0.115 eV and
MAE = 0.343 eV for the formation energies. Random 5-
fold CV yielded only marginally better error statistics.
Supplementary figure Fig. shows parity plots of the
results of the leave-system-out CV of the model vs. HSE
results of formation energies and defect levels. The result
is not noticeably better than the MBA method (Fig.
g), h)), but required a much more computationally in-
tensive machine learning algorithm and training on both
HSE and LDA datasets, making the method much less
accessible and more difficult to apply. Additionally, due
to simplicity and being more physics-based, MBA is ex-
pected to be much more transferable to new systems.
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FIG. 5. Binding energies obtained with the modified band alignment method (MBA) for pair defects in Al-V:Bi compounds.
a)-c), d)-f), and g)-i) correspond to AIP:Bi, AlAs:Bi, and AISb:Bi respectively. The asterisk indicates that the results were
obtained with LDA corrected with the modified band alignment correction (MBA).

Therefore, based on the results obtained here as well as
the trends of local/semilocal defect levels vs. HSE ob-
served in Refs. [39, [0l [46], we believe that the MBA
method may be the most practical approach.

It is worth to notice that in case of impurities, as demon-
strated in [46] [66], ML methods may be able to provide
approximate description of defect levels and formation
energies solely from elemental properties. However, for
the present study which focuses mostly on intrinsic de-
fects, such type of ML model was not possible to explore.

III. SUMMARY

In this work, we provide a comprehensive, self-
consistent database of defect formation energies, charge-
state transition levels and binding energies for point and
pair defects using state-of-the-art ab initio methods. The
computed database covers all zincblende III-V diluted
bismides, which are technologically relevant for a num-

ber of optoelectronic applications. Based on the ob-
tained results, band alignment and machine learning ap-
proaches are investigated to obtain hybrid functional ac-
curacy defect formation energies and defect levels from
more inexpensive functionals. A new method of correct-
ing results of computationally inexpensive functionals,
the modified band alignment, is proposed and assessed
in detail. This research provides valuable information
for a range of materials research modalities. The large
database can aid experimental researchers in identifica-
tion of defects observed in experimental measurements
and provide rational strategies to tune the defect prop-
erties of a material. The large amount of data can be
directly used by the materials informatics community to
design, build and assess new machine learning models
for more quantitative prediction of defect properties and
understanding of chemical trends in a range of semicon-
ductor systems. Finally, the modified band alignment
method proposed here is directly useful for computa-
tional researchers conducting atomistic simulations of de-
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FIG. 6. Binding energies obtained with the modified band alignment method (MBA) for pair defects in In-V:Bi compounds.
a)-c), d)-f), and g)-i) correspond to InP:Bi, InAs:Bi, and InSb:Bi respectively. The asterisk indicates that the results were
obtained with LDA corrected with the modified band alignment correction (MBA).

fect properties. The method enables prediction of defect
formation energies and charge state transition levels with
accuracy approaching that of hybrid HSE functionals but
at the computational expense of LDA/GGA calculations.
Our proposed method has been thoroughly verified on
our own tests, as well as on defect data for an entirely
different family of materials obtained from a separate
study. The modified band alignment method not only
allows for fast evaluation of defect properties, but also
opens up new opportunities for high-throughput calcula-
tions of defect and related properties in other systems.

IV. METHODS
A. Defect properties

For each material, 27 different types of defects were
studied. 6 point defects: Bipy, Biv, vin, vv, Iy,
Vi, and 21 pair defects (the defects are described in

Kroger-Vink notation where III and V refer to elements
from these columns of periodic table, and v refers to va-
cancies). The pair defects included all possibilities of
nearest- and second-nearest-neighbor pairs of point de-
fects. Charges ranging from -5 to 5 were analyzed. As
no defects of charge -5 (5) were found to be stable, no
higher charged defects were investigated.

The formation energy of a defect X with a charge ¢
added to the computational unit cell as a function of
Fermi level Er in the band gap was calculated according
to the formula:

EI[X9(Ep) = B[ X — Erorfpure] — Y nipit 5
i 3
+ Q(EVBM [pure] + EF) + ECOT"I'

where FEj,:[X?] is the total energy of the supercell with
the defect, FEit[pure] is the total energy of the corre-
sponding pure (undefected) supercell, n; is the number
of added (n; > 0) or removed (n; < 0) atoms, y; is the
chemical potential of the species i, Fyppr[pure] is the
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energy of the valence band maximum of the pure mate-
rial and FE.,. is the energy correction that compensates
for the electrostatic interactions arising from the periodic
image of the defect. The Freysoldt, Neugebauer and Van
de Walle (FNV) correction [67, [68] was used to account
for the electrostatic interaction.

For pair defects XY? comprised of point defects X,
and Y9, the binding energy was evaluated according to:

Ey(Er) = B! [XX)(Ep)+E![Y ™ ](Er)—E/ [XY Y| (Er)
(1)
where ¢x, gy and gxy correspond to the charge state of
the particular defect with the lowest formation energy at
the chosen Fermi level. Positive values of binding energy
indicate an energetic preference of the defects forming as
a pair rather than separately.
A stable charge state is define by the lowest formation en-
ergy Ef[X9)(EF) at a given Fermi level E. The energies
at which the resultant curve changes slope (intersections
of Ef[X9)(EF) lines) are the charge state transition (de-
fect) levels, Ey.
It is worthwhile to mention here that the Biy is an iso-
valent dopant, which is usually not treated as a defect.
However, since it may influence the electronic structure
and have a similar physical effect on the system as other
defects, treating it as such in this work provides a much
more convenient way of comparing and presenting the
results.

B. Band alignment based correction of LDA results

One of the most efficient and at the same time compu-
tationally inexpensive methods of correcting the LDA re-
sults of charge-state transition levels (and, consequently,
formation energies) is the band alignment correction fam-
ily of methods [39H45]. In these methods, a common
reference for the charge-state transition levels is estab-
lished and allows one to align the band edges between the
semilocal/local and hybrid functional calculations. Over
the years, a number of different approaches have been
used: Ref. [39] used local ionic potential as a reference,
Ref. [41] used a deep 2s atomic level, Ref. [40] utilized
slab calculations to allow the use of vacuum as a refer-
ence, and Refs. [42H45] used the average electrostatic po-
tential. In this work, we adopt the last approach, where
the alignment is obtained from the average electrostatic
potential. The main advantage of this method is its sim-
plicity and the requirement of only one HSE calculation
on the primitive unit cell of the undefected system, ef-
fectively making the correction quick and easy to apply.
Although the band gaps calculated within LDA or GGA
and HSE differ significantly, the geometry of the primi-
tive unit cell calculated within LDA or GGA and HSE
are often similar, which is also true in the case of ma-
terials studied in this work. Therefore, we assume that
the structural differences have negligibly small impact on
the electronic densities which is necessary for the method

doi.org/10.1103/PhysRevMaterials.5.124601

to succeed [42]. This allows for the method to be used
on fully self-consistent LDA or GGA calculations and
validated against independent fully self-consistent HSE
results. In practice, in this work, the band alignment
is obtained by first calculating the electronic structure
and electrostatic potential of the pure material with both
LDA and HSE, and then calculating the difference be-
tween the averaged electrostatic potentials (band align-
ment shift, Espir¢). The value is then added to the LDA
charge state transition levels (the band edges are aligned
according to the average electrostatic potentials). This
results in a constant shift of those levels on the energy
scale.

Egorr = Ed + Eshift (5)
where E? is the LDA defect level. It is worth noting
that the underestimated value of the LDA band gap is
also corrected in this method and the systems are ana-
lyzed and interpreted within the correct, and appropri-
ately aligned, HSE band gap. After the alignment the
defect levels are referenced to the VBM of the corrected
band gap. A shift of a charge-state transition level, i.e.
the intersection of two Ef(Er) (Eq.[3) lines associated
with two charge states, may be interpreted as shifts of the
EJ/(Er = 0) formation energy levels of those two charge
states. Therefore, correction associated with the band
alignment shift of the defect levels can be projected onto
the formation energies, resulting in a charge-dependent
correction of the E/(Ep = 0) formation energies.

Elory[X7) = BI X + ¢Bopigs (6)

There is, however, a fundamental limitation of this ap-
proach to obtaining corrected formation energies. The
projection of band alignment correction on the formation
energies is charge dependent and, therefore, provides no
correction for charge ¢ = 0. Although the band align-
ment projection does significantly improve the accuracy
of the formation energies as can be seen by comparing
Figs. [3| a) and d), there is still a clear but consistent
underestimation, associated with the inability of the cor-
rection to affect ¢ = 0 formation energies.

C. First principles calculations

Calculations were performed using density-functional
theory [69] as implemented in the VASP code [70, [71], and
with plane-augmented wave (PAW) potentials [72] with
s2pl and s2p3 valence electron configuration for group
IIT and V atoms respectively, with the exception of Bi
atoms where, due to its large size, d electrons were addi-
tionally included. A 64 atom supercell was used, which is
a 2x 2x 2 multiplication of a conventional zincblende unit
cell. Convergence studies on GaAsBi [47] have shown
that for a —3 charge state this choice of supercell, when
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used in conjunction with the FNV electrostatic correc-
tion scheme, leads to an error in formation energies of
up to 0.16 eV when compared to a large, 512 atom unit
cell. For defect levels, additional tests we performed here
led to an estimated error of using 64 atom unit cells not
exceeding 0.16 eV (See Fig. S16, where a convergence of
defect levels with respect to unit cell size for v4, in GaAs
for charge states ranging from 0 to —4 is presented). It is
important to notice that very few defects for the systems
studied here are stable in charge states higher than 4+ —3
(less than 5%), and the majority of stable states are in the
+2 range. Considering the computational cost required
for the large number of calculations and the HSE hybrid
functional [73], which has been used for both the geome-
try optimization and the total energy calculations, the 64
atom unit cell has been chosen as a compromise between
computational cost and accuracy. In addition, the use
of 64 atom unit cell allowed for consistency in the addi-
tional verification on CdX systems from Ref. [46], which
were obtained on 64 atom supercells as well. The internal
atomic degrees of freedom were optimized for each defect
and each charge state to allow the possibility of differ-
ent relaxations, including Jahn-Teller distortions. The
use of the HSE functional was deemed necessary for a
number of reasons: first, to reproduce the intricate elec-
tron density of charged structures as accurately as possi-
ble, second, to get an accurate value of the total energy,
and finally to provide a correct description of the band
structure and the band gap value in particular. The «
in the HSE was used as a free parameter to fine-tune
the obtained value of the band gap for pure parent GaP,
GaAs and GaSb compounds, where slight adjustments
provided an excellent agreement of band gaps and lat-
tice parameters with those of 0K experimental values.
The values of the o parameter used for each material to-
gether with the resulting band gaps, lattice parameters
and Egp;p values used in Egs. @& and [6] have been
summarized in supplementary Table All defect calcu-
lations were performed with the optimized « values for
each material. Convergence studies and assessment of
the required computational resources resulted in a choice
of 2 x 2 x 2 Monkhorst-Pack mesh [74]. An energy cut-
off of 350 eV (1.35 times the recommended value in the
POTCAR of the hardest atom) was used, and the to-
tal energy within each SCF cycle was converged to 0.1
meV. The optimization procedure was carried out until
none of the forces exceeded 0.005 eV /A. Due to the large
mass of Bi and in order to properly reproduce the band
structure (the band gap in particular), all calculations
were performed with spin-orbit coupling included. It has
been shown that the inclusion of spin-orbit coupling has
significant influence on the electronic structure as well
as on formation energies [47] in GaAs:Bi and the same
is expected for other systems studied here. In all cases,
the magnetic moments were optimized from initial values
of my = my = m, = 1 Bohr magneton per atom with
the assumption that the most stable spin state would be
found through optimization. Due to the large scale of the
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study it was not feasible to explicitly study all possible
spin states for all defects, however, since the typical spin
polarization energies for similar systems (specifically, va-
cancies in other similar III-V systems), of present at all,
are in the order of tens of meV [75], the error would be
negligible.

The shortcoming of the periodic approach to charged
defect calculations, specifically, the problem of the elec-
trostatic interaction between the artificially high concen-
tration of defects created by the periodic images of the
defects [76], was overcome by the use of the Freydsoldt
(FNV) method [67, [68]. The correction was calculated
via the alignment of the local potentials of defected and
pure structures with the use of the sxdefectalign code,
an add-on to the SPXInX repository. To keep the results
consistent throughout the large number of cases studied,
the alignment region of the potential was kept consistent
throughout all the structures and types of defects. The
region was chosen as 30% of the area of the potential
in the middle between the periodic images of the defect,
from which an average value was calculated and used
in the alignment procedure. Dielectric constants are re-
quired for proper description of screening properties in
the determination of the electrostatic correction. Out
of convenience and due to their wide availability for a
large number of semiconductor materials, experimental
values of dielectric constants were used. Those values
were taken from Ref. [77]. For unknown systems, how-
ever, our tests have shown an LDA-calculated dielectric
constants should yield satisfactory results of the electro-
static correction, with the difference between the energy
correction calculated with experimental and LDA dielec-
tric constant not exceeding 10% for a +/-1 charge. The
chemical potentials have been calculated for each element
as a total energy per atom in their corresponding lowest
energy crystal structures, i.e. Cmca for Ga, I4/mmm for
In, and R3m for all group V elements except phosphorus,
which according to both our calculations and Ref. [7§]
has an equilibrium structure of P2/c. The calculation
parameters for chemical potentials were kept consistent
with the parameters for calculation of formation energies.
In the case of HSE, « values corresponding to that used
for the host material were used for calculation of chemical
potentials. This was done in order to stay consistent and
take advantage of potential error cancellation. Although
hybrid functionals are not necessarily the most accurate
for calculating cohesive energy of metals, they still tend
to perform well [73]. The obtained chemical potentials
were used in the calculation of defect formation energies,
which have been evaluated in IIl-rich and V-rich condi-
tions (upper and lower bounds). For III-rich conditions,
1V was obtained with the use of the DF'T values of puI11
and p(I11-V) and for V-rich, uIIT was calculated respec-
tively with the DFT values of ¢V and u(IT7I1-V), in both
cases utilizing the relation pIIT + puV = p(I1I-V). In-
termediate conditions correspond to chemical potentials
calculated as an average between III- and V-rich values.
Values of all used chemical potentials can be found in
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VIBl

The post-processing of the results of formation energies
to obtain binding energies and defect levels from the DFT
results and band alignment and modified band align-
ment approaches was performed with self-written python
codes. See Sec. [VIBI for information about the obtained
data.

D. Machine learning models

The machine learning models were built and vali-
dated with the M Aterials Simulation Toolkit for Machine
Learning MAST-ML utility [79], which uses numerical pro-
cedures as implemented in scikit-learn [80].

E. Appendix: Definitions of statistical quantities

ME — Z?:l Yi — T4
n

MAE — Z?:l |yi - Iz‘|

true positives
Prec

= true positives + true negatives

true positives

Rcl =

true positives + false negatives

2 - Prec - Rel
Fl= ————
Prec + Rel

RZ—1_ 211:1 (yi — xi)Q

Z?:l (zi — j)2

where y; are the corrected values and x; are the refer-
ence HSE results.
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VI. ADDITIONAL INFORMATION
A. Supplementary Material

Due to the large number of calculations, many figures
and tables would not fit into the paper and are all gath-
ered in a supplementary material document published
along with this paper on the publisher website.

B. Data Availability

All datasheets containing results supporting the
findings of this study (formation energies, change
state transition levels) are available on figshare [81]:
[https://doi.org/10.6084/m9.figshare.12478700} Raw
data (input and output files), excluding POTCARs due
to VASP license restrictions, are also included together
with the code that allows to postprocess it in order to
obtain the results presented in the paper.

C. Code Availability

The DFT calculations have been performed using
VASP (v5.4.4) [10, [7I], the electrostatic correc-
tion has been calculated using the sxdefectalign
(v2.2) [67] which is available directly from the au-
thors at: https://sxrepo.mpie.de/projects/sphinx-
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TABLE SI. The parameters obtained and used in calculations with the a parameters fitted to reproduce the experimental band
gap used in the HSE calculations, together with the resultant band gaps (E,) and Egp,f: values used in Egs. and[6] The
experimental values are taken from [I. Vurgaftman, J. R. Meyer, and L. R. Ram-Mohan, Band parameters for III-V compound
semiconductors and their alloys, Journal of Applied Physics 89, 5815(2001)].

AlP AlAs AISb
This work This work This work
HSE HSE TSE
a=0.337| FPA |BXP1 g gap| DDA EXD g ogs| LDA - Exp.
Eshige = 0.658 eV Eonige = 0.623 ¢V Eonipe = 0414 6V

Ey (eV)| 2.52 1.40 |2.52] 2.24 1.22 |2.24] 1.70 0.90 |1.70
ao (A) 5.46 5.44 |547| 5.67 5.64 |5.67| 6.13 6.12 |6.14

GaP GaAs GaSb
This work This work This work
HSE HSE HSE
a=0.281| FPA |EXPI g 30p| DA EXD (g o7g| LDA - Exp.
Banige = 0.677 eV Eonige = 0.643 eV Eonige = 0.494 oV

Ey (eV)| 235 141 |2.35] 1.52 0.39 |[1.52]| 0.81 -0.12 |0.81
ao (A) 5.45 543 |545| 5.65 5.63 |5.65| 6.09 6.07 ]6.10

InP InAs InSb
This work This work This work
HSE Exp.| HSE Exp.| HSE Exp.
a=0.274 LDA a=0.289 LDA a=0.265 LDA
Espige = 0.527 eV Espige = 0.507 eV Espipe = 0.433 eV

Ey (eV)| 1.42 0.50 [1.42] 0.42 -0.37 ]042] 0.24 -0.54 ]0.24
ao (A) 5.91 5.88 |5.87| 6.09 6.06 |6.06| 6.51 6.47 16.48
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FIG. S1. Defect formation energies in Al-V:Bi materials in V-rich conditions. AlP:Bi, AlAs:Bi and AlSb:Bi are presented in
columns 1, 2 and 3, respectively. First row corresponds to point defects, second to nearest neighbor pairs, third to second-
nearest neighbor defects including Bi, and fourth to the remaining second-nearest-neighbor defects.
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FIG. S3. Defect formation energies in In-V:Bi materials in V-rich conditions. InP:Bi, InAs:Bi and InSb:Bi are presented in
columns 1, 2 and 3, respectively. First row corresponds to point defects, second to nearest neighbor pairs, third to second-
nearest neighbor defects including Bi, and fourth to the remaining second-nearest-neighbor defects.
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FIG. S4. Defect formation energies in Al-V:Bi materials in intermediate conditions. AIP:Bi, AlAs:Bi and AlSb:Bi are presented
in columns 1, 2 and 3, respectively. First row corresponds to point defects, second to nearest neighbor pairs, third to second-
nearest neighbor defects including Bi, and fourth to the remaining second-nearest-neighbor defects.
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FIG. S5. Defect formation energies in Ga-V:Bi materials in intermediate conditions.
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GaP:Bi, GaAs:Bi and GaSb:Bi are

presented in columns 1, 2 and 3, respectively. First row corresponds to point defects, second to nearest neighbor pairs, third
to second-nearest neighbor defects including Bi, and fourth to the remaining second-nearest-neighbor defects.
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FIG. S6. Defect formation energies in In-V:Bi materials in intermediate conditions. InP:Bi, InAs:Bi and InSb:Bi are presented
in columns 1, 2 and 3, respectively. First row corresponds to point defects, second to nearest neighbor pairs, third to second-
nearest neighbor defects including Bi, and fourth to the remaining second-nearest-neighbor defects.
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FIG. S7. Defect formation energies in Al-V:Bi materials in III-rich conditions. AlP:Bi, AlAs:Bi and AlSb:Bi are presented in
columns 1, 2 and 3, respectively. First row corresponds to point defects, second to nearest neighbor pairs, third to second-
nearest neighbor defects including Bi, and fourth to the remaining second-nearest-neighbor defects.
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FIG. S8. Defect formation energies in Ga-V:Bi materials in III-rich conditions. GaP:Bi, GaAs:Bi and GaSb:Bi are presented
in columns 1, 2 and 3, respectively. First row corresponds to point defects, second to nearest neighbor pairs, third to second-
nearest neighbor defects including Bi, and fourth to the remaining second-nearest-neighbor defects.
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FIG. S9. Defect formation energies in In-V:Bi materials in IIl-rich conditions. InP:Bi, InAs:Bi and InSb:Bi are presented
columns 1, 2 and 3, respectively. First row corresponds to point defects, second to nearest neighbor pairs, third to second-
nearest neighbor defects including Bi, and fourth to the remaining second-nearest-neighbor defects.
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FIG. S10. Accuracy comparison of different approaches with hybrid functional (HSE) formation energies (all charge states,
stable and unstable) on Ga-V:Bi dataset. Panels a), b) and c¢) show pure LDA, band alignment (BA) correction, and modified
band alignment (MBA) correction, respectively. Red, blue and green points correspond to defects in GaP:Bi, GaAs:Bi, and
GaSh:Bi respectively.
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FIG. S12. Accuracy comparison of different approaches with hybrid functional (HSE) formation energies (all charge states,
stable and unstable) on CdX (X=S,Se,Te) dataset taken from Ref. [46] (A. Mannodi-Kanakkithodi et al., npj Comput.
Mater. 6, 39 (2020), https://doi.org/10.1038/s41524-020-0296-7). First, second and third column represent LDA, band align-
ment (BA) correction, and modified band alignment (MBA) correction, respectively. First, second and third row represent
different subsets of the data. Red, blue and green points correspond to defects in CdS, CdSe and CdTe, respectively. Grey and
yellow are CdSSe and CdSeTe alloys.
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FIG. S13. Parity plots of machine learning predictions vs. hybrid functional (HSE) results on Ga-V:Bi defect dataset. Panels
a), b) and c¢) show formation energies of stable defects (precision and recall pertain to whether a defect in a certain charge
state is predicted to be stable), charge-state transition levels (precision and recall pertain to whether a charge-transition is
properly predicted inside the band gap), and binding energies (precision and recall pertain to whether a binding energy is
properly predicted as positive or negative). Red, blue and green points correspond to defects in GaP:Bi, GaAs:Bi, and GaSb:Bi
respectively.
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FIG. S14. Validation of the correction methods for datasets reported in Ref. [39] (panels a), ¢) and e)) and Ref. [40] (panels
b), d) and f)). First row: baseline GGA vs. HSE, second row: band alignment (BA) correction, third row: modified band
alignment (MBA) correction. First column: data from Ref. [39], second column: data from Ref. [40]. Red, blue, green, grey
and pink points correspond to defects in Si, SiC, HfO2, HfO2 and GaN respectively
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