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Predicting Effects of Site-Directed Mutagenesis on Enzyme Kinetics by QM/MM and QM
Calculations: A Case of Glutamate Carboxypeptidase 11
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ABSTRACT. Quantum and molecular mechanics (QM/MM) and QM-only (cluster model) modeling techniques
represent the two workhorses in mechanistic understanding of enzyme catalysis. One of the stringent tests for QM/
MM and/or QM approaches is to provide quantitative answers to real-world biochemical questions, such as the
effect of single-point mutations on enzyme kinetics . This translates
into predicting the relative activation energies to 1-2 kcal.mol' accuracy. Herein, we employ glutamate
carboxypeptidase II (GCPII), a dizinc metallopeptidase, as a model system. Its reaction mechanism is quite
understood: the reaction coordinate comprises ‘tetrahedral intermediate’ and two transition states and experimental
activation Gibbs free energies of ~17.5 kcal.mol' can be inferred for the known k., = 1 s'. We correlate
experimental kinetic data (including E424H variant, newly characterized in this work) for various GCPII mutants
(ke = 8.6:107 571 - 2.7 ") with the energy profiles calculated by QM/MM and QM-only (cluster model) approaches.
We show that the near-quantitative agreement between the experimental values and the calculated activation
energies (AH*) can be obtained and recommend the combination of the two protocols: QM/MM optimized structures
and cluster model (QM) energetics. The trend in relative activation energies is mostly independent of the QM
method (DFT functional) used. Last but not least, a satisfactory correlation between experimental and theoretical
data allows us to provide qualitative and fairly simple explanations of the observed kinetic effects which are thus
based on a rigorous footing.

1. Introduction (see, e.g., refs. 2 for selected examples from various

Computer modeling of enzyme catalysis ~ research groups). The last critical and exhaustive

has become an integral part of biochemical research.'~
Over more than two decades of methods development,
supported by the available (and growing) computer
power, there is ample expertise to characterize in detail
reaction coordinates of most of (metallo)enzymes.*"
With due respect to the semiempirical quantum
chemical methods (exemplified by the empirical
valence bond approach, EVB)" and force-field
methods, the progress has been mostly made by
employing quantum mechanics (QM). QM methods are
used either as standalone (sometimes denoted ‘cluster
modeling’, where a cluster is mostly equivalent to
enzyme’s active site)”'*?' or in combination with
molecular mechanical methods (MM), either in a more
static approach: QM/MM'*"® or including dynamics
(QM/MM MD). 6172

To date, reaction mechanisms were described for
several hundreds, if not thousands of (metallo)enzymes

survey has been made by Senn and Thiel* whereas the
very recent commentary of Cui et al.*® discusses
remaining burning issues in the QM/MM field. It has
been argued that accuracy on the order of 5 kcal.mol™
in calculated activation (free) energies still enables one
to elucidate the correct reaction coordinate for a
particular enzyme.* Somewhat more practical test for
the validity and computational robustness of a
particular reaction mechanism, although scarcely done,
is the effect of single-point mutations on the enzymes
kinetics.

This requires accuracy in computed relative
activation energies in the order of ~1-2 kcal.mol"
(corresponding to a roughly one order of magnitude in
experimental k). Considering subtleties of
“computational enzymology”, such as conformational
freedom within an enzyme-substrate complex that adds



to the inherent inaccuracy of the QM or QM/MM
methods, this goal seems rather challenging.®446

In our opinion, a well-established general protocol
for handling these intricate issues is still missing.

Ongoing discussions are mostly trying to contrast (or
appease) two most commonly used models: cluster
model (QM-only approach) or/and/vs.
QM/MM 71012161942 At the same time, more advanced

Scheme 1. wt-GCPII reaction mechanism, inferred from QM/MM modeling, X-ray crystallography, and site-
directed mutagenesis. Note that the reaction mechanism was established in ref. *, whereas the distances are

corrected based on our calculations.

Figure 1. Schematic view of the wt-GCPII active site.

approaches to compute free energy changes along the
reaction coordinate more rigorously, such as QM/MM
free-energy perturbation methods (QM/MM-FEP), are
advocated for.* In our opinion, huge computational
demands make the FEP-based QM methods somewhat
impractical, and perhaps not always necessary for

obtaining fairly reliable contours and energy profiles of
enzymatic reactions.

In this work, we want to add few arguments into the
methodological discussions, by employing well-
calibrated model of the prototypic, but in many aspects
non-trivial, metalloenzyme, dizinc glutamate
carboxypeptidase II (GCPII).

Human glutamate carboxypeptidase II (GCPII; E.C.
3.4.17.21) is a dinuclear zinc-dependent peptidase that
catalyzes, inter alia, the hydrolysis of N-acetyl-L-
aspartyl-L-glutamate (NAAG) to N-acetyl aspartate
(NAA) and glutamate.’' GCPII is expressed in various
tissues of the human body, including the prostate,
nervous system, small intestine, and kidney.’*> The
overexpression of GCPII in the neovasculature of a
variety of solid tumors and malignant prostate tissue
makes GCPII the prime target in imaging, diagnosis,
and treatment of a majority of solid cancers.>

The active site of human GCPII contains two Zn**
ions that are indispensable for its hydrolytic function,
and play both functional and structural roles. The
catalytic Znl, coordinated by the side chains of H553,
E425, and bridging D387, polarizes the carbonyl group
of the NAAG peptide bond and stabilizes the anionic
tetrahedral intermediate in the reaction mechanism
(Scheme 1). The co-catalytic Zn2 (coordinated by



H377, D453, and bridging D387) plays a role in the
substrate binding and assists in the orientation of the
hydroxide nucleophile and stabilization of the transition
state (Scheme 1).°*% The GCPII substrate-binding
pocket comprises two differentiable sites — S1° and
S1.** The amphipathic S1° site is optimized for
glutamate binding by fixating the a-carboxylate group
through a salt bridge with the R210 side chain, and
hydrogen bonds to Y552 and Y700 side chains; and y-
carboxylate by hydrogen bonds to N257 and K699
(Figure 1).” The S1 site has a funnel-shaped
architecture with a characteristic polar ‘arginine patch’
region near the Zn2 active site (R534, R536, and R463)
that is responsible for specificity towards acidic
residues at the P1 position of substrates. Previously, the
arginine patch was also proposed to draw the resulting
product of the hydrolysis (NAA) from the active site
into the exit channel as a part of the completion of the
GCPII catalytic cycle.*®

The wild-type GCPII (wt-GCPII) exhibits a strong
preference for the NAAG binding and hydrolysis with
reported K, = 1.15 uM and k., = 1.1 s respectively’
and single amino acid substitutions in the S1’ and S1
sites typically resulted in the decreased catalytic
efficiency of the mutants. Past mutagenesis studies
revealed the role of each of the targeted residues in the
protein stability, substrate binding, and/or reaction
mechanism. For example, the E424A mutation
abolished GCPII enzymatic activity, which is in line
with E424 role as a proton shuttle required for NAAG
activation and regeneration of the catalytic cycle. R210
in the S1° pocket has been shown to be a critical residue
affecting both the substrate binding affinity and the
catalytic cycle as it directly interacts with the a-
carboxylate of the NAAG glutamate moiety and helps
in positioning the Y552 residue side chain. The Y552
is, in turn, crucial for the stabilization of the transition
state, and both Y552 and Y700 hydroxyl groups are
required for the polarization of the NAAG scissile
peptide bond carbonyl group, increasing its
electrophilicity for the OH™ attack. As an example of
non-polar (hydrophobic) interactions between GCPII
and NAAG, the side chains of F209 and L1428 are
particularly important for substrate binding in the S1’
site. Finally, by mutating residues in the S1 pocket, it
has been demonstrated that the S1 architecture is
responsible for GCPII specificity toward glutamate and
aspartate functionalities in the P1 position of the N-
acetylated substrates.**%

Herein, we used the kinetic data from several
mutagenetic experiments (carried out previously) to
assess the applicability and limits of the multiscale
modeling techniques to accurately describe the subtle

effects of single-point mutations on the turnover
number (k). More specifically, on a precisely defined
model, we want to define and discuss key parameters of
the QM and QM/MM modeling techniques that should
be considered in calculations. Last but not least, by
presenting new experimental data (E424H mutation
which was suggested by calculations), we give an
example of how the experiment and theory might work
synergistically to advance our understanding of
biomolecular systems.

2. Computational Details

2.1. Protein setup. The computational protocols and
the general QM/MM setup that was previously
successfully applied in mechanistic and structural
studies of wt-GCPII’>%"® have been employed in this
work. This also concerns the initial protein structure
used in the modeling (the full structures are deposited
in the supporting information, in the PDB format). The
model structure is the fully optimized all-atom
QM/MM model®"® originating in the 1.71 A resolution
X-ray structure of the E424A mutant with the NAAG
ligand (PDB code 3BXM). This included addition of a
few missing residues in the 3BXM crystal structure,
added solvation sphere of ~12,700 water molecules
(radius of 50 A from the center of the protein), and two
Na* ions to neutralize the overall charge of the protein.
Apart from utilizing the previous (non-trivial) protein
preparation and equilibration,®® we believe that the
adopted approach also warrants the reliable and
experimentally consistent position of the ligand in the
active site. The quantum system of wt-GCPII
comprised 324 atoms (i.e., side chains or backbone
atoms of the following residues: F209, R210, N257,
H377, D387, E424, E425, 1428, N451, D453, S517,
G518, N519, D520, F521, R534, R536, Y552, H553,
R580, K699, Y700, Zn ions, hydroxide, chloride ion,
and 10 water molecules) whereas the part of the protein
that was allowed to relax in the QM/MM calculations
comprised additional 28 residues and 9 water molecules
in the vicinity of the QM system (i.e., any residue/water
with an atom with R < 2.0 A from any atom of the QM
region was included as a whole). This definition of the
QM system warrants that all residues subjected to
mutagenesis were included in optimization, allowing to
keep the same distribution of residues between
individual QM/MM regions and study all effects of
mutagenesis quantum mechanically (i.e., from the first
principles). Different GCPII variants were prepared by



a direct replacement of the residues in the reactant
complex (RC) of wt-GCPII followed by QM/MM
optimization. In some cases, this required addition of
water molecules in the void space generated by the
mutations (Table 1).

Table 1. Sizes and differences in QM systems used for
the studied mutants in QM/MM calculations.

ag)lr\l/[qs QM charge added waters
wt-GCPII 324 0 -
E424A 321 0 1
E424H 326 1 0
R210A 322 -1 3
R210K 322 0 0
Y5521 325 0 1
Y700F 323 0 0
F209W 329 0 0

2.2. QM/MM and QM Calculations. The ComQum
software was used for all QM/MM calculations. A
detailed description of the contributions to the total
QM/MM energy is summarized in the Computational
Details section in the Supporting Information, while
more technical details can be found in refs. 64—67. In
brief, the ComQum package combines Turbomole and
Amber programs for the QM/MM optimizations. It
implements electrostatic embedding, the hydrogen link-
atom scheme, and a microiterative approach; i.e., the
MM system is fully relaxed after each optimization step
in the QM region. The total (QM/MM) energy is then
calculated as:

Eovmmv = EQM-pchg + Eyvvios — Evmis

where Equpene corresponds to the QM energy of System
1 embedded in a set of point charges of the Systems 2
and 3 (MM part; the self-interaction of point charges
not included in the Eqymm term), Eymis is the MM
energy of the entire system (MM charges of the System
1 zeroed), and Eyyy is the MM energy of System 1,
again with the MM charges of the System 1 zeroed.
Note that MM part thus formally consists of Systems 2
and 3, which are (energetically) treated on the same
footing. However, System 3 atoms (outer part of the
protein) are fixed at their original crystallographic
positions.

All DFT calculations (QM region) were performed
using the Turbomole 6.6 program.® Geometry
optimizations were carried out using the TPSS
functional® with the def2-SV(P) basis set,” including
the empirical zero-damping dispersion correction

(D3),”" and expedited by the RI-J approximation.” The
transition states were obtained as one- or two-
dimensional scans of QM/MM potential energy
surfaces (PESs). In the first transition state structure,
this required a simultaneous variation of the distance
between (i) Zn-bound hydroxide nucleophile and the
peptide-bond carbonyl of the NAAG substrate, and (ii)
hydrogen atom of the protonated-E424 carboxyl group
and the NAAG amide nitrogen. In the second transition
state, the variation of the peptide bond C—N distance
was coupled with the hydrogen atom transfer from
E424 shuttle to the emerging amine functional group
(cf. reaction mechanism in Scheme 1). The MM
calculations were performed employing the Amber
ff14SB force field.”

For the QM(TPSS-D3/def2-SV(P))/MM equilibrium
geometries, the single-point energies were evaluated
with TPSS,® TPSSh,*7* and B3LYP” methods and the
def2-TZVP basis set (i) embedded in the set of point
charges from the MM region to obtain more accurate
Eompene term above, and (ii) in the homogeneous
environment represented by the conductor-like
screening model (COSMO)™ with dielectric constant &
= 4 to evaluate approach analogous to the one adopted
in cluster modeling. We consider the QM/MM
optimized geometries as the more naturally ‘restrained’
model as compared to the standard cluster model
approach which requires fixing some of the active-site
atomic coordinates at the crystal structure positions.

2.3 Kinetic model. The experimental free energy of
activation (AG*,,) for each GCPII variant was
calculated from the measured rate constants (k) using
the Eyring equation:
kB_T 4}{ g“"'

h

In the calculations, the reaction is approached by the

kcat =

ki
kinetic model: RC k: Ik P C , under steady-state

approximation (where RC, IM, and PC stand for
reactant complex, intermediate, and product complex).
The steady-state conditions assume the intermediate
concentration is low and constant during the course of
the reaction. This is achieved in the GCPII due to the
relatively high energy of the IM, so that k., + k, >> k.

Under steady-state approximation:

D)k ke (k #+i)[31=0
k,[RC]
5= %,



d[PC]  kik,
di "~k +k,

The k, k. k, were calculated from the energies of TSI,
IM and TS2 and substituted into Eq. (4) to estimate the
calculated k., and AH'y, using the Eyring equation.
Note that AH*,, obtained from the kinetic model is
equivalent to the energy of the higher reaction barrier
(TS1 or TS2), unless the two barriers are very close in
energy.

[RC]=k,,[RC]

3. Experimental
3.1 Cloning and purification of GCPII mutants

Plasmids encoding GCPII mutants were generated
by the standard QuikChange site-directed mutagenesis
approach. For the GCPII(E424H) and GCPII(F209W)
mutants, plasmids encoding wt-GCPII flanked by the
N-terminal ~ Strep-I and Avi purification tag,
respectively, were used as templates.”””® The identity of
the resulting mutants were verified by Sanger DNA
sequencing. Expression and purification of the mutants
were carried out according to the protocol reported for
the wild-type proteins.”””® Briefly, the mutants were
heterologously overexpressed in Schneider’s S2 cells
and purified to homogeneity by Strep-Tactin
(GCPII(E424H)) or Streptavidin Mutein
(GCPII(F209W)) affinity chromatography, followed by
size-exclusion chromatography. The final protein
preparation was >95% pure as determined by reducing
SDS-PAGE.

3.2. Kinetic measurements

The enzymatic activity of GCPII(E424H) (and wt-
GCPII as a control) was determined using a protocol
described in ref.” with *H-labeled N-acetyl aspartyl
glutamate (3H-NAAG) as a substrate. The enzymes
were preincubated in reaction buffer (50 mM Bis-Tris,
150 mM NaCl, 0.001% E,,Cg, pH 7.5) in a total volume
of 80 ul at 37 °C for 15 min. For the GCPII(F209W)
mutant (and wt-GCPII as a control), 25 mM Tris-HCI,
0.1 % Triton X-100, pH 7.5, was used as the assay
buffer. The reaction was initiated by the addition of 40
ul of a mixture of 10 uM NAAG and 50 nM *H-NAAG
(49.1 Ci/mmol in 20 mM Tris buffer, Perkin Elmer) to a
total reaction volume of 120 ul. After 240 min, the
reaction was terminated by the addition of 120 ul of
200 mM potassium phosphate, 50 mM EDTA, 2 mM §-
mercaptoethanol, pH 7.4. The released glutamate was
separated from the reaction mixture by ion-exchange
chromatography and quantified by liquid scintillation.
Kinetic parameters for remaining mutants (and a
control wild-type reaction) were taken from ref. *.

4. Results

4.1. Influence of single-point mutations on GCPII
kinetics: Experimental data. To determine kinetic
parameters for wt-GCPII and its mutants, we expressed
the GCPII variants in insect S2 cells and purified them
to homogeneity using the combination of affinity and
size exclusion chromatography.””® The purified
proteins were then used to determine their catalytic rate
constants using NAAG as a substrate (Table 2).

Table 2. Catalytic rate constants of GCPII variants with
NAAG as a substrate.

Mutant kea (51 wt/mut
Wild type™>* 0.65 22 1
E424A, E424M* N.D. N.D.
E424S8*¢ <10° >100,000
E424H* 8.6x10° £ 0.2x10° 7,325
F209W* 2.7+£0.2 0.88
R210A* 0.023 £0.001 47.8
R210K* 0.130 £0.020 8.5
Y5521* 0.014 £ 0.001 78.6
Y700F* 0.075 £0.003 14.7

N.D. — activity below the detection limit of the assay

* - values from ref. ¥

$# _ ke values of corresponding wt-GCPII were determined to be 2.2
+ 0.2° and 0.63 + 0.08" likely reflecting the different composition of
the assay buffers

©E424S — activity not measurable using biochemical assays but can
be inferred from X-ray structures where hydrolyzed product
(glutamate) is observed in the active site. This is in contrast with
crystallographic studies using E424A and E424M, where the intact
substrates are observed.

The (measurable) k., values span the range of
8.6:10° s! to 2.7 s”!, with extremes represented by the
GCPII(E424H) and  GCPII(F209W)  mutants,
respectively. In addition, NAAG-hydrolyzing activities
of mutants of the E424 proton shuttle (E424A, E424M,
and E424S) were below the detection limit of 107 s of
the assay. Our structural data on GCPI/NAAG
complexes further revealed that while E424A and
E424M mutants are completely inactive (we can
observe intact NAAG in the GCPII active site; ref. 50
and unpublished data), the E424S mutant likely retains
a residual hydrolytic activity. This can be inferred from
the fact that glutamate, the NAAG hydrolysis product,
is observed in crystals from GCPII(E424S)/NAAG
droplets (data not shown), reflecting our observations
for the wt-GCPII/NAAG crystallization setups.*

Notwithstanding the fact that the kinetic data were
determined using different constructs, purification



schemes, and reaction conditions in different
laboratories, the comparison of k., values for the wild-
type enzymes (0.65 — 2.2 s™') clearly show surprising
consistency in obtained enzymatic parameters. This
observation gives us confidence that within limits of
experimental variability, our kinetic data are robust and

fairly reproducible, and thus well-suited as
experimental basis for corresponding in silico
calculations.

4.2. Influence of single-point mutations on GCPII
kinetics: QM/MM and QM Calculations.

4.2.1 wt-GCPII

For the wt-GCPII with the large QM/MM active site
(consisting of approximately 320 atoms) presented
herein, we have found a reaction mechanism consistent
with our findings published previously, which is
discussed in detail in the Introduction section.

Specifically, the hydrolytic cleavage of the peptide
bond is accomplished through two transition states and
one intermediate (Figures 2-3). The two transition
states were found to be relatively close in energy, with
the formation of the second transition state (TS2) being
the rate-determining step of the reaction (ca. 5
kcal.mol™ higher in energy; irrespective of the QM
method used in the QM/MM scheme — comparing
TPSS-D3, B3LYP-D3, and TPSSh-D3, with varying
amount of exact exchange). The overall activation
enthalpy, AH* = 29.9 kcal.mol! (QM(B3LYP-D3)/MM
level), appears to be significantly overestimated as
compared to the experiment (k, = 1.1 s,
corresponding to AG%.,, = 17.4 kcal.mol™). This is not
surprising, as such overestimation of the AH* was
previously described in a benchmark study on a smaller
GCPII model system.®  Similarly, non-hybrid
QM(TPSS-D3)/MM yields results with the AH* lowered
by ca. 3 kcal.mol™, still quite high as

Figure 2. Energetic profile of the wt-GCPII reaction mechanism at different levels of theory. Note that energies of
all reaction intermediates are evaluated using the identical QM regions from the QM/MM optimized geometries;
however, the overall energy is composed of different energetic terms. In QM/MM profile (green), the QM energy
obtained at the DFT (TPSS-D3) level is complemented by the MM energy of the ‘System 2’ (see Computational
Details) and the QM-region is embedded in the set of MM point charges. In red, the MM energy of system 2 is
omitted, but the QM-region is affected by the electrostatics from the MM point charges. In black (QM only;
COSMO), all of the components from the MM region are neglected and QM system is calculated in the
homogeneous dielectric continuum with ¢ = 4 at the fixed coordinates from the QM/MM equilibration.



Figure 3. The structure of TS1 and TS2 from the QM/
MM calculations of the wt-GCPII. The E424 residue
possess a dual role in the catalysis. In TS1, the E424
increases the nucleophilicity of the hydroxyl to assist
the attack on the NAAG’s carbonyl. In TS2, the proton
donation by E424 to NAAG’s nitrogen facilitates the
C—N bond cleavage.

compared to the experiment. In ref. 60, various popular
density functionals were calibrated for the in vacuo
peptide bond hydrolysis energetics employing the
reference MP2 and CCSD(T) calculations. We have
demonstrated that TPSS functional with D3 dispersion
correction performed relatively well for the larger
model systems and was in a very good agreement with
the CCSD(T) reference energies. Also, we have
demonstrated a satisfactory convergence of the
calculated barriers with the increasing size of the
quantum system (converged at ~300 atoms). These
initial benchmark calculations led us to select the model
system and the TPSS-D3 method for the study
presented herein. The zero-point vibrational energy
(ZPVE) corrections, obtained from the frequency
calculations on the full QM-model system has relatively
small effect on the TS1 and TS2 energies, cf. Table S1.

We consider such overestimation of activation
energies to originate from the improper description of
the MM part of the QM/MM model system (a standard
hydrogen-link atom approach is used). In particular, we
have observed an imbalance between the energetic
terms originating in the MM point charges acting on the
QM region and the MM energy of the protein outside
the QM region. On one hand, the MM point charges
lead to a destabilization of the IM by as much as ~13
kcal.mol!, along with the increase of AH* (TS1) and
AH* (TS2) by 11 kcal.mol' and 3 kcal.mol”,
respectively. In contrast, such a strong effect of the
point charges is back-corrected by the large energetic
changes in the MM energies, stabilizing the TS1 and
IM by ~ 3 and 5 kcal.mol™ and destabilizing the TS2 by
3 kcal.mol! (¢f Figure 2). Such dramatic changes
originating from the MM construct based on force-field
methods appear to be quite unreliable. We propose that
better energetics might be obtained by using the
QM/MM method for obtaining reliable and realistic
geometries (in the context of the enzyme), but disregard
the MM-originated energetic terms and point charges.
Note that similar approach was advocated for by
Sumner et al., recommending QM/MM methodology
for geometry optimizations with energies evaluated
through the ‘big-QM approach’.®® The presented
approximation can be supported also by the recently
reported relative “near-sightedness” of the electrostatic
interactions and electric fields exerted on the active
sites of enzymes by the rest of the protein
macromolecule.®'

In fact, the QM-only (COSMO; ¢ = 4) energies
evaluated as single-points at the equilibrium QM/MM
geometries (denoted as TPSS-D3//QM/MM)
demonstrate a significantly remedied behavior with
AH*(TS2) = 23.2 kcal.mol”'. The energetic profile is
presented in Figure 2. Note that more advanced
COSMO for real solvents (COSMO-RS) method3*%
was previously suggested to provide better energetics in
enzymatic catalysis, when the enzyme was
approximated with the o profile of octanol.® Herein, we
report that COSMO (e = 4) provides comparable results
as COSMO-RS (octanol) within ~0.5 kcal.mol™! (Table
S2). In addition, for COSMO-RS, the TSI energy is
increased from 15.5 to 16.5 kcal.mol! when the
environment is more polar (hexane — octanol — water),
while the effect on TS2 is opposite going from 23.9 to
21.7 kcal.mol™.

4.2.2 E424 proton shuttle mutations

E424A. The mutation of the E424 proton shuttle to
alanine is associated with the total loss of the GCPII
hydrolytic activity. The E424 is involved, as the proton
shuttle, in both activation steps of the NAAG



hydrolysis (¢f. Figure 3). It both increases the
nucleophilicity of the Zn-bound hydroxyl and stabilizes
the N-terminal ammonium group of the emerging
glutamate product in the course of the NAAG peptide
bond hydrolysis. Therefore, the loss of catalytic activity
is not surprising. Herein, we show that the NAAG
hydrolysis is prevented due to substantially higher TS2
(AH* = 42.6 kcal.mol™! calculated at the TPSS-D3//QM/
MM level), whereas the IM might still be accessible via
a TS1 of AH* = 28.3 kcal.mol (roughly corresponding
to k; in the range of 10® s).

E424H. Consistent with the function of E424 as a
proton shuttle, the E424H variant also exhibits a
significant decrease in the activity. In contrast to the
E424A mutation, the histidine residue can, in principle,
function in the NAAG hydrolysis as the proton shuttle
and thus take over the role of E424 in transferring a
proton from the water/hydroxyl nucleophile to the
NAAG. Qualitatively, two trends are expected to
counterbalance each other: higher pK, (which should
facilitate the second step of the reaction) and different
geometry of the side chain that may presumably
interfere with the reaction mechanism. Computations
suggest that H424 can deprotonate the Zn-bound water
in the reactant complex and generate the activated OH™
nucleophile, analogously to the wild-type E424 residue.
However, the computed activation enthalpy
corresponding to the TSI is 11 kcal.mol™' higher than
that of the wild-type enzyme (and 4.8 kcal.mol™! higher
than the rate-determining TS2 of the wt-GCPII). Note
that TS1 energy is calculated to be 28.0 kcal.mol™ at the
TPSS-D3//QM/MM level of theory. An increase in the
TS1 energy can be attributed to the lower
nucleophilicity of the OH™, because of the missing H-
bonding interaction with the E424, and the
energetically demanding distortion/movement of the
H424 toward the TS1. In other words, while the E424
seems to be optimized to facilitate the NAAG
hydrolysis, the misfit of the H424 in the active site
requires a larger reorganization (energy). Noticeably,
the experimentally observed turnover number (rate
constant) is in accord with the computational
predictions; significantly lower wrt the wt-GCPII.

Interestingly, when the TS1 is overcome, the
reaction can be completed through a low-lying TS2,
only 2.5 kcal.mol! above the energy of the
intermediate. This is in stark contrast with E424A, for
which the high TS2 prohibits the reaction to occur.
However, the TS2 is also the rate-determining step in
the wt-GCPII. The improvement in the second step of
the hydrolysis using the E424H variant can be
attributed to a worse stabilization of the reaction
intermediate and the higher pK, of the H424 (as

compared to E424), which would facilitate the product
formation via easier proton transfer to the glutamate of
the NAAG hydrolysis product.

4.2.3 Mutations of the S1’ pharmacophore pocket
residues

The key role in the stabilization of the ‘tetrahedral
intermediate’ (IM) of the NAAG hydrolysis is
performed by the R210, Y552, and Y700 residues.
Along the course of the reaction, these residues are
utilized to pull NAAG apart by forming a salt bridge
and the hydrogen bond between the NAAG glutamate
a-carboxylate and the guanidinium group of R210 and
the Y700 hydroxyl group, respectively. Furthermore,
there is a hydrogen bond between the NAA fragment
and the hydroxyl group of Y552 (Figure S3) Since the
R210 and Y552 residues are coupled and positioned
next to each other, a mutation of either of them results
in a disruption of the both modes of the NAAG
stabilization. Consistent with this picture, the calculated
energy of the IM is higher for the Y5521, R210A, and
R210K variants (4.5-5.0 kcal.mol' destabilization of
the IM wrt the wt-GCPII) than for Y700F (3.5 kcal.mol
! destabilization of the IM). Similarly, the energy of
TS1 is increased by all of these mutations by ~3.5-6.0
kcal.mol!. The rate-determining TS2 is also
energetically higher as compared to the wt-GCPII by
~1-2 kcal.mol” in R210K and Y552I and by ~4-4.5
kcal.mol™ in R210A and Y700F. This is consistent with
the decrease in the turnover number of these GCPII
variants, ranging from k., = 0.014 s to k., = 0.13 s (¢f.
wt-GCPII k., = 1.1 s).

The F209W mutation leads to a slightly higher
catalytic activity of GCPII than observed in the wild-
type enzyme (AAG'. ~ —0.5 kcal.mol). From the
QM/MM optimizations, no significant changes are
observed along the reaction coordinate. Also, the TPSS-
D3//QM/MM energy profile is almost undistinguishable
from the wt-GCPII, and the energies of the TS1, IM,
and TS2 are within ca. 0.5 kcal.mol”! from wt-GCPIL
The rate-limiting TS2 is 0.5 kcal.mol™ higher in energy,
which is way below the expected error of available
computational methods. Therefore, we cannot conclude
with certainty whether the higher turnover number
originates from the effects directly associated with the
reaction energetics in the active site, or whether some
other (distal) effects take place, such as the
conformational flexibility of the protein, or the subtle
changes in the substrate binding and the dynamics of
the nearby residues not accounted for in our QM/MM
model.

4.3. Methodological Issues.



An extensive QM system consisting of ca. 320
atoms brings multiple advantages, such as the
possibility to discern the effects of single-point
mutations directly on the Zn site within the same level
of theory. This allows us to reveal even minor effects of
how the ‘new’ residues interact with the Zn site and
evaluate the impact of specific mutations along the full
reaction coordinate. In the previous section, we were
thus able to qualitatively discuss the effect of each
mutation to the turnover number from the comparison
of the geometric and electronic differences the
mutations imposed on the substrate, the E424 proton
shuttle, the reacting hydroxyl nucleophile, or both Zn
ions’ coordination spheres.

On the other hand, such a large QM region also
raises several methodological issues that should be
mentioned. Large computational expenses are
associated with evaluating even a single reaction
coordinate (e.g., for the wt-GCPII). Herein, we
compared eight different variants of GCPII (wt-GCPII
and E424A, E424H, R210A, R210K, Y5521, Y700F,
and F209W mutants). This was possible because of the
almost identical reaction mechanism, differing only by
small deviations in the reaction intermediates’
geometries and energies. Still, the completion of the
project required several rounds of optimizations of each
of the reaction intermediates due to the considerable
flexibility of the QM region and the associated
chemical ‘hysteresis’ effect. The forward and backward
reaction was repeated until convergence of the
equilibrium geometry and energy of the intermediates.
The very same flexibility of the QM region also led us
not to include two other initially tested GCPII variants,
namely R534L and R536L. The arginine residues
mutations required another 3 water molecules to be
added to fill the space occupied by the arginines.
However, this greatly added to the system’s complexity
which  became intractable by the QM/MM
methodology. The backward and forward reactions
always provided intermediates with largely reordered
water molecules, thus differing in geometries and
energies. Substantial sampling, by computationally
intensive QTCP or QM/MM-FEP methods might be
required, and that is beyond the scope of our work.

Additionally, the large quantum region has led to
ZPVE corrections (and also entropic corrections via the
standard calculation of the vibrational, rotational, and
translational contributions to the overall partition
function) of different magnitudes based on the
methodology that was used for frequency calculations.
We have tested two approaches: (i) numerical
calculation of frequencies in the QM region embedded
in the MM pointcharges (i.e., direct QM/MM-like

frequency calculations), and (ii) reoptimizing the QM
region in the gas phase, followed by the analytical
harmonic frequency calculations. In these, we have
computed the frequencies on the complete QM systems,
whereas the QM/MM link atoms were fixed at the
crystal positions and excluded from the frequency
analysis by assigning the infinite mass. Besides the
large deviations in energy corrections, both approaches
provided a large number of imaginary frequencies,
mainly originating from the numerical instability of
frequency calculations. Therefore, the transition states
structures were instead confirmed by performing one-
or two-dimensional scans on the potential energy
surfaces. And, the unreliable thermal enthalpic and
entropic contributions to the free energy surface were
neglected in the calculations. Here, we thus rely on
comparing the differences in the reaction coordinates
for various GCPII variants on the AH level.
Considering the reliability of the two approaches, the
first one appears to be more robust, providing the ZPVE
corrections that only rarely exceed the threshold of ~1
kcal.mol™! in the relative TS1 and TS2 energies. While
the latter approach was repeatedly utilized in smaller
model systems, the gas-phase optimization seems to
affect the large QM model significantly, leading to
more notable contributions to the free energies that are
violating the trends observed in the experimental
turnover numbers and this approach is not
recommended.

Finally, we note that different methods (i.e., choice
of the functional or the basis set) might lead to slightly
different conclusions. However, we found that GCPII
system is quite robust wrt the functional selection, and
the shift in energies appears to be systematic between
the different methods. Therefore, the differences (not
absolute values) in the activation enthalpies as
compared in Figure 4 are only slightly affected when
comparing non-hybrid (TPSS) and hybrid (B3LYP,
TPSSh) functionals (cf. Table S3). The selection of a
smaller basis set appears to be more dramatic and leads
to a severe underestimation of the TS1 and IM energy
by ca. 10 kcal mol™ in all of the cases. On the other
hand, the TS2 remains unaffected and is described
within ca. 2 kcal mol™ accuracy (cf. Table S4).

5. Discussion

The primary role of theoretical modeling in
understanding the enzyme catalysis is to elucidate the
reaction mechanism of a particular enzyme that is to
describe the reaction coordinate corresponding to
lowest (free) energy profile. A practical test of a
particular computational methodology is its usefulness



for the ‘real-world’ biochemical problems, such as

influence of

Figure 4. The relative activation energies for the rate determining step of the NAAG hydrolysis computed by the
QM/MM and QM-only (on top of the QM/MM geometries). For all of the cases, the QM-only approach provides
relative AH* that is closer to the value derived from the experimental turnover number. Note that E424A (not shown)
is predicted to be inactive in both computational schemes, which is consistent with the experiment. Raw energetic

data are presented in Table S5.

single-point mutations on enzyme activity

. The ongoing discussion revolves
around comparing (or contrasting) the two most
commonly used approaches: QM/MM and cluster
(QM-only) modeling. While the accuracy of the
former suffers from the (in principle) less accurate
MM part and the QM-MM coupling, the latter will be
always associated with errors related to the
incompleteness of the system (such as flexibility of
the protein framework, which is excluded from
typical cluster model approaches, or long-range
effects from the protein bulk). In this study,
employing GCPII as the test system, we argue that it
is the combination of the two that leads to the most
consistent results. This is in accordance with our
previous QM/MM and QM studies -on protein-ligand
binding and metalloenzymatic reactions
mechanisms.?%%87  The QM/MM optimization
allows to obtain a correct “protein geometry” and in
our opinion also yields a smoother potential energy
surface for the particular enzymatic reaction. On the
contrary, some transition states obtained in cluster
models (QM-only) may suffer from (artificial)
constraints on the QM boundary and may in fact
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disappear within the context of the relaxed protein
surrounding. This can be seen by comparing our
reaction profiles to the similar profiles obtained for
aminopeptidases by Himo and coworkers® which are
characterized by a greater number of transition states.
These are often not relevant for the overall (highest)
activation energies, but unnecessarily complicate the
mechanistic description of the reaction mechanism.

Using the protocol, we show that the agreement
between computed and experimental values of the
activation energies (rate constants) is satisfactory
(semi-quantitative). We mostly predicted
experimental observations to within 1-2 kcal.mol™
accuracy (Figure 4). The absolute values are
somewhat higher, but this has been thoroughly
discussed in Ref. 60 and might be partially attributed
to an overestimation of the activation barriers
computed by the DFT. The only exception has been
the Y700F mutant where the calculations predicted a
decrease in the turnover number approximately by
more than three orders of magnitude whereas
experimentally the reaction is slower by only one
order. For most of the mutants, calculations provided
a plausible hypothesis concerning the origin of the



variations in the observed turnover numbers which
may in general lead to an optimization of the catalytic
efficiency of the particular enzyme, saving a decent
amount of experimental work.

The combined protocol presented herein avoids
all the subtleties of the QM/MM procedure
(mechanical vs. electronic embedding, zeroing, and
‘displacing’ the charges on the atoms neighboring
with the QM region, treating of the junction atoms,
etc.) that may severely hamper the reaction energy
profiles.'*® In contrast, equilibrium geometries are
thought to be satisfactorily predicted using various
QM/MM approaches, and when followed by the
technically = more  straightforward ~ QM-only
calculations, the approach might provide more
reliable reaction energetics. Simultaneously, we must
argue that the results presented herein might not
represent a general setback of the QM/MM
methodology, but might instead be characteristic for
GCPII and other related proteins. We speculated that
the higher (inaccurate) activation energies originate
from the QM region in the field of surrounding point-
charges entering into the QM calculations via one-
electron Hamiltonian. However, this might be
associated with a significant charge surplus in the
active site in GCPII (note that NAAG substrate has a
total charge of -3). In Note S1 in the Supporting
Information, we demonstrate that electrostatic energy
is indeed significantly lower in the RC of wt-GCPII,
overall increasing the energies of TS1 and IM.

6. Conclusions

In this work, we demonstrated the applicability of
the combined QM/MM and QM protocol to
(semi-)quantitatively predict the effect of single-point
mutations in an enzyme (in our case GCPII) on the
rate constant (turnover number, k). We argued that
the former (QM/MM) is recommended for providing
the optimal geometries of the reactant (Michaelis
complex), transition states, intermediates, and
products, whereas the energy profile is preferably
computed by QM-only approach in a dielectric
continuum. Thus, one avoids the inaccuracies in the
MM part and in the QM and MM coupling. Such an
approach might be recommended provided that a
sufficiently large QM system is used (in our case
~320 atoms). In addition to the Zn, active site, and
the second-sphere residues, we have also included all
mutated residues. Once the (semi-)quantitative
agreement between experimental and theoretical
kinetic data has been obtained, a qualitative
explanation (based on the computed numbers) has
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been provided for most of the mutants, and that leads
to a better understanding of the peptide bond
hydrolysis by GCPII. Based on the calculated data
the new E424H mutation was conceived and the
GCPII(E424H)  mutant  was  experimentally
characterized. It not only demonstates the mutually
beneficial coupling between theory and experiment,
but also addresses one of the most important issues in
hydrolytic cleavage: the role of the general acid/base
in the catalytic process. In GCPII, it thus appears that
there is no substitute for the wt E424 residue.
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