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We study a single server queue operating under the shortest remaining
processing time (SRPT) scheduling policy; that is, the server preemptively
serves the job with the shortest remaining processing time first. Since one
needs to keep track of the remaining processing times of all jobs in the sys-
tem in order to describe the evolution, a natural state descriptor for an SRPT
queue is a measure valued process in which the state of the system at a given
time is the finite nonnegative Borel measure on the nonnegative real line that
puts a unit atom at the remaining processing time of each job in system. In
this work we are interested in studying the asymptotic behavior of the suit-
ably scaled measure valued state descriptors for a sequence of SRPT queuing
systems. Gromoll, Kruk and Puha (Stoch. Syst. 1 (2011) 1-16) have studied
this problem under diffusive scaling (time is scaled by r2 and the mass of
the measure normalized by r, where r is a scaling parameter approaching in-
finity). In the setting where the processing time distributions have bounded
support, under suitable conditions, they show that the measure valued state
descriptors converge in distribution to the process that at any given time is
a single atom located at the right edge of the support of the processing time
distribution with the size of the atom fluctuating randomly in time. In the set-
ting where the processing time distributions have unbounded support, under
suitable conditions, they show that the diffusion scaled measure valued state
descriptors converge in distribution to the process that is identically zero. In
Puha (Ann. Appl. Probab. 25 (2015) 3381-3404) for the setting where the
processing time distributions have unbounded support and light tails, a non-
standard scaling of the queue length process is shown to give rise to a form
of state space collapse that results in a nonzero limit.

In the current work we consider the case where processing time distribu-
tions have finite second moments and regularly varying tails. Results of Puha
(Ann. Appl. Probab. 25 (2015) 3381-3404) suggest that the right scaling for
the measure valued process is governed by a parameter ¢” that is given as
a certain inverse function related to the tails of the first moment of the pro-
cessing time distribution. Using this parameter we consider a novel scaling
for the measure valued process in which the time is scaled by a factor of r2,
the mass is scaled by the factor ¢” /r and the space (representing the remain-
ing processing times) is scaled by the factor 1/¢”. We show that the scaled
measure valued process converges in distribution (in the space of paths of
measures). In a sharp contrast to results for bounded support and light tailed
service time distributions, this time there is no state space collapse and the
limiting measures are not concentrated on a single atom. Nevertheless, the
description of the limit is simple and given explicitly in terms of a certain
R4 valued random field which is determined from a single Brownian mo-
tion. Along the way we establish convergence of suitably scaled workload
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and queue length processes. We also show that as the tail of the distribution
of job processing times becomes lighter in an appropriate fashion, the dif-
ference between the limiting queue length process and the limiting workload
process converges to zero, thereby approaching the behavior of state space

collapse.
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1. Introduction. We study a single-server, single-class queue operating under the short-
est remaining processing time (SRPT) service discipline. Jobs arrive to the queue according
to a renewal process. Each such job has associated with it a processing time, which is a ran-
dom variable that represents the amount of time that the server must spend working on this
job to complete its service. The processing times are assumed to be independent and identi-
cally distributed. In an SRPT queue, jobs are served one at a time such that the job with the
shortest remaining processing time is served first. In particular, upon completing the service
of a given job, the server then takes into service the job in system with the shortest remaining
processing time. This is done with preemption so that when a job arrives with a processing
time that is smaller than the remaining processing time of the job in service, the server places
the job in service on hold and begins serving the job that just arrived. Processing is done in a
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nonidling fashion so that the server idles only when the system is empty. While SRPT has a
large memory requirement for implementation since remaining processing times of all jobs in
the queue must be known, it has desirable optimality properties. In particular, it is the service
discipline that minimizes queue length (see Schrage [28] and Smith [31]). Therefore, SRPT
can serve as a performance benchmark (e.g., Chen and Dong [6]). The survey paper [29] by
Schreiber provides a nice discussion of early works concerning SRPT.

One challenge associated with a detailed analysis of SRPT is that, due to the need to keep
track of the remaining processing times of all jobs in the system, the state descriptor for an
SRPT queue is infinite dimensional, even for exponentially distributed processing times. In
order to describe the state of the system, Down, Gromoll and Puha [9, 10] introduce a measure
valued process in which the state of the system at a given time is the finite nonnegative Borel
measure on the nonnegative real line that puts a unit atom at the remaining processing time
of each job in system. Under natural modeling assumptions and asymptotic conditions, they
prove a fluid limit theorem (a functional law of large numbers) for this measure valued state
descriptor. This yields a fluid analog for the response time of jobs in system at time zero
as a function of their remaining processing times at time zero. In the critically loaded case,
the rate at which this fluid analog for the response time grows as time tends to infinity is
seen to be dependent on the tail behavior of the processing time distribution. These results
are consistent with the growth rates obtained in [20] for steady state mean response times
as the traffic intensity increases to one. In follow up work, Kruk [19] proves a fluid limit
theorem for multiclass SRPT queues that includes convergence of the response times to the
expression studied in [9], which justifies it as an approximation. Atar, Biswas, Kaspi and
Ramanan [1] develop more general fluid limits for SRPT and other priority queues with time
varying arrivals and service rates.

In this work, we consider a sequence of SRPT queues indexed by a scaling parameter r
approaching infinity. We are interested in studying the asymptotic behavior of the measure
valued state descriptors for this sequence of SRPT queuing systems under diffusion and other
suitable scalings. This captures the performance deviation of a critically loaded SRPT queue
from the fluid limit by describing the fluctuations. Gromoll, Kruk and Puha [13] provide a
first step in this direction by establishing a diffusion limit theorem (a functional central limit
theorem), for the sequence of measure valued processes. In [13] for the case where the pro-
cessing time distributions have bounded support, it is shown that, with standard diffusive
scaling (time is scaled by 72 and the mass of the measure normalized by r), under natural
modeling assumptions and mild asymptotic and standard heavy traffic conditions, the mass
of the (scaled) measure valued state descriptors in the limit concentrates on a single atom
located at the right edge of the support of the processing time distribution with the size of the
atom fluctuating randomly in time. This is similar in spirit to results for static priority queues
where only the queue associated with the lowest priority class is nonempty in the diffusion
limit (see [5, 34]). The result for the bounded support case suggests that for processing time
distributions with unbounded support, with standard diffusive scaling, one should obtain the
trivial limit of the zero process for the scaled measure valued process. This is indeed true
under suitable conditions as is also shown in [13]. These results are rederived by Kruk [18]
via an alternative argument that leverages diffusion limits for earliest deadline first queues
obtained in Kruk [17]. Although the measure valued processes under the standard diffusion
scaling converge to the zero process, the workload under the diffusive scaling, which is given
as the first moment of the state descriptor measure, does not converge to the zero process.
Indeed, since SRPT is a nonidling service discipline, the diffusion limit for the workload
process (which is independent of the scheduling policy) corresponds to a semi-martingale
reflected Brownian motion (SRBM) [14]. Heuristically the above results say that, for pro-
cessing time distributions with unbounded support, SRPT minimizes the queue length so
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efficiently that, in the diffusion limit, the queue length process is of a smaller order than the
workload process.

This raises the important problem of quantifying the precise difference in orders of the
queue length and workload processes. In [25], Puha studies the case where the the process-
ing time distributions have light tails (rapidly varying with index —oo, e.g., an exponential
distribution) and identifies the key quantity that determines the correct scaling for the queue
length process. This quantity, denoted as ¢” and defined in equation (2.9) here, is given in
terms of a certain inverse function related to the tails of the first moment of the processing
time distribution. Using the scaling factor ¢”, [25] establishes a state space collapse result
that specifies conditions under which

(1.1) (c"Q", W") converges in distribution to (W™, W) as r — oo,

where Q’ and W' are the queue length and workload processes, respectively, of the rth sys-
tem with standard diffusive scaling and W is a certain SRBM on R_. Although [25] does
not consider the convergence of the measure valued state descriptor, the result in (1.1) sug-
gests that with an appropriate scaling, this measure valued process converges in distribution
to a process of Dirac measures at one (with random weights); see Remark 2 for additional
comments on this point.

In this work, we study the setting where the processing times have finite second moments
and regularly varying tails (see (2.1)). Such heavy tailed processing time distributions arise
naturally in various application domains, for example, file transfer models and cloud comput-
ing [7, 21], which motivates us to consider the performance of SRPT in this setting in more
detail. For this, we study the asymptotic behavior of the full measure valued state descriptor
under an appropriate scaling. As in [25] the quantity ¢" is once more central to identifying
the correct scaling. The scaled measure valued process, denoted as Z” (), is defined using
three types of scaling: the time is scaled by a factor of r2, the mass is scaled by the factor
¢" /r and the space (representing the remaining processing times) is scaled by the factor 1/c”;
see (2.11) for a precise definition. One of our main results (Theorem 3) gives convergence of
Z"(+) in distribution, in D([0, 00) : MF) (the space of right continuous functions with left
limits equipped with the usual Skorohod topology, where M F is the space of finite nonneg-
ative measures on R with the topology of weak convergence), to a limit measure valued
process Z().Ina sharp contrast to results for bounded support and light tailed service time
distributions, this time there is no state space collapse and the limiting measures are not con-
centrated on a single atom. Nevertheless, the description of the limit is simple and given ex-
plicitly in terms of a certain R valued random field {W,(¢), t € [0, 00), a € [0, co]} which is
determined from a single Brownian motion; see (3.2)—(3.5). Roughly speaking, W, (-) can be
interpreted as the asymptotic (diffusion scaled) workload process associated with jobs in the
system with remaining processing times at most ac’. In terms of {W,(-), a € (0, c0)}, the lim-
iting measure valued process Z () is characterized as follows: for t € [0, 00), zZ (1) ({0}) =0,
Z(1)(10,50)) = fi9.o0) 22 Wa (1) dx and
b1 Wu(1) — Wa(0)

—sz(t)dx—i— , O<a<b<oo.
X b a

Z(t)[a, b] ::/

a

Along the way we also establish convergence of suitably scaled workload and queue length
processes by proving in Theorem 2 that, as r — oo,

~ ~ © 1
(c"Q"(-), W (-)) converges in distribution to (/ — Wi () dx, Woo(-)>
0o X

in D([0, 00) : Ri), where Q’ and W’ are the queue length process and workload process,
respectively, of the rth system with the standard diffusive scaling.
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Results of [25] and Theorems 2 and 3 in the current paper suggest that the phenomenon
of state space collapse is closely related to the tail behavior of the service time distributions.
In Theorem 5 we make this heuristic precise by establishing that if the tail of the distribution
of job processing times becomes lighter in an appropriate fashion, the difference between the
limiting queue length process and the limiting workload process converges to zero, thereby
approaching the behavior of state space collapse exhibited in [25] for light tailed processing
time distributions. In Theorem 4, we prove another type of “asymptotic state space collapse”
which roughly says that, asymptotically, the cumulative (scaled) workload due to jobs with
remaining processing time more than ac” (for large a) can be obtained by multiplying the
number of such jobs present in the system with the expected value of a (full) processing time
conditioned to be more than a.

The results of this work give information on response times of jobs with a given remaining
processing time in SRPT queues under heavy traffic. Understanding the behavior of these
response times is of interest as they quantify the “unfair” treatment of jobs with large pro-
cessing times under the SRPT discipline [3, 30, 32, 33]. For Poisson arrivals, steady state
mean response times have been studied by Bansal and Harchol-Balter [2] and Lin, Wier-
man and Zwart [20]. In [2], the steady state mean response and slowdown times are studied,
with a focus on heavy tailed processing time distributions, as are characteristic of empirical
workloads. In particular, [2] shows that the degree of unfairness as compared with processor
sharing, a computer time sharing algorithm widely regarded as fair, is relatively small (see
also Wierman and Harchol-Balter [36] for a broader discussion of fairness). Related to this,
results of [9, 10] show that fluid analogs of response times in SRPT queues are sublinear for
very heavy tailed processing distribution, which is a performance improvement over proces-
sor sharing. In the related work [20], expressions obtained in Perera [24] and Schassberger
[27] are used to establish growth rates for the steady state mean response times as the traffic
intensity increases to one (critical loading or heavy traffic). The rates that they obtain depend
on the tail behavior of the processing time distribution. For instance, they grow exponentially
for exponential processing times and polynomially for heavy tailed processing times. In view
of the above results on dependence of key performance metrics for SRPT queues on the tail
properties of processing time distributions it is of significant interest to understand the precise
relationships between these tail properties and scaling limits of SRPT queues in heavy traffic.
The current work contributes toward this goal.

1.1. Methodology. We now make some comments on the proof of one of our key re-
sults, namely Theorem 2. Central to our analysis are certain truncated workload processes
{W/(t)}i>0, a € [0, 00], where W/ (¢) gives the amount of work (normalized by r) associ-
ated with jobs with remaining processing time at most ac” at time r2¢ in the rth system.
We show in Theorem 1 that the joint distribution of Wy , ..., W, for finitely many thresh-
old levels 0 < aj < --- < ax < oo converges to the joint distribution of Wy, , ..., W, where
{Wa(®)}i=0, a € [0, 00], is a random field driven by a single Brownian motion. This novel
synchronization phenomenon is a key ingredient in our proofs. It turns out that the conver-
gence of the full measure valued state descriptor Z" can be analyzed through the asymptotic
properties of these truncated workload processes. This can be heuristically seen from an
elementary integration by parts lemma (Lemma 13) that expresses the integral of any C'
function, supported on a compact interval of (0, 00), with respect to the random measure
Z"(-) in terms of the rescaled, truncated workload processes. This lemma is independent of
the scheduling policy and is potentially useful for analyzing other types of policies for which
one has good control over the associated truncated workload processes. Using this lemma
together with Theorem 1 (which characterizes the limits of these truncated workload pro-
cesses), along with appropriate tightness arguments, we then establish weak convergence of
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Z;(-) =(f, zr (-)) for piecewise C! functions f supported on a compact interval of (0, co)
(Theorem 14). The result is then extended to f having support which is bounded below by
a positive number § but possibly unbounded above (Lemma 15). The rest of the work is in
sending § — 0. This work, which is done in Section 5.4.1, is technically the most demanding
part of the proof as is suggested by the possible singular behavior of the integrand in (3.6)
near x = (. The arguments are based on path decompositions of rescaled, truncated workload
processes and their limiting versions into excursions and careful analysis of these excursions
using martingale arguments; see additional comments at the beginning of Section 5.4.1. This
is done in Lemmas 16-21, which finally lead to the proof of Theorem 2. As ingredients in
the proofs, we also devise some couplings on SRPT systems started from different initial
conditions (e.g., the “intertwined SRPT queueing systems” analyzed in Section 5.1), which
may be of independent interest.

While the idea for the scaling involving ¢” is inspired by the prior work [25], which consid-
ers lighter tailed processing time distributions, the proofs here are not variants or extensions
of those in [25]. Indeed, in [25], the remaining processing times are shown to asymptotically
concentrate around the spatial boosting factors ¢” as r tends to infinity. This is not the case
for heavier tailed processing time distribution. Instead, the remaining processing times spread
out in a wider window containing ¢ and the concentration arguments in [25] no longer hold.
To address this, we take a different approach by rescaling the measure valued state descrip-
tor such that mass that would otherwise shift toward infinity in a rather spread out fashion
around ¢” is brought back into a relevant window that spreads out around one. The asymptotic
analysis of this rescaled measure-valued process requires an entirely different machinery and
approach from the one used in [25] as was outlined in the previous paragraph.

We believe our techniques can be extended to SRPT systems with processing time distribu-
tions that depend on r, provided these distributions (indexed by r) satisfy certain uniformity
conditions required by our techniques. More general r-dependence will require significant
extensions of our methods and is left for future work.

1.2. Organization. The rest of the article is organized as follows. In Section 2, we rig-
orously define the sequence of SRPT systems, the heavy traffic conditions, the associated
scaling and assumptions on the initial conditions. In Section 3, we state our main results.
Section 4 summarizes some properties of Skorohod maps, regularly varying functions and
the functional central limit theorems and tightness criteria used crucially in the proofs. Sec-
tion 5 is dedicated to the proofs of our main results.

1.3. Notation. The following notation will be used. Let N denote the set of positive
integers, Z denote the set of integers, Z denote the set of nonnegative integers, R the
set of real numbers and R, the set of nonnegative real numbers. For a,b € R, a A b
and a Vv b respectively denote the minimum and maximum of the set {a, b}. For a Pol-
ish space S and T € (0, 00), we denote by D([0, T] : §) (resp. D([0, 00) : S)) the space
of functions that are right continuous and have finite left limits (RCLL) from [0, T'] (resp.
[0, 00)) to S, equipped with the usual Skorohod topology. Also, denote by C([0, T'] : S) (resp.
C([0, 00) : S)) the space of continuous functions from [0, T'] (resp. [0, c0)) to S, equipped
with uniform (resp. local uniform) topology. Denote by M the space of finite nonnega-
tive Borel measures on R equipped with the topology of weak convergence. For u € Mg
and a Borel measurable function f that is integrable with respect to © or nonnegative, we
write (f, u) = [ f du, which takes the value infinity if f is nonnegative and nonintegrable.
Note that for {u,},ey € Mp and u € Mp, as n — 00, u, — i in Mg if and only if
(f, un) = (f, u) for every real valued, bounded, continuous function f on R, . The topol-
ogy of weak convergence can be metrized so that M g and hence D([0, T'] : M) are Polish
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spaces. For a Borel subset A € R, 14 denotes the indicator of set A; that is, 14(x) =1
if x € A and 14(x) =0 if x ¢ A. In addition, 1 is used as a shorthand notation for 1g, .
For x € Ry, 8, is the Dirac measure at x that puts a unit atom at x and 8; =8 1x>0) 15
the measure in M that equals §, if x > 0 and is the zero measure otherwise. For a real
valued, bounded function f on S, we define || f|loo := sup,cg|f(x)|. For a € Ry, a real
valued function f is said to be C! on [a, 00) if it is defined on an open neighborhood of
[a, 00) in R4 and is continuously differentiable on this neighborhood. For S valued random

variables X, n € N and X, we denote by X, i) X (resp. Xp £> X) the convergence in dis-
tribution (resp. probability) of X, to X as n — oo. For f € D([0, co) : R, 0<s<r<00
and A > 0, we will write | f (t#) — f (s#)| < A to denote that all of the following inequalities
hold: [ /(1) = fF() <A, |f @) = fsI <A Nft=) = fOI <A |f@—) — f(s—)| < A.

2. Mathematical framework.

2.1. The sequence of SRPT queues and state descriptor. 'We consider a sequence of SRPT
queues indexed by R, a sequence taking values in (1, co) tending to infinity. For each r € R,
let {0}, € N} be a sequence of strictly positive random variables and let q" be a nonnegative

integer valued random variable such that Z;l;1 V; < oo almost surely (with the convention
that this sum is zero if q" is zero). At time zero, there are q” jobs in the rth system with
remaining processing times 5,’, I=1,...,q .Forl=1,...,q", werefer to the job in system
at time zero associated with v; as initial job /. Conditions on q" and {v; } will be specified in
Section 2.4.

Jobs arrive to the rth system according to a delayed renewal process E”(-) with positive,
finite rate A" and finite, positive initial delay. Let T" (resp. 7] ) denote a random variable
having the distribution of a typical inter-arrival time (resp. the initial delay) in the rth system.
We assume that 7" is positive and has finite standard deviation 0. We also assume that
IE[(T{)Z] < 00. For j € N, we refer to the jth job to arrive after time zero as job j.

Upon its arrival to the rth system, each job is assigned a processing time, which is the
amount of time it takes the server to process the work associated with that job. The processing
times are taken to be strictly positive and independent and identically distributed. Also, the
processing time distribution does not depend on r, that is, is the same for all r, and is given
by a continuous distribution function F on R such that F(0) = 0. It is assumed that F(x) =
1 — F(x) is positive for each x € R and that F is a regularly varying function with index
—(p + 1) for some p > 1; namely, for all # > 0,

@.1) F)>0 and lim 205 .~

X—>00 F(X)
The above condition in particular implies that the processing time distribution has a finite,
positive second moment. The Pareto type 1 distribution with parameters m > 0 and p >
1 G.e., F(x) = min(m?t'x=P=1 1) for x € R,) is a basic example of a processing time
distribution that satisfies (2.1).

Foreach r e R, {q", v;,] € N}, E"(-), and the sequence of processing times are assumed
to be mutually independent of one another.

Jobs in the rth system are served in accordance with the SRPT service discipline; that is,
at each time the server preemptively serves the job in system with the shortest remaining
processing time. For t >0,/ =1,...,q" and j =1,..., E"(¢), v; (¢) and v; (¢) denote the
remaining processing time at time ¢ of initial job / and job j respectively. For each r € R and
t > 0, define

“ . E0
r —
Z0=2 850+ 2 oy
I=1 =
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Then, for each » € R and t > 0, Z"(t) € MF has a unit atom at the remaining processing
time of each job in system. Furthermore, for each r € R, Z"(-) is a stochastic process with
sample paths in D([0, 0o) : M r). We will find it convenient to adopt the abbreviated phrases
job size and job sizes to refer to a given job’s remaining processing time and the collection of
all remaining processing times, respectively, at a given time. Also, a job’s initial size refers
to its processing time upon arrival with initial job / =1, ..., q" having initial size U; by
convention.

2.2. Heavy traffic conditions. Let v denote a random variable having the distribution of
the processing time of an incoming job. For each r € R, write
p :=A"E() and pl:=A"E(lyp<y) forallx eRy.
It is assumed that there exists k¥ € R and o4, A € (0, 00) such that as r — o0,
(2.2) r(p" —1)—«, A — A and o) — o4.

Note that the first limit above implies A = 1/E(v). Henceforth, k € R and o4, A € (0, o0)
satisfying (2.2) are fixed. It is also assumed that

(23)  limsupE(T{) <A~ and limsup Var(T]) vE[(T] — (") ')*] < o3.
r—00 r—00

We note here that, for our results to hold, we only need finiteness of the above lim sups.
However, the above assumptions are made to treat the first inter-arrival time in a similar
fashion as the later ones and thus to make the analysis less notationally cumbersome. For
r € R and t > 0, define
E"(r%t)
r2

and Er(t) " E"(r3t) — M'rt

E (1) := =r(E (1) = \1).

Assume that as r — 00,
(2.4) E() S E* )

in D([0, 0o0) : R), where E*(-) is a one-dimensional Brownian motion starting from zero with
zero drift and variance A3o§. This also implies that as, r — oo,

(2.5) E ) 4, A(-)  where A(¢) ;= At forall t > 0.

2.3. Scaling. For x e R4, let

1
E(Ul[v>x]) ‘
The function S(-) plays an important role in our analysis. As shown in [9, 19], it has the
same order of magnitude as the response time of jobs with remaining processing time x in
the system at time zero, in the fluid limit. Here, due to the assumptions on F(-), S(-) is a
positive, nondecreasing, continuous function such that lim,_, o, S(x) = co. In particular, the

right continuous inverse S~!(-) exists and is well defined on all of R . Then, for y € R, we
have

(2.7) S7H(y) :==inf{u > 0: Su) > y},

(2.6) S(x) =

and the function y — S~!(y) is a nonnegative, nondecreasing, right continuous function
which is strictly increasing for y € [S(0), c0). Also, for all y € [S(0), co),

2.8) S(S') =y.
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In [9], a version of (2.7) arises as the left edge of the support of the measure valued fluid
model solutions studied there. For each r € R, let

(2.9) ¢ =8"1(r).

Note that ¢" =0 if » < S(0) and ¢ > 0 if » > S(0). As we are interested in large values of r,
from now on, we will assume without loss of generality that the elements of R are all larger
than S(0). Then, (2.8) and (2.9) imply that for all r € R,

(2.10) S(c)=r.

As noted in the Introduction, the quantity ¢”, which was introduced in [25], identifies the
correct scaling needed in order to obtain a nontrivial limit for the queue length process in the
light tailed case studied there (see (1.1)). We will see that this quantity is key for the analysis
of regularly varying tails as well. For each r € R and ¢ > 0, define

~ o &, e &Y +
r P J—
(2.11) 2= 121:55;(,2,) jor T X} B 2uyser
= i=

Thus Z7(-) is obtained from Z"(-) by adding three types of scaling: the time is scaled by 2,
the mass is scaled by ¢” /r and the space (representing the job sizes) is scaled by 1/c".
To illustrate this scaling, we consider the Pareto type 1 distribution with parameters m > 0
and p > 1 (i.e., F(x) = min(mPT'x=P=1 1) for x € Ry). Then for ¢, := m1+11”/(1 +p)/p
P

and for each r € R such that ¢" > m, we find that ¢" = (cpr)l/p and ¢ /r = r(;f—l)/p, which

respectively tend to the constants 2m?r and 2m? as p \( 1 and m and m/r as p — oo.
The latter is traditional diffusion scaling. Upon noting that the ratio of two regularly varying
functions with the same index is slowly varying, we see that for F satisfying (2.1) for some
p > 1, ¢ takes the form L, (r) &/r, r € R, for some distribution dependent, slowly varying
function L. See Section 4.2 for a brief summary of the relevant properties of regularly and
slowly varying functions.

Foreachr e R, >0, and f: Ry — R, define

Z5@) = (f. 2" ().

We will also write, for a € [0, oo] := [0, c0) U {o0} and ¢ > 0,
(2.12) Z(1):= ZLM (1) =/0 ZN’(t)(dx).

For each r € R and ¢ > 0, we adopt the notation Q" (t) = Zj(t) = fooo ZNr(t)(dx) so that
Q" (¢) represents ¢” times the diffusion scaled queue length in the rth system at time instant ¢.

Forall x e Ry, let x (x) =x and x,(x) := x(x)1j0,41(x) for any a € R,. Also, by conven-
tion, xoo = x. Foreachr € R, t > 0 and a € [0, oo], define

(2.13) Wi (1) = Z!, (1) =(xa. 2" (1)).

Forr e R,a € Ry and t > 0, W/ (¢) is equal to the amount of work associated with jobs of
size less or equal to ac” at time ¢ in the rth system under diffusion scaling. Further note that
foreachr € R, W[ (-) is the diffusion scaled workload process and lim,_, oo W/, (1) = W[ (1)
for each ¢ > 0, almost surely. Observe that for each r € R and each fixed a € [0, oo], W/ (:) €
D([0, o0) : R4). For each r € R, we refer to the collection {W/ (-),a € Ry} as the rescaled,
truncated workload processes, which is a random field on ]R%r taking values in R,.. Also note
that for r € R and each fixed r > 0, W' (¢) € D([0, 00) : R).



2596 S. BANERIJEE, A. BUDHIRAJA AND A. L. PUHA

2.4. Asymptotic conditions for the sequence of initial conditions. We assume that there
exists an R valued, continuous, nondecreasing stochastic process {w*(a) : a € Ry}, with
w*(00) :=lim,_, o w*(a) satisfying E(w*(00)) < 0o, such that, as r — o0,

(2.14) (W (0), W (0)) % (w*(-), w*(c0))
in D([0, 00) : R4+) x Ry, and
(2.15) {WZ,(0); r € R} is uniformly integrable.

Note that (2.14) and (2.15) imply that, for any a € R,

rlgrgoE(W;(O)) =E(w*(a)) and rlin(}oE(Wgo(O)) =E(w*(c0)).
We further assume that there exist some n* € (0, p — 1), a* > 0 and «* € (0, p] such that
(2.16) limsup  sup  a~PTTE(W!(0)) < oo

r—0o0 ae[a*(cr)_l,l]
and

(2.17) limsupa“*E(w*(oo) —w*(a)) < oo.

a— 00
Assumption (2.16) insures that the work associated with initial jobs with remaining process-
ing times near zero vanishes at a suitable rate as r tends to infinity. Assumption (2.17) insures
that the limiting work associated with initial jobs with large remaining processing times van-
ishes at a suitable rate. Assumptions (2.15) and (2.16) imply that

(2.18) supa~PTE(w*(a)) < 0.

a>0

Finally, we assume that for any a € R,

" q P
(2.19) Zr(0) = — Y Apgr<a) >0 asr— oo.
=1

REMARK 1. A guideline for whether Assumptions (2.14)—(2.19) are natural is to check
whether a sequence of systems such that each system starts from zero jobs at time zero
satisfies these assumptions at any fixed positive time ¢. It can be checked from the proofs
in Section 5 that this is indeed the case; namely, if each system starts with zero jobs
then at any time ¢ > 0, Assumptions (2.14)—(2.19) are satisfied with (W’ (0), W/ (0)) re-
placed by (W!(t), W[, (¢)) for each r € R and {V]}1</<¢ replaced with {v; (r2t):1<i<
E"(r?t), vi(r?t) > 0,}U {v] 0, 1<l<q", ﬁl’(rzt) > 0}. See the Appendix for a sketch of
how to verify this.

2.5. Some initial conditions satisfying Assumptions (2.14)—(2.19). We give the following
two sets of initial conditions which are easily checkable and satisfy Assumptions (2.14)—
(2.19).

(D) Suppose the following hold:

(i) foreachr e R, {171’ : 1 > 1} is a sequence of independent and identically distributed
random variables that is independent of q";

1
(ii) For some q* with E(q*) < o0, c¢"q"/r L, q*asr — oo;

o o d o o .
(iii) sup,cr E[(vl/c’)z] < 00 and v}/c" — v* as r — oo, where v* has a continuous
distribution;
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(iv) there is a random variable v that stochastically lower bounds v} /c" for all r € R and
satisfies

limsupa*(”*“”*)]P)(y <a) < oo,
al0

for some n* € (0, p — 1).

Then Assumptions (2.14)—(2.19) are satisfied with a* = 1, n* as in part (iv) above, any a* >
0, w*(a) = q*E(0* 13+ <47) fora € Ry and w*(00) = q*E(v*). See the Appendix for a sketch
of how to check that assumptions (2.14)—(2.19) hold for such a sequence of initial conditions.

(I) Another set of conditions for which Assumptions (2.14)—(2.19) hold is that along with
(1) in (I) above, for some o > 0, (c’)”“q’/r — 0in L' and {v]/c",r e R}is L' bounded.
In particular, it can be checked that under these conditions, Assumptions (2.14)—(2.19) hold
forany a* € (0, pl,anya* >0, n*=(p—1—a) vV (p—1)/2 and w*(a) =0 for a € (0, c<].
Note that these conditions are trivially satisfied if each system starts from empty, namely
q =0forallr e R.

3. Main results. In this section, we state the five main results in this paper. The condi-
tions introduced in Sections 2.1, 2.2 and 2.4 will be assumed to hold throughout this work
and will not be noted explicitly in statements of various results. Thus henceforth, we consider
a sequence (or sequences) of SRPT queues indexed by ‘R satisfying the above conditions.

3.1. A random field governing the limiting behavior. The first theorem (stated below)
gives the important observation that for processing time distributions with regularly varying
tails, the joint limiting behavior of the truncated workload processes is captured by a random
field constructed from a single Brownian motion using the Skorohod map. For f € D([0, oo) :
R) with f(0) >0, let

3. C[f1(t) = f@) — inf (f(s)A0), ¢>0.
0<s<t
The function I' is known as the one-dimensional Skorohod map.

THEOREM 1. Let B be a standard real Brownian motion and (£(-),E(00)) be a
C([0, 00) : Ry) x R4 valued random variable with same distribution as (w*(-), w*(00)) that
is independent of B. For any k e Nand any 0 <aj < --- < ax <00, asr — 00,

(WE sy W () S (Way (s, Wa ()
in D([0, 00) : R’i), where for a € [0, o0],
(3.2) Wa() :=T1[Xal(),

with I as in (3.1) and {X,(-) : a € [0, 00]}, given as follows: fort > 0,

(3.3) Xo(1) :=£(0) =0,
(3.4) Xa(t):=§(a)+aB(t)+(/c—aip>t for0 <a < o0,
(3.5) Xoo(t) :=&(c0) + 0 B(t) + «t,

and 0% ;= A Var(v) + ko;‘;, where v is as in Section 2.2 and o 4 is as in (2.2).
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Due to (3.2)—(3.5), £(a) = X,(0) = W,(0) for all a € [0, oo]. The key feature of the above
result is that the Brownian motion B(-) that determines X, (-) is the same for all a € [0, oo].
In particular, a only enters in the initial condition and the drift term. In addition, W, (-) is the
diffusion limit of the workload process as given in [14]. Theorem 1 is proved in Section 5 as
a consequence of Proposition 10 and Lemma 12, stated there. In Proposition 10, upper and
lower bounds on W/ (t) and Z] (t) for each a € [0, oc] and ¢ > 0 are given by coupling it with
the workload process and queue length process for a SRPT queueing system that satisfies all
of the assumptions in Section 2.1, except that the renewal arrival process is thinned to only
include jobs with processing time at most ac”. A notion of ordering of two SRPT systems,
which we call intertwining, is introduced in Section 5.1 and used in a crucial way to obtain
the queue length bounds in Proposition 10. In Lemma 12, a functional central limit theorem
(FCLT) is established for a finite collection of rescaled, truncated workload processes via
the bounds obtained in Proposition 10 and establishing an FCLT for the bounding processes.
Continuity properties of the Skorohod map imply Theorem 1 as a direct consequence of
Lemma 12.

3.2. Limits for the queue length process and measure valued state descriptor. Theorem 1
can be used in describing the limiting behavior of Z;-(-) =(f, zr (-)) for a rich class of
functions f as stated in the next theorem. This, in turn, gives distributional asymptotics for
the scaled queue length process. Recall that x (x) = x and 1(x) = 1 for x € R;..

THEOREM 2. Let f :[0,00) = R be any C' function such that limy_, o fix) exists

andfoolf
r — 00,

fi)ll dx < 00, where o™ is the constant appearing in Assumption (2.17). Then, as
d
A0

in D([0, 00) : R), where Zy is a real stochastic process with continuous sample paths, given
by the formula

zf(z):zfooo<f(x) = f/;x))Wx(t)dx-l—(hm Q)Wm() £ >0.

x2

In particular, as r — o0,
WO =Z,() S Zy() = Wae) and Q" ()= Z{() > Z1()
in D([0, 00) : Ry), where Q(-) := Z1(-) satisfies

1
(3.6) Q(t):/o x—2Wx(t)dx, t>0.

Theorem 2 is proved in Section 5.4. An overview of this proof is given in Section 1.1.

The result in Theorem 2 can be strengthend to show that Zr converges in distribution to
a measure valued process Zin D([0, 00) : Mp). This is stated in the next theorem, which
is proved in Section 5.5. The proof proceeds via integrating the random measure Zr against
a class of test functions and analyzing weak convergence of the collection of processes thus
obtained.

THEOREM 3. Asr — 00,

Zr 4 20
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in D(0, 00) : ./\N/l F), where for each t > 0, the measure Z~(t) can be characterized as
Z(0)({0H =0, Z()(R4+) = Q) and

b1 Wy (t W, (t
L wyax+ Y@ Wa® o
x2 b a

Z()[a, b] :=/

a

REMARK 2. The integral expression (3.6) in Theorem 2 is quite different from the main
result (Theorem 3.1) in [25], which gives conditions under which light tailed processing times
result in a limit theorem that states Q(-) = Wy (-) (state space collapse). While the proofs
given here do not cover the light tailed case, the concentration arguments given in [25] could
be used to argue that the measure valued state descriptors in the light tailed case, scaled as in
(2.11) above, would converge to a point mass at one with (random) total mass given by the
limiting workload process W, (-). Consequently, the rescaled, truncated workload processes
W/ (-) defined in (2.13) above, in the light tailed case, would converge to W (:) for x > 1,
Wi (-) for x =1 and the process that is identically zero otherwise, and the integral given in
(3.6) would be Wy (¢) for each ¢t > 0, as it should from the results of [25]. The results in
Theorem 2 and Theorem 3 demonstrate that, in contrast to the light tailed processing time
distributions considered in [25], heavy tailed processing time distributions do not exhibit
state space collapse and the mass of the limiting scaled measure valued state descriptor is
distributed as a time-varying random profile over R, as opposed to a time-varying randomly
sized point mass at one.

3.3. Tail behavior of Z. The next result describes the asymptotic behavior of the limit-
ing queue length and limiting workload processes defined in terms of the measure Z when
attention is restricted to the dynamics of jobs with large remaining processing times. Let

3.7) Wi (t):=t —sup{s <t:Wx(s) =0}, >0,

which can be recognized as the duration of the current busy period when W (¢) is interpreted
as the work in the system at time instant 7. We will see in Section 4.1 that W/ (-) arises as
the “pathwise derivative” of the Skorohod map with respect to the “drift parameter” of the
process on which the map acts, which explains the notation W/ (-). We will also assume a
stronger version of (2.17) for this result, namely

(3.8) xll)ngo xP(§(00) —&(x)) =0 almost surely.

In particular, (3.8) holds when &(oc0) = 0.
THEOREM 4. Assume (3.8) holds. For every t >0, as a — 00,

p ~
%(X 14,00 Z(t)) — WC/,o (t) almost surely,

DaPt! -
MZ(Z)[CI, 00) — WS (t) almost surely.

In particular, for any t > 0 such that W, (t) # 0, as a — oo,

(X a.00), Z(2))
E(v|v>a)Z(r)[a, o0)

3.9 — 1 almost surely.

_Theorem 4 is proved in Section 5.5 and proceeds via connecting the tail mass processes
{Z(1)[a, o00) : t > 0} for large a with the process {W/_(7) : t > 0}.
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REMARK 3. The above result says that if, in the diffusion limit, we restrict attention to
jobs in system of size more than a (for large a), the cumulative workload due to these jobs
can be approximated by multiplying the number of such jobs present in the system with the
expected size of an incoming job conditional on it being more than size a. In other words
in the diffusion limit, so few large jobs have entered service by a finite time ¢ that the work
associated with such jobs satisfies (3.9). This result can be heuristically understood from the
SRPT dynamics under which small jobs are given priority and large jobs remain unprocessed
at typical time points when the system has small jobs present. Theorem 4 can be seen as
a form of asymptotic state space collapse when one restricts attention to jobs with large
remaining processing times.

3.4. Asymptotic state space collapse as p — 0o0. As stated in Remark 2, the limiting
scaled queue length process given in Theorem 2 differs qualitatively from its light tailed ana-
logue treated in [25] in that, although the limiting scaled queue length and limiting scaled
workload processes are driven by the same Brownian motion B, there is no state space col-
lapse as in [25]. However, as p — 00 (i.e., the tail of the processing time distribution becomes
lighter), we obtain a limiting state space collapse as described in Theorem 5 below. As we
are interested in large values of p here, we will only consider p > 2. To make the depen-
dence on p explicit, we consider a family of distributions {F Py p > 2} such that for
each p > 2, f(p)() :=1— F(P)(.) is a regularly varying function; that is, (2.1) is satisfied
by F )(-). For each p > 2, consider a sequence of SRPT queues indexed by R such that
the initial conditions {q®", T)l(p )’r,l € N, r € R} satisfy the assumptions of Section 2.4 and
the arrival processes {E"(-),r € R} do not depend on p. Consequently, A(?) = 1/E(v'P),
where v(P) is distributed as F(?)(-), does not depend on p and we will write this quantity
as A. The processing times of jobs for each p > 2 are distributed as F?)(-). For each p > 2,

write o (p) = \/A Var(v(P)) + Aoﬁ. For each p > 2, we let £(P)(00) denote the limiting ini-
tial workload (i.e., the quantity analogous to £(oc0) in Theorem 1 for the pth system) and let
& (P)(.) denote the limiting initial truncated workload process (analogous to &£(-) in Theorem 1
for the pth system). We will also elucidate the dependence of n* in Assumption (2.16) by
writing it as n*(p). We assume that

(3.10) sup ]E[(v(p))z] < 00, supE[£P)(00)] <00 and  sup Co(p) < oo,
p=2 p=2 p=2
where Co(p) := 2sup,_ga~ P~ (PEEP) (a)) for each p > 2. Writing QP (-) for Q(-) and

Wo(g ) (-) for W (+) for each p > 2 to denote the limiting queue length and limiting workload
processes respectively, we have that, for p > 2,
o ]
0P (1) = / STEP () +0(p)BC) + (K = Ax " )]0 dx, >0,
0 X

where ¢ denotes the identity map on [0, o0) and Wég)(t) = F[Xéé’)](t) for Xéé’)(t) =
E(p)(oo) 4+ o(p)B(t) + «t, t > 0. For the state space collapse result, we will require that
n*(-) satisfies

—1—p*
3.11) iminf 221 P) _
p—>00 logp

Moreover, we will require for any a € (1, 00),

(3.12) Jim E(£") (00) — €7 (a)) = 0.
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Then, (3.11) implies that for large p, E(§ (P)(a)) decreases to zero sufficiently fast with a
tending to zero. Also, (3.12) implies that the main contribution to the limiting initial workload
process £(P)(.) for large values of p comes from initial jobs with size in (0, 1]. Note that if
the system starts from empty, namely q(”*" = 0 for all » € R and p > 2, then for any ¢ > 0
and any a € (1, 00), by the Lipschitz property of the Skorohod map given in (4.1) below,

pli)rréo E(WP (1) — WP (1)) <2xrta™ — 0 as p — oo.

Hence, by the discussion in Remark 1, Assumption (3.12) is indeed a natural assumption on

P ().

THEOREM 5. Assume that (3.10) and (3.12) hold and we can choose p — n*(p) such
that n*(-) satisfies (3.11). Then, for any T > 0,

sup |QP (1) — WL @) L0 as p — 0.
1€[0,T]

Theorem 5 is proved in Section 5.5. The proof essentially proceeds by showing that
as p — oo, the time varying mass profile of the limiting measure valued state descrip-

tor collapses onto a point mass at one. For the Pareto Type I example with F (x) =
min((%)—l’—‘, 1) for x € Ry and p > 2, we have A”) = A and Var(v®) = A=2/(p? —

1) for all p > 2, and the latter tends to zero as p — oo. In fact, the measure corresponding to

the complementary cumulative distribution function (CCDF) f(p ) (-) converges weakly to the

point mass at A~ !, that is, the service times are asymptotically deterministic, which makes
the state space collapse rather intuitive. A somewhat more interesting example based on the
Lomax distribution that does not have asymptotically deterministic service times has CCDFs
GP )=+ %)—P—l, x € Ry, with A?) = & and Var(w®?) = A=2(p+1)/(p — 1) for all
p > 2. This gives rise to an exponential rate A distribution in the p — oo limit.

REMARK 4. Consider the initial condition of the form discussed in (II) of Section 2.5,
namely, along with (i) in (I) of Section 2.5, suppose for some o > 0, (c” )1+"‘q’ /r — 0in
L' and {v]/c",r e R} is L' bounded (note that q" = 0 for all r € R is a special case). In
this case one can replace o™ in Theorem 2 with p. Also, in this case the assumption (3.8) in
Theorem 4 can be omitted. Moreover, if we consider a sequence of initial conditions indexed
by p > 2 satisfying (II) of Section 2.5 such that the choice of & = a(p) can be made such that
a(p)/logp — oo as p — oo, then the assumptions (3.10), (3.11) and (3.12) in Theorem 5
can be replaced by the single assumption sup -, E[(v(P)?] < co. This applies, in particular,
ifq"=0forall r e R.

4. Preliminaries. In this section we recall some basic facts and record some well-known
results that will be used several times in this work.

4.1. Properties of the Skorohod map. Recall the Skorohod map I' defined in (3.1). The
properties of I' summarized here can be found in [35], Chapter 13.5, unless noted otherwise.
Then, denoting Dy ([0, oo) : R) as the space of all f € D([0, co) : R) with f(0) > 0, the map
I" is a continuous map from Dy ([0, o0) : R) to D([0, co) : R, ). Furthermore, the following
Lipschitz property holds: for all f1, f> € Do([0,00) : R) and T € [0, 00),

4.1 sup [TLA11(1) = TLAIMN|[ <2 sup |fi(1) — fo(1)].
1€[0,T] 1€[0,T]
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For any f € Do([0, co) and any ¢, t» such that 0 <t; <, < T, defining functions g;(s) =

C[f1(71) and g2(s) = T[f1(z1) + f(s) — f(#1) for s € [11, 12], note that I"[g1](2) = T'[f1(71)
and I'[g2](r2) = [ f1(t2). Using (4.1), we conclude

(4.2) ITLf1(2) = TLf1(t)] < 2l sup. |g2(s) — g1(s)| =2 sup. |f(s) = f(t)].
1SSy 11=s=<lp

The following monotonicity property also holds. Suppose f1, f> € Do([0, c0) : R) are such
that, for all 0 < s <t <00 fi1(t) — fi(s) < fa(t) — f2(s) and f1(0) < f»(0). Then, it fol-
lows that f1(¢) < f2(¢) and supg,, (f1() — f1(s)) < supg—,<,(f2(¢) — f2(s)) forall t > 0.
Hence,

4.3) C[f1]1@) <T[f2](¢) forallt>0.

Let f € Dy([0, 0) : R). For ¢ € R, let f.(¢) := f(t) + &t,t > 0. Then for every t > 0

4.4) e_l[F[fg](t) —Tfol®)] >t —sup{0 <s <t: fo(s) =0} ase—0.

For a proof we refer to [22], Theorem 1.1 (see also pages 1921-1922 of [8]).

4.2. Regularly varying functions. Recall that we assume that the complementary cumula-
tive distribution function F of the processing time distribution is a regularly varying function
with index —(p + 1) for some p > 1, namely (2.1) is satisfied. Also recall that S(-) is given
by (2.6). A function L : [0, c0) — R, is called a slowly varying function if

L
im () =1 forallr > 0.
X—00 L(x)

We will frequently use the following well-known properties of regularly varying functions
(see [23], Theorems 1.2.1, 1.2.4, 1.2.6).

(a) From [23], Remark 1.2.3, if L(-) is slowly varying, then for all € > 0,

L L
lim ) =0 and lim 2 =00
xX—>00 x€ xX—>00 x €
(b) There exists a slowly varying function L such that F(x) = #L(x) for all x > 1.

Henceforth, such a function L(-) is fixed.
(¢) From Karamata’s theorem [23], Theorem 1.2.6(b), witha = —p — 1,

CF@dt 1
X—>00 XF(]C) p

In particular, the function z — E(v1[y~)) is regularly varying with index —p and therefore
foralla > 0,

4.5)

IE(vl[v>ac’]) 1
m ————— = —.
r—0o0 IE(vl[v>c’]) a?
In fact, using [23], Theorem 1.2.4 and Theorem 1.2.6(b), one has that for all § > 0
IE’(vl[v>uc’])
m ————— = —
r—00 IE(Ul[v>c’]) u?

(4.6)

4.7 uniformly for u € [§, 00).

Also, there exists a slowly varying function L such that E(wlps;) =277 ]:(Z) for all z > 0.
By [23], Theorem 1.2.1, L can be represented as

4.8) i(z)zc(z)exp(/lze(y—y)dy>, z>1,

where ¢ and € are nonnegative Borel measurable functions satisfying lim,_, c(x) = co €
(0, 00) and lim, oo €(x) — 0.
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(d) By (2.6) and (4.6), S(-) is regularly varying with index p. Then, by Karamata’s theo-
rem ([23], Theorem 1.2.6(b)), as x — oo w — #, where L(-) is given in (b). Com-
bining this with (a), it follows that for any € > 0, there exists x, > 0 such that for all x > x,

P xP7¢ < Sx) < Lx””.
p+1 p+1

By (4.9) withx =S ~1(r), (2.10), and the fact that S~!(-) is strictly increasing, it follows that
for any € > 0, there exists r. > 0 such that for r > r,

((p+1)r)1/(p+e) . ((p+1)r)l/(p—6)
— <Cc <|— .
p p

4.9)

(4.10)

In particular,

.
@.11) lim < =o0.

r—o0 r

(e) S~'(.) is regularly varying with index 1/ p.

4.3. A functional central limit theorem. We will need the following well-known func-
tional central limit theorem (cf. [25], Proposition A.1). For this, recall the definitions of A",
E" ("), E"(-), and E’(-), for r € R, and A, A(-) and E*(-) given in Section 2.2. Also, for
reR,let M (t) =\t fort > 0.

PROPOSITION 6. Foreachr € R, let {x;}7° | be a sequence of nonnegative independent
and identically distributed random variables, with finite mean m" and finite standard devia-
tion s, that is, independent of E" (-). Suppose that for some finite nonnegative constants m
and s, m" — m and s" — s, as r — 0o. Further suppose that, for each § > 0,

Jim E[(x] — M) Lt 5] = 0.
ForreR,neNandt €0, 00), let

X' ()= x; and X'(t)=(X"(|r’t]) = |r’tm")/r.
k=1

Then, as r — o0, (E’(-), )A(r(-)) LN (E*(-), X*(-)) in D([0, 00) : R?), where E* is given as
in (2.4) and X* is a Brownian motion starting from zero with zero drift and variance s>, that
is independent of E*. Furthermore, as r — 00,

(X7 (F2E" () — P27 ()m" ]/ r S X5 (L)) + mE* (),
in D([0, 00) : R).

4.4. Tightness and convergence criteria. We record here certain convenient tools for es-
tablishing tightness and proving weak convergence that will be used several times in this
article.

Aldous’ tightness criterion. The following criterion is a useful tool in proving tightness.
Let {X"(-) : r € R} be a collection of random variables in D([0, co) : R). We will call a
random time 7 a X"-stopping time if for each ¢ > 0, the event {t < t} lies in the o-field
o ({X"(s) : s <t}). The collection {X"(:) : r € R} is tight if and only if the following two
conditions hold:
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(A1) Foreacht >0,
o , _
algrgohrrii%pPﬂX (1) =a)=0.

(A2) Foreache,d, T > 0, there exists g > 0 and rg € R such that for any 0 < n < g and
r > ro, if T is a X" -stopping time having a discrete, finite range satisfying t < T, then

P(X (t+n)—-X'(1)|>8) <e

(cf. [4], Theorem 16.10 and corollary to Theorem 16.8).
The following elementary lemma will be used several times in the proofs. We provide the
short proof for completeness.

LEMMA 7. Suppose that (S, d) is a Polish space, S is an S-valued random variable,
{Sm}meN is a sequence of S-valued random variables and €* > 0. For each € € (0, €*], sup-
pose that there is b(¢) > 0, a S-valued random variable S€ and a sequence of random vari-
ables (S, }men, with S, and S, defined on the same probability space for each m € N, such
that the following hold:

1. limsup,,_, . P(d(S;,, Sm) > b(€)) < b(e) for each € € (0, €*] and lim~ o b(e) = 0;
2. foreach e € (0,€*], Sy, i S€ as m — oo;

3. Sei)SOase—>0.

d
Then S,, — SY as m — oo.

PROOF. For an § valued random variable X, denote its probability law as wy. Let dpp
denote the bounded-Lipschitz metric for Borel probability measures on (S, d). Namely, for
probability measures u, v on S, dpr (i, v) = Sup, | [gdn — [ gdv| where the supremum
is taken over all Lipschitz functions g : S — R that are bounded by 1 and whose Lipschitz
constant is also bounded by 1. To prove the lemma it suffices to show that dp; (us,,, is,) — 0
as m — 00. By triangle inequality and (1), for all € € (0, €*] there exists m. such that for all
m = me,

dpr (s, sy) < dpr(is,,, mse) +dpr(use, se) +dpr(use, is,)
<dpr(us,, isg) +dpr(ise, sy) + 2b(e).

Taking limit as m — oo in the above gives that, for all € € (0, €*],

limsupdpy (is,,, 1s,) < dpr(ise, pusy) + 2b(e).

m— 00

By sending € \( 0 and using (3) (which implies that lime\ o dpr (ise, us,) = 0), the result
follows. [

5. Proofs. In this section we prove the main theorems stated in Section 3. To begin, we
recall that we refer to a job’s remaining processing time as its size. In addition, we refer to
a job that arrived to the system after time zero as an external job and a job already in the
system at time zero as an initial job. Recall that the processing time distribution does not
depended on r € R. For each r € R, we assume that the processing times are determined by
a common sequence {v;}7° of independent and identically distributed random variables with
common cumulative distribution function F such that v; denotes the processing time of the
ith external job arriving to the rth SRPT queue. Beginning in Section 5.3, F is assumed to
satisfy (2.1) henceforth. Forr e R, > 0,and 1 <i < E"(¢) (resp. 1 <i <(q"), we recall that



SRPT QUEUES WITH HEAVY TAILED PROCESSING TIMES 2605

v/ (t) (resp. v} (t)) denotes the remaining processing time (or size) at time ¢ of the ith external
(resp. initial) job in the rth SRPT queue.

We begin by proving some general comparison results for SRPT queueing systems that
hold quite generally in that they do not require condition (2.1). These comparison results,
besides being of independent interest, will be used in the proofs of our main theorems.

5.1. Intertwined SRPT queueing systems. In this section we consider SRPT queues as
introduced in Section 2.1. We fix r and suppress it from the notation in this section. Also,
as in Section 2.1, we assume that the service time distribution F is continuous, but we do
not require F to be regularly varying. In fact, even a finite mean is not needed. Consider
two SRPT queueing systems, say S1 and Sz, with a common arrival process E(-) (which, as
in Section 2.1, is a delayed renewal process), but with (possibly) different initial conditions.
For each i = 1,2 and 7 > 0, let n(¢) be the number of jobs in system S; at time ¢ and
let {vé j)(t) l<j< n'(t)} be the ordered collection of job sizes in system S; at time ¢,
with vél)(t) denoting the smallest job at time ¢, Uéz) (1) denoting the second smallest job at
time ¢, and so on. For i = 1, 2, define V(f () =0 and V; (1) := Z‘,ﬁzl vék)(t), 1<j< nt(t).
For each i = 1, 2, the state of the system S; at time ¢ is completely described by the vector
(Vé ®,..., V;i (t)(t)). We say that S, is intertwined in S; at time ¢ if there exist integers
k(¢) > 0 and [(¢) > 1 such that the following hold: (i) Sy has k(t) + [(t) — 1 or k(¢) + [(¢)
jobs and S has k(¢) 4 [(¢) jobs at time ¢, (ii) le (1) = ij(t) for all 0 < j < k(¢), and (iii)
for every 1 <[ <I(¢), Vkl(,) Jr,_l(t) < sz(,) () < Vkl(t) " (t) (where, by convention, we take
Vkl(t)—f—l(t)(t) =00 if S| has k(z) + [(¢) — 1 jobs at time ¢). Thus, if S> is intertwined in S| at
time ¢, we have

0< ViD=Vt < Vi) =Vit)<--- < sz(t)(t) _ Vkl(t)([) and
1 2 1
1 2 1
< Vewrri—1® < Vi 1o ® < Ve rin ®-

On intervals of time when no arrival or departure takes place in either system, each V; de-
creases at rate one as each server processes the work associated with the shortest job. Hence,
intertwinement is preserved on such intervals. In the next two lemmas, we argue that inter-
twinement is preserved at times of a job arrival and a synchronous departure and swapped
at times of an asynchronous departure in that if S, is intertwined in S| immediately before
such a departure, then S is intertwined in S, immediately following such a departure. This
property, in turn, is used to compare the queue length processes of S; and S,. A related,
but different, notion for comparing the state of two queueing systems with a common ar-
rival process, called work-dominance, was previously introduced by Smith [31] to establish
optimality of SRPT.

To begin, we have the following lemma which states that if one system is intertwined in
the other immediately before a job arrival (which is the same for both systems) then this
intertwining is preserved immediately after the arrival.

LEMMA 8. Suppose S| and S> are two SRPT queueing systems with a common arrival
process. Almost surely, if at some t > 0 a job arrives in the two systems, and Sy is intertwined
in S1 just before time t, then S; is intertwined in Sy at time t.

PROOF. Denote the processing time of the entering job at time ¢ by v*. Since F is contin-
uous, P(v* =c¢) =0 for any ¢ > 0. This property will be used without additional comments
in many of the arguments below. Note that if v* < v(zk(t_)ﬂ)(t—), then k(z) = k(t—) + 1 and
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[(t) =1(t—). In this case, for 1 <1 <I1(1), V() ,(t) = V,_,,,(t=) +v* fori = 1,2 and as
S> was intertwined in Sy just pefore timg t, vize obtain .Vkl(t) @< .sz(;) ()< Vkl(z) (0
for all 1 <[ <[(¢), thus §; is intertwined in S; at time ¢. Otherwise, k(t) = k(t—) and
[(t) =1(t—) + 1, which we assume henceforth. For 1 <[ <(¢), we consider the four possi-
bilities as follows:

(i) v* > max{v{,_ 1) =), V)4 (¢ —)), in which case,

1 1 2 5
Vk(t)+lfl(t) = Vk(t)Jrl—l(t_) and Vk(t)+l ([) — Vk(t)Jrl (r—).
Thus, by intertwinement before time ¢, sz(z)+1 t) > Vkl(z)+1_1 .
(ii) U(lk(z—)+1—1)(l‘—) <V < U(Zk(z—)+1)(f_)’ in which case, Vkl(z)+1—1(t) _ Vkl(z)+1_1(f—)
2 2 : 1
and Vi (1) = Vi 02) + 05 As 08 > g0 02) = Vi -) =
Vir41—2=)s Vi) 41-2(t=) < Vi) 41—, (1=) by intertwinement before time #, we obtain
2 2 2 | |
Vior+1® = Vioyri—1 =) +0* > Vi 1 0=) + (Vey 16— = Viy 42 )
2 | )
> Vk(t)—i—l—l (t_) + (Vk(t)+l—1 (t—) — Vk(l‘)+l—] (l‘_))
1 1
= Vk(l‘)—i—l—l(t_) = Vk(t)-l—l—](t)-

(iif) U(Zk(t—)+l)(t_) <t < U(lk(;_)+1_1)(t—), in which case, we have Vkl(t)—I—l—l(t) —
Vkl(z)+l—2(l—) +v* and sz(;)ﬂ () = sz(t)ﬂ(t—). Also, since k(1) = k(t—) and [(t) = [(t—) +
1, we have [ > 2. As v* < v(lk(t—)—i-l—l)(t_) — Vkl(t)+l—1(t_) _ Vkl(t)—i-l—z(t_)’

1 1
Veirrti—1 = Viyp—2(t=) +v*
1 1 1 |
< Vieiyri—2=) + (Vey -1 = Vi 12 =) = Viy i1 ().

By intertwinement before time ¢, sz(,) ! (t—) > Vkl(t) +1_1(t—). Hence,

2 2 ! !
Viir+1® = Vi 11(6=) > Vi 1i—1=) > Vi -1 (0.

(iv) v* < min{v(lk(t_)H_])(t—), v(zk(t_)H)(t—)}, in which case, we have Vkl(z)+l—1(t) =
Vkl(z)+l—2(t_) + v*, Vk2(z)+1 1) = sz(t)—H—l(t_) + v* and [ > 2. By intertwinement before
time ¢,

2 2 1 1
Viir1 @ = Vi pi—1 =) + 0" > Vi o (=) + 0" = Vi) (0).
As, almost surely, the above are the only four possibilities, we have, almost surely,

Vk2(t) ! (1) > Vkl(t) e (@) for all 1 <1 <I(¢). By a symmetric argument, we obtain, almost
surely, Vkl(;) " (1) > sz(;) w (t) forall 1 </ <(¢). This completes the proof of the lemma. [

The following proposition compares the queue length processes for two SRPT systems
started from intertwined configurations and having the same arrival process.

PROPOSITION 9. Suppose S| and Sy are two SRPT queueing systems with a common
arrival process. Moreover, assume that Sy is intertwined in S| at time zero. Denote the queue
length process for S; by Q;(-),i = 1,2, and assume Q2(0) = Q1(0) + 1. Then, almost surely,
foranyt >0,

Q1(1) < 02(1) = 01(1) + 1.
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PROOF. As S, is intertwined in S| at time zero, Q1(0) = k(0) +/(0) — 1 and Q,(0) =
k(0) +1(0). Define 7§* = 0 and denote by 7/**, i > 1, the time of the ith asynchronous depar-
ture, that is, when there is a departure from one system but not the other. For any i > 0, on the
time interval [7;*, 7/}), arrivals and departures happen at the same times (synchronously)
from both systems Clearly, if S is intertwined in S before a synchronous departure, then it
remains so after the departure. Also, after any arrival, by Lemma 8, $> remains intertwined
in Sp if it were the case immediately before the arrival. Thus, if $; is intertwined in S7 at
time 7;"*, then the same property is true for every ¢ € [/, 7/} ). Then, for any 7 € [0, 7{"),
O1(t) =k()+1()—1and Q,(t) = k(t) +1(z), and hence, Q»(t) — Q1(t) = 1. Moreover, as
for any ¢ € [0, 7{"*), Vk(;) +1(t) < Vk(,) 1), the first asynchronous departure happens from
S>. Thus, S; is intertwined in S at time z{* (i.e., the intertwinement order changes) and
01(t") = Q2(z{"¥) = k(z{¥) +1(z{**). By the same argument as above, we deduce that S} re-
mains intertwined in S on the time interval [t{"*, 77*) and Q1(¢) = Q2(t) = k() +1(¢) for all
te [rl , Tz 7). At time 75, departure happens from S and the intertwinement order switches
again at 75, and so on. Thus we conclude that Q1(t) =k(t) +1(t) — 1, O2(t) = k() + (1)
for all 7 € [t5}, T3, 1), k = 0, and Q1(t) = Q2(t) = k(t) + 1(z) for all t € [T 1 Tiga)s
k > 0. In particular, this proves the proposition. [

5.2. Truncated SRPT queues. For each r € R and a € [0, oo], we consider an SRPT
queue with a thinned external arrival process E (-) := Z;E;f) 1y, <acr, Which we refer to as
the rth a-truncated SRPT queue. When the ith external job arrives to the th SRPT queue, it
is an external job for the rth a-truncated SRPT queue if and only if its processing time v; is
less or equal to ac”. Similarly, jobs in the rth a-truncated SRPT queue at time zero, namely
the initial jobs, are those that are initial jobs in the rth SRPT queue such that v; < ac”
and 1 <[ < (. Then the rth a-truncated SRPT queue evolves in time in accordance with
the SRPT service discipline by preemptively serving the job with the shortest size first. For
reR,t>0and 1 <i<E/(r),let v, (¢) be the size at time ¢ in the rth a-truncated SRPT
queue of the ith external arrival to the rth a-truncated SRPT queue. Similarly, for r € R,
t>0and1<l<q",let f)lr (1) be the size at time ¢ in the rth a-truncated SRPT queue of the
Ith initial job in the rth a-truncated SRPT queue if ¥; < ac”, and zero if v; > ac” (the latter
case is vacuous if a = 00).

Define foreachr e R, a € [0,00] and ¢t > 0,
E" (1)
V;(t) = Z Uil[vifac’],
i=1
Er(rzl‘)
V;(Z) = ; Z vil[viSac’] - r)\rtE(Ul[USac’])a
i=1
qr 1
XI(t) = Zv, L <acry + = Va (r’t) —rt,
L
Y)(t):= F[XZ](t).
Also, forr e R,a €[0,00]and r > 0,

E’(r 1)

=~ )
Qa(t) = 28“’ a(rzt)/cr + — Z 8 "a(r2l)/cr

denotes the scaled measure describing the state of the rth a-truncated SRPT queue at time r’t
and Q/ (t) := (1, Q) (¢)) denotes the scaled queue length in the rth a-truncated SRPT queue
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at time r27. Recall that, for each r € R, a € [0, oo] and 7 > 0, Z! (t) and W/ (¢) are defined in
(2.12) and (2.13) respectively.

We have elected to state the results in this section for truncated SRPT queues in terms
of scaled processes defined above. However, since they hold for each r € R, one can obtain
unscaled versions from these. Also, as in Section 5.1, F is required to be continuous, but F
is not required to be regularly varying. The following proposition records a key observation
comparing the process (x1[0,4], Q;(-)) with Y} (-) and (1[0,4], Q;(-)) with Q7 (-) fora <y <
00.

PROPOSITION 10. Foranyr e R,a € (0,00),a <y < oo and t > 0, we have, almost
surely,

r

~ ac
(5.1) Yo @ = (lpa) Q1) =Yg (0) + —,
~ c’
(5.2) Qa0 = (.01, Q1) = Q4 () + —.
In particular, for any r € R, a € (0, 00) and t > 0, we have, almost surely,
(5.3) YI(6) < WI() < Y1) + —,
r
cr
(5.4) Q,(1) < Z,(t) < Qu(t) + —

Moreover, almost surely, Wy (t) = Y;(t) =0, Zy(t) = QO(t) =0, Wl (1) =Y, (), and
ZL (1) = QL. () foranyr e R and t > 0.

PROOF. Fix r € R. Note that, by definition, W (1) = Z;(t) = Q () = 0 for all 7 > 0.
Moreover, almost surely, X (¢) = —rt for all # > 0 and hence Y () = I'[X](¢) = O for all
1> 0. Also, as Q% (1) = Z" (1) for all t > 0, W/ (1) = Y/ (¢) and Z (t) = Q' (¢) for all
t > 0. Thus, the assertions in the last line of the lemma hold. Also, for each a € (0, oo)N, (5.3)
follows from (5.1) and (5.4) follows from (5.2) upon setting y = oo, since Z"(-) = Q. (-).
So it suffices to verify (5.1) and (5.2).

Fix a € (0, 00) and a < y < oo. Define the stopping times o_; =0, and for k € Z,

ook :=inf{s > oo : (x10.a1. D} (8)) = 0},

0241 1= inf{s >0k - <X1[0 als @r (S)> > 0}.

To show (5.1) and (5.2), we proceed by induction. Observe that, by definition, Y, (0) =
(x110.a] Q’ (0)) and Q}(0) = (10,a]> Q’ (0)) since a < y. Thus, (5.1) and (5.2) hold on
0,0_

[ Firslt] consider the case (x1j0,q), @;(0)) = 0 (which implies that (1j¢ 4], @;(O)) = 0).
Then, 0p=0-1 = 0 and Y/ (¢) = (x1{0,a], Q;(t)) =0 for all ¢ € [0,01). The map ¢
(x110,a], Q; (t)) increases at t = o due to one of the following two events: (i) an external job
with processing time less or equal to ac” arrives to the system at time 2o or (ii) an initial job

with initial size in (ac”, yc"] or an external job with processing time in (ac”, yc"] that arrived
durlng the time interval (0, 7%07), in course of gettmg served, has its size drop to ac” at time

r?o1. If (i) occurs, Q% (o1) = (1j0,a], Q (01)> <5 Yi(o1) = (x10.a), Q (01)) < %< If (i)
oceurs, Qg (01) =0, (1j0,a]; (o) = <, Y;(Gl) =0, and (x1j0.q5. @} (01)) = % .Thus,
when (x 10,41, Q;(O)) =0, (5.1) and (5.2) hold for all ¢ € [0, o].

Suppose that for some k € Z4 (5.1) and (5.2) hold for all # € [0, o;¢—1] and

(x1j0.a1; é;(azk_1)> >0
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(which implies that (10 4], @; (02k—1)) > 0). We first show that (5.1) and (5.2) hold for all
t € (02k—1, 02¢]- By virtue of the SRPT dynamics, no job in the rth y-truncated SRPT queue
at time r2oa;_; of size greater than ac” at time r2oy_1 is served in the rth y-truncated SRPT
queue during the time interval [r2ook_1,r 02k) Consequently, for any ¢ € (02k 1, 02k), the
following four properties are equivalent: (a) (x1{0,q]. Q ®) — (x10,a], Q’ (t—)) > 0; (b)
E’(rzt) - E’(r t—)>0;(c) X, (t) — X, (t—) > 0; (d) Y’(t) Y (t=)>0 and, when these
equivalent properties hold, (x1[0,4]. Q ®)) —{(x1[0,a], Q’ (t—)) =Y/, (t) =Y, (t—). This also
shows that for ¢ € [o2k—1, o2k) such that Ya’g) =0and s e [t,influ >1: Y] (u) > 0} A o),
Y/ (s)=0and (x1j0,q4] Q;(s)) = (x1[0,a] Q;(t)) —r(s —t). Moreover, for t € [02r_1, 02k)
such that 0 < Y} (t) < (x1j0.aj. @} (1)) and s € [¢, inf{u > 1 : Y} (u) = 0}],

~ 1
(x110.a1» () — (X 1j0.a1. O} (1)) = ~(Va [(r2s) = Vi (r?t) —r(s =) =Y (s) = Y} (1)

From these observations, we conclude that ¢ — (x1j0.4], @; (t)) — Y/ (t) is nonincreasing
on the interval [o2;_1, o2x] and dgcreases only on the set {u € [02k—1, 02«] : Y (u) = 0}. This
also implies that eithNer (x1[0.a1 Q;(u)) =Y/ (u) forallu € (o2x—1, O'Zkl or the first t > oo
for which (x 10,41, Q; (t)) =Y/ (¢) corresponds to oox when (x1j0.4], Q; (o2%)) =Y} (o2k) =
0. We conclude that for any ¢ € [02x—1, 02k],

= (x1j0,a]- @;(Ozk)) — Y (o21) < (x110.a1, Q;(t)) —-Y, ()

ac”

<(x1{0,a1, @;(UZk—1)> — Y, (o2k—1) <

where the last inequality holds by the induction hypothesis. Hence, (5.1) holds for all # €
(02k—1, 02k ].

Now we show that (5.2) holds for all ¢ € (o2k—1, 02]. If k € N, then, by definition of
02%—1, (1{0,a1 @; (02k—1—)) = 0, and so, using the induction hypothesis, Q] (o2k—1—) =0
Moreover, the arrival times and processing times of all external jobs with processing time less
than or equal to ac” into both the rth a-truncated SRPT queue and the rth y-truncated SRPT
queue on the time interval [r2095_1, r2oox] are common to both systems. Further, no job in
the rth y-truncated SRPT queue at time r2oai_; of size greater than ac” at time rlog_1 is
served in the rth y-truncated SRPT queue during the time interval [r209k_1, r2o2x]. Thus,
the processes ¢t — Q7 (¢) and t — (1{0,q], @;(z‘)) on the time interval [r2o9x_1, r2ook] can
be identified with the (scaled) queue length processes of two rth a-truncated SRPT queueing
systems having the same arrival process, denoted respectively by S| and S3, started at time
zero and observed till S5 has zero jobs. If kK = 0 or if the increase in 7 = (x 1j0,q], Q (1)) at
time ¢t = op;—1 happens due to the arrival of an external job with processing time less than
or equal to ac”, then (10,4]. @; (02k—1)) = O (02k—1). Thus, in this case, S| and S, start
with the same configuration and hence, Q7 () = (1[0,4], @;(I)) for all t € [02k—1,02¢]. On
the other hand, the increase in = (x1[0,4], @; (¢)) at time ¢ = o2¢_1 may happen due to a
job present in the system at a time s < r2o9_1, with its size in the range (ac”, yc'] at time
s, getting served in the yth truncated queue and having its size drop to ac” at time r2oo_j.
In this case, §; starts with one job of size ac” and S starts with zero jobs. Hence, S is
intertwined in S} at time zero in the sense of Section 5.1 with k(0) =0 and /(0) =1, and S}
has one more job at time zero than S . By Proposition 9, for any ¢ € [o2¢—1, 02«1,

r

04 = [l T50) = Qo) + =

Hence, (5.2) holds for all ¢ € (o24—1, 02k].



2610 S. BANERIJEE, A. BUDHIRAJA AND A. L. PUHA

B To see that (5.1) and (5.2) hold for all ¢ € (02, 02k+1], first note that Y () = (x1{0,a]
Q;(t)) = 0 for all ¢t € (02, o2k+1). Moreover, observe that either Q7 (o2k+1) = (1(0,a]
Q' (02k+1)) = & and Yy (o2%+1) = (x1j0,a1, Q5 (02%+1)) < =, or Qp(o2%+1) =0, (L{0,a],
QY (02+1)) = 5, Yz (02+1) = 0 and (x 10,41, @ (02+1)) = “~. In both cases, (5.1) and
(5.2) hold for all # € (o2k, 02k+1]-

Thus, by induction, (5.1) and (5.2) hold for all ¢ € [0, limg_, oo 02k ). To complete the proof,
we show that limy _, o 024 = 00. Suppose first that E(v1jy<4cr)) > 0. For each k € Z, let v}
be the processing time of the first external job to arrive to the rth y-truncated SRPT queue
after time ox. Then it is easy to see that foreach k € Z, 02542 — 0241 > r‘zvz‘l[vzfacr]. As
{v L1 <acr1}i=0 s a sequence of independent and identically distributed random variables,
where each element has the same distribution as v1[y<4r], and since E(v1jy<gery) > 0, almost
surely,

k-1 2%—2
. . o 2 .. * _
klggo 0% = klgrolo Z%)(GZ’ 2702 4) 2T kll>n<>10 ,2%) Viljvr<acr) = 00
J= J=

If E(vly<qcr)) =0 and E(vly<ycry) > 0, then almost surely, no external job with processing
time less or equal to ac” arrives into the system and thus almost surely, o242 — 02k41 =
r—2ac” forall k € Z, and hence limy_, o 02 = 00, as desired. Finally, if E(v1jy<ycr1) =0,
which implies that E(vljy<4cr)) = 0 since a < y, then there exists ko € Z4 such that
Q; (02ky) = 0 and thus o,+1 = 00. Hence (5.1) and (5.2) hold for all 7 € [0, 00). [

The following lemma compares queue length processes for truncated SRPT queues with
different truncations.

LEMMA 11. Forallr e R,0<x<y<ooandt >0,
C}"
0<0,(1)— Qp() < —+x~'Y](0).
r
PROOF. FixreR,0<x <y <ooandt? > 0. Note that, almost surely,

0= 0,00~ 0.0 = [ G - i + [ Fdz)
(5.5) *

~ Y o~
= {100 0) - Q50 + [ Ty da).
By (5.2) in Proposition 10 with a = x, almost surely,
~ c’
0 < (1j0.x1, Q1)) — 0L (1) < —

Using this observation in (5.5), we obtain

c’ Yy ~
0= 0,0~ ;0= + [ G
(5.6) !

c’ —1 Y 7 c’ —1yr
=S at [280@ < S w0,
r X r

as desired. O
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5.3. Proof of Theorem 1. The following lemma is a functional central limit theorem for
{X"(-) : r € R}, which is used below in conjunction with the result in Proposition 10 to prove
Theorem 1. For this, recall the definition of X/ and X,, a € [0, oo], from Section 5.2 and
(3.4) respectively.

LEMMA 12. There exists a probability space on which we are given a Brownian motion
B and a C([0, o0) : R}) x Ry valued random variable (&£(-), £(00)) independent of B, with
the same distribution as (w*(-), w*(00)), such that for any k e N and any 0 < a; < --- <
ay <00, asr — o0,

(X5 s Xo () S (X (s X )

in C([0, 00) : RK).

PROOF. Note that for any r €e R, a € (0,00) and t > 0,

1, .

(5.7) X0o(0) = X0g0) + VL (r20) = rt = XL,0) + V() +r (o = D)1,
1., .

(5.8) XI(1) = X1(0) + =V (F21) —rt = X5(0) + VI (1) + r(plr — 1)1,
r

where X/, (0) = % Z?;o ﬁfl[ﬁlfgac’]- Note that for any r € R, a € (0, 00) and ¢ > 0,

r(pher — D) =r(phe—p")+r(p" —1) = =rAElysac)) +r(p" — 1)

— IE(vl[v>ac"])

(5.9) E(vlyscry)
E(l ac” E(l >ac”

_ _yrBlpsgey) 1 (o — 1) == (1py>acry)

IE‘:(Ul[v>c’]) S(c") E(vl[v>c’])

"E(vl[v>c’]) + r(pr - 1)

+r(p" = 1),

where we have used (2.10) in the final equality. By (4.6),
i IE(vl[v>ac’]) 1
im ———— = —,
r—0o0 IE(vl[v>c’]) ab
Using this and assumption (2.2) in the above equation, we obtain that for each a € (0, c0),
A

(5.10) r(pgcr—l)—wc——p as r — 0o.
a

Fora € (0, 00), let m}, = E(v1[y<qcr]) and (sg)2 = Var(vl[y<4cr]). Then, finiteness of the sec-
ond moment of v and the fact that lim,_, o, ¢ = 00 give that, for a € (0, 00), lim,_, oo m}, =
E(v), lim,_, 5 (s")? = Var(v), and for each § > 0

rli)IIolo E[(Ul[vfacr] - m2)21|v1[u§acr]—m{l\>r8] =0.

Thus, by Proposition 6, for each a € (0, 00), ‘7;(-) i> o B(-) where o2 = A Var(v) +
(E(v))z)ﬁaf\ = A Var(v) + Aaﬁ and B is a standard Brownian motion. Note that, from (2.14)
and assumed mutual independence in Section 2, we in fact have that, for each a € (0, 00),

r o d
(5.11) (X7(0), V; () = (5(),0B("))
in D([0, 00) : R4) x D([0, o0) : R), where £ is distributed as w* and is independent of B.
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Foreach 0 <a < b < o0,

E"(r?1)
V[:(t) - Vgr(t) = ; Z Uil[ac"<v,-§bc’] - r)\rtE(Ul[ac’<v§bc’])~

i=1
Note that by the finiteness of the second moment of v and lim, _, o, ¢” = 00, foreach 0 < a <
b<oo,asr — o0,

(5.12) IE(Ul[ac’<v§bc’]) — 0 and Var(vl[acr<v§bc"]) = IE('Uzl[ac"<v]) — 0.
Thus, by Proposition 6, for each 0 <a < b < o0,
\A/I,’(-)—V;(-)E>O as r — oo.

This, combined with (5.7), (5.8) and (5.10), gives for each 0 <a < b < o0,

A A d
(5.13) (X,’,(-) — X,’,(O)) — (XZ(-) — X;(O)) + (b_f’ — a—p)(-) —-0 asr— oo,
where A/b? is taken to be zero if b = co.
The above convergence together with (5.10) shows that, foreachi =1, ...,k

~ A
XG0 = X504 7500+ (= 25 )i + 170

1

where 77 () 4, 0 as r — oo for each i. The result now follows on combining the above
convergence with (5.11). O

PROOF OF THEOREM 1. Lemma 12, continuity of the Skorohod map I' and the con-
tinuous mapping theorem, imply that for all k € N and 0 < a; < a3 < - < a; < 00,

Yr,yr ..., Y;k) i (Way, Way, ..., Wg,). The theorem follows from this, Proposition 10

ay’ ap’

and (4.11). 0O

5.4. Proof of Theorem 2. Before proceeding, the reader may wish to review the overview
of the proof of Theorem 2 given in Section 1.1. We begin by establishing the result in
Lemma 13 below as a elementary consequence of integration by parts. In what follows, for
0<6 <M < oo, we will write 5M ” to denote integration over the interval (§, M]. We will
also write for any function 4 : (§, M] — R and any 6 > 0, 2(8+) := lim,~\ 5 h(x), whenever
this limit exists.

LEMMA 13. Suppose that 0 <8 <M < oo and f : (8, M] — R is a C! function such

that f(8+) and f'(8+) exist. Then, writing g(x) = f(x)/x for x € (§, M], for any r € R and
t > 0, the following holds:

M - M
/a f(x)Z’(r)(dx):—fs g )WL () dx + g(M)Wjy (1) — g(8+) W5 (1).
PROOF. Fix r € R and ¢ > 0. Define the finite nonnegative Borel measure ' () on Ry

by u"(t)(dx) := xZ" (t)(dx) for x e Ry. Then, forO <a < b, u"(t)(a,b] = Wy (t) — W/ (t).
Therefore,

/ Y 0 F 1)) = / Y eow ((dx) = | M( [ gmar+ g(5+)>u’(t)(dX)

M oM
:/5 /y u () (dx)g' (y)dy + g(8+)u" ()8, M]
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M /
- /8 W) (v, Mlg'(y)dy + g3+ (1)(8, M]
M /
= [ W0 = Wy @) 01y + g G (Wig ) — Wi )

M
—— /8 W (D)8 () dy + Wiy (1) (g (M) — g(5+))
+ g (8 (Wi (1)) — Wi (1)
M
—— [ S OWi 0 dy+ W0 — g@OW; 0.

which proves the lemma. [

Next, the result in Lemma 13, along with tightness arguments, is used to establish The-
orem 14, which gives convergence in distribution to the desired limit for certain compactly
supported functions with support bounded away from zero.

THEOREM 14. Suppose that J e N, 0 <a; <by <ay <by---<aj <bjy < o0, and
£ :10,00) = Risa C' function on (aj,bjlforeach 1 < j < J and zero on (U‘lel(aj, b;]e.
Also, assume limy\ q; f(x) and limy~ 4, f'(x) exist foreach 1 < j < J.Then, writing g(x) =
fx)/x for x € (0,00), as r — 00,

(5.14)
J

[e.¢] ~ bj
[ f(x)zro(dx)iz(— [ g/<x>wx(-)dx+g<b,~>wbj<->—xh\rgjgu)wa,(-))

j=1~ 4

in D([0, 00) : R). The limiting process defined by the right side of (5.14), in fact, has sample
paths in C([0, 00) : R) almost surely.

REMARK 5. The proof of Theorem 2 will show that we can also take a; = 0 in Theo-
rem 14. See Remark 7 for details.

PROOF OF THEOREM 14. We will prove the theorem for J = 1. The proof for J > 2
follows along the same lines (with more cumbersome notation) and is, therefore, omitted. We
will write the interval (ay, b1] as (§, M] with 0 <8 < M < oo. Assume f is not identically
zero (otherwise the result is trivial).

Proof of Tightness: We will use Aldous’ tightness criterion stated in Section 4.4. Note that,
forre Randt >0,

M
< sup |g(2)| xZ"(1)(dx) = sup [g(2)|(Wy (1) — Wj(1)).
z€[8,M] ) z€[8,M]

M -
‘ /8 FOOZ (1)(dx)

By Theorem 1, {W},(-) — W5 (-)},er is tight, which implies that {fSM f(x)ZN’ () (dx)}rer is
tight for each fixed ¢+ > 0. Thus, (Al) of Aldous’ tightness criterion holds for
U FOZ () dx)rer.

Next we show that (A2) of Aldous’ tightness criterion holds for the above sequence as
well. Fix T € (0, 00), n € (0, 1) and a stopping time t that takes values in [0, T']. Then, by
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Lemma 13, forr e R,

M ~ M ~
Vs F&)Z" (T +m)(dx) _/5 F)Z (1) (dx)

M
(5.15) < cg(/(S (WI( + 1) — W0 dx + | Wi (x + 1) — W (D)

)

where Cyg := (Sup (5. 18" (2)]) + [g(M)] + |g(8+)]. By (5.3) in Proposition 10 and (4.2),
for any r € R and x € [§, M],

+ |Wi(x +n) — Wi (7)

r

XC
\Wi(t+n) — W) < Y[ (t+n) —Y (1) + "
(5.16) .
XC
<2 sup [X[(s) = Xi(0)|+—.
T<S<T+7 r

Thus, forr e R,

M M .
/ |W§(’+")—W§<f>ldx5/ (IY;(r+n>—Y;<r)|+£)dx
§ 5 r

5.17
(5.17) Y , , o
52/ sup | X5 (s) — Xi(v)|dx + :
§ t<s<t+n 2r
Note that forr € R, s € [t, T +n] and x € R,
X"(s) = X" (x) = VI (s) = VI (D) +r(ptr — 1)(s — 1),
and hence
(5.18) sup  |X7(s) — XL(v)| < sup |VI(s) = VI(@)|+|r(ple — Dn.
T=S=T+y T<s<T+p
For each r € R, define a process or (-) as follows:
A 1 Lr2z)
Ur(t) = ; Z (Uil[vi>86’] - E(vl[v>5c"]))a fort > 0.
i=1
Note that for any r e R, s € [T, T +n] and x € [§, M],
Vi(s) = Vi (D)
. A E"(r2(x+n)
= ’voro(s) - Vgo(f)‘ + - Z Uil[vi>8c’] + r)\rnE(vl[v>8c’])
r
(5.19) i=E"(r21)+1

<|VI(s)=VL(@)|+ |0 (E x+n)-U"(E ()
1
+ ;(E’(rz(t + 1) — E"(r*7))E@ly=ser)) + A nE@Ly=ser))-
By Proposition 6 as r — oo, Vgo(-) i) V*()in D([0, T + 1] : R) for some Brownian motion
V* with zero drift and finite variance. Fix y € (0, 1/2). Recall the notation | f (¢#) — f (s#)| <

A, from Section 1.3, for a RCLL function f, 0 <s <t <oo and A > 0. For K > 0, define
the set

Q(K)::{|V*(t#)— V*(s#)| < Kn? forall0 <s <t <T + 1 witht —s <n}.



SRPT QUEUES WITH HEAVY TAILED PROCESSING TIMES 2615

Fix € € (0, 1/8). Since V* is Holder continuous with exponent y, there exists K. (not de-
pending on 1) large enough such that P(2(K¢)) > 1 — €. Since for any K > 0, the set

AK):={feD(0, T+ 11:R):|f(t#) — f(s#)| < Kn” forall 0<s <t <T +1
with 7 — s < n}

is nonempty and open in the Skorohod topology by [12], Chapter 3, Proposition 6.5, and

~ d . .
VI (-) = V*(:) as r — oo, the Portmanteau theorem implies that there exists 9 > 0 such
that for all r > ry,

P(VL() € AKo) = 1 - 2,
and consequently, for all r > r,

(5.20) IP( sup |V (s) = VL(0)| = Ken)’> < 2.
T<s<T+7
Recall that Er(-) i) A(+), where A(t) = At for t > 0, and by Proposition 6, 0’(-) i> 0 as
r — 0o. Therefore, as r — o0, U ’(Fr(-)) i) 0 and consequently, there exists r; > rg such
that for r > rq,
(521) P(0"(E (x +m) - 0" (E'(@)| > ") <2P(_sup |0"(E (1) >n"/2) <e.
1€[0,T+1]

Now, using the fact that rE[v1[,~.]] =1 due to (2.6), (2.8) and (2.9), we write the sum of
the third and the fourth terms on the right side of (5.19) as

1
;(Er (rz(r +n)) — Er(I"Z'E))E(Ul[U>3cr]) + rA" nE(ljy=se1)

Er(rz(f +1) — Er(rzf) IE(Ul[v>5c’]) r E(Ul[v>8c"])
(5.22) = 5 MNp——F"
r IE(Ul[v>c’]) IE(Ul[v>c’])

E I E 1 " ]E 1 .
= (Er(‘L' +n) — E’(T))M +A’nM.
E(vl[v>cr]) E(Ul[v>cr])
As the set
Q :={feD(0, T+ 1]1:R): |f#) — f(s#)| <2rnforall 0<s <1 <T +1
witht —s < 77}
is nonempty and open in the Skorohod topology and E' () 4 A() as r — oo, there exists
rp > ry such that for all r > rp,
P(Fr(r +n) —Fr(r) > 2)”7) <e.

Moreover, A" — A as r — oo and (4.6) implies

I E(lpssep) 1
im ———— = —.
r—=0o0 IEI:(Ul[v>c’]) 87

Using these observations in (5.22) gives that there is an r3 > r, such that for all r > r3,

1 8\
(5.23) ]P)(;(E’(rz(r + 77)) _E" (rzr))E(Ul[v>5c"]) +rA" nE(lpys=scry) > 8—17)7) <E€.
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Using (5.19), (5.20), (5.21) and (5.23), we obtain for r > r3,

T Sr 8)\
P( sup sup |VI(s)=V (D)|>|Ke+1+— )"
xe[§,M]t<s<t+n op

SIP’( sup |\A/go(s)—l7go(r)|>l<€n”>

T<s<t+n

5.4 . -
(5:24) + (|07 (E (¢ +m) - 07 (E"(0)| > n")

1 8A
+ IP’(;(EF (rz(l' +n)—E" (rzr))E(vl[ngCr]) + rA nE(wlpys=sery) > 5—1777>

< de.
A

Moreover, by (5.9) and the uniform convergence in (4.7), r (o — 1) = k — 5 asr — o0
uniformly for x € [§, 0o0). Thus, there exists C1 > 0 and r4 > r3 such that for all r > r4,

(5.25) sup |r(pk —1)| <Ci.
xe[8,M]
Using (5.18), (5.24) and (5.25), for some C; € (0, 0co) and all r > ry4,
81
(5.26) IP’( sup  sup | X5(s) — Xi(v)| > (KE +14+—+ Cz)ny> < 4e.
x€[8,M]T<s<T+n op

Take r5 > r4 such that max{Mzcr/(2r), Mc"/r} <n? forall r > r5 and define C3 :=2(M —
(Ke+ 1+ g—ﬁ + C») + 1. Then, using (5.17) and (5.26), we obtain, for all r > rs,

M
(5.27) IP’(/ |WI(t+n) — Wl(t)|dx > C3n7’) < 4e.
8
Similarly, using (5.16) and (5.26) and writing C4 :=2(K¢ + 1 + g—% + Cy)+ 1, forr > rs, we
can show that
(5.28) P(|Wi(t+n) — W]+ |Wi(x+n) — Wi ()| > Can?) < 4e.

Finally, using (5.15), (5.27) and (5.28), and the fact that T, n, € and T were arbitrary, we
conclude that for any 7 > 0, n € (0, 1), € € (0, 1/8), and stopping time 7 taking values in
[0, T, there exists C* > 0 and r* > 0 such that for any r > r*,

M N M ~
(5.29) P(Va F)Z"(r +n)(dx) _/a f(x) 2" (1) (dx)

> C*n”) < 8e.

For instance, C* = C¢(C3 + C4) and r* = rs. Equation (5.29) implies that condition (A2) of
Aldous’ tightness criterion also holds. Thus, {faM f(x)ZN” ()(dx)}rer istightin D([0, T] : R)
by Aldous’ tightness criterion.

Proof of finite dimensional joint convergence: For r € R and ¢t > 0, write

M
V() = _/a §OWL) dx +g(M)Wi (1) — g6+ W5 (1),

M
V() = _/a g X)Wy (t)dx + g(M)Wpy (1) — g(8+)Ws(1).

FixkeN, T >0,and 0 <t; <--- <ty <T. We will use Lemma 7 and Proposition 10 to
show that

(5.30) A= (W (1), W (0)) S A= (1), ... ()
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as r — oo. For this, foreachn e N, let § =xp < x1 < --- < xg, = M be a partition of mesh
n~!.Forr e R,neN,andr >0, define

Kn—1
W)=y Wy, (0(g(x)) — g(xj1) + g (MYWyy (1) — g(8+H) W5 (1),
j=0
Kn—1
W (1) = ) W, (0)(g(x)) — g(xj11)) + g(M)War (1) — g(8+) Ws (0).
Jj=0
Observe that for each n € N, by Theorem 1 and the continuous mapping theorem,
(5.31) ()% w,() inD([0,T]:R) as r — 0.
By (5.31), foreach n € N,
(5.32) AT = (U0 (1), BT (1)) S Ay = (W (1), ... W () asr — oo.
For each r € R, n € Nand ¢t > 0, note that
Kn—1
(5.33) W7 (1) — W' (1)] < Ej/ |8 )|(W(6) — WI (1) dx
=0 "*i
(534) hmm—wansEjffﬂgumwxo—wwﬁwx
j=0 "%

By (5.33), (5.3) in Proposition 10 and the Lipschitz property (4.1) of the Skorohod map I,
foranyr e R,neNandzt [0, T],

NHAGERWG]

Kn—1

<3 [Mewl(no -,

(5.35)

Mc" Kn1
< @mezzf I8 @I( sup [X506) = x5, ©)]) da
[0,T]

Now, forany 0 < j < K, — 1 and any x € [xj, xj41],

sup \Xr(s) — Xr (S)} Zvll[x i <U] <xji1c"]
SG[O l 1

(5.36)
1 E"(r’T)
+ ; Z Uil[xjc’<vi§xj+lc’]-
i=1
Hence, by (5.35) and (5.36), foreachr e R and n € N,

(5.37) sup W1 (1) — W' (1)| < AL + AL,
0<t<T
where
E"(r2T)
Mc" 1
;};1 ‘g (x)‘dx+2 Z / ‘g/(x)‘dx<; Z vil[xj'c’<vi§xj-+1cr]>»
i=1

Kﬂ

2 =2 Z / |g (x)|dx(_zvl 1[xjc <v/ <x]+1c’])
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Observe that there exists C > 0 such that forallr e R, n e Nand 0 < j < K,,,

E"(r2T)
(5.38) E(; Z Uil[xjc’<v,~§x]-+1c’]> =< CrTE(Ul[xJ'C’<v§x_,~+1c’])-
i=1

Recalling that rE(vljy~.)) =r/S(c") =1 for each r € R, we can write, for r € R and
0 S ,] S Kl’lv
E(Ul[xjc’<v§x.,'+lc’]) = IE(Ul[v>xjc’]) - E(Ul[v>xj+1c"])
(5-39) i 1 (E(UI[U>ch’]) _ E(vl[v>xj+1c’]))
IE(Ul[v>c’]) IE(Ul[v>c’])

From the uniform convergence in (4.7), for each n € N, there exists r{(n) > 0 such that for
all r > ri(n),

r

1
(ol ) " < — forallu € [6, 0c0).
v>c’

n

Ewliysycr 1
(5.40) Sl

By combining (5.38), (5.39) and (5.40), foranyn e N, r > ri(n) andany 0 < j < K,, — 1,

r(,2
E(l ErD > < ’E(Ul[v>xjc’]) . 1

IE(Ul[v>c’]) XJ[-)

IE(vl[v>xj+1c’]) _ 1

; Z Uil[xjc’<v,-§xj+1c’]
i=1

+CT‘

IE(Ul[v>c’]) xj-)+1
+CT(1 1 )<2CT+CTp
xf fo ~ n s+l

Thus, forn € N and r > ri(n),

Mc Mo CTp\1 (M |,
san B )20 [Clewlanra(2em+ SR [ lgw)a
Fix € € (0, 1). Choose n¢ € N such that 2(2CT + Scp%)nl Mg ()| dx < €2/(4v/k) and
P s @50 < )z1-e
(5<y,2=M:|z—y|=nT) 4k [ 1 ()] dx

which can be ensured to exist since £(-) is continuous and [§, M] is compact. Noting that

€

4vk [ 10 dx

§© .= {f eD([8, M]:R): |f(z#) — f(y#)| <

V8§y,z§MWith|z—y|§n61}

is nonempty and open in the Skorohod topology and by assumption (2.14), we obtain rp >
r1(n¢) such that for all r > rs,
(5.42)

1
P| - V5 iy or i< o >
(I" ; 1 Hxjer <ty <xjt1c’] 4\/1;f8M |g’(x)| dx

€

forsome 0 < j <K, — 1) <€/2.
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Using (5.37), (5.41), (5.42) and the choice of n,, we conclude that for r > ry,

]P’( sup |\Ilr () =¥ @) > —)

1€[0,T vk
- € €
2VkMe" 4k CTp\ 1
<— o / g’ (X)|dx—|——(2CT 5P+1) / lg’ (x)|dx+§
roeM
5@/ |g'(x)|dx + €.
€r s

Therefore,

(543)  limsupP(|A; —A"[,>¢€) < limsup]P’(x/% sup |\Ifr (1) =V ()| > e) <e,

tel0

where || - ||2 denotes the L2-norm in R¥. Thus, condition (1) of Lemma 7 holds with r in place
of m, Sy =Aj_, Sy = A" and b(e) = 2¢. Condition (2) of Lemma 7 with §¢ = A,,, follows
from (5.32).

Next, recall W,(-) =T'[X,](-) and for 6 > 0, b > a > 0, write

w(§,0;[a,b]) :=sup{|é(y) —§@)|:a<x,y <b,|y —x| <6}.

By the continuity of £(-), for any fixed a, b, limg_,ow (&, 0; [a, b]) = 0 almost surely. Using
this observation along with (5.34), the Lipschitz property (4.1) of the Skorohod map and
(3.3)-(3.4), foreachn e N,

sup | W, (1) — W (1)|

t€[0.T]
Kn 1 . e M ,
<2TX Z / lg’ (x)| P —x7P)dx +2w(&,n ,[S,M])/(S g’ (x)|dx
Kn—1 M
<2Thx Z/ ¢/ (x )| )d +2w(&,n _1;[8,M])/8 ¢/ (x)] dx
2T A M
< 8p+1p |g/(x)|dx—|—2a)(5,n_1; [8’M])/5 g’ (x)| dx.

Thus, sup, (o, 77 |Wn(t) — ¥ (#)| — 0 almost surely as n — oo, which implies that

(5.44) 1A, — Al < Vk sup |W, (1) — W ()| - 0 almost surely as n — 0.
tel0,T]

Thus, condition (3) of Lemma 7 holds with $€ = A,,_ and SO = A. The weak convergence in
(5.30) now follows from (5.32), (5.43), (5.44) and Lemma 7.

This completes the proof of the convergence claimed in the theorem. The continuity of the
limiting process in the theorem follows from that of Brownian motion and (4.2). [

To prove Theorem 2 as a consequence of Theorem 14, we need the following result.

LEMMA 15. For 0 < 8 < oo, consider any C' function f :[8,00) — R such that
f( ) oo |f'(x)]

xoF+1

limy - 00 exists and [; < 00, where o™ is the constant appearing in Assumption
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(2.17). Then, writing g(x) = f(x)/x for x € [§, 00) and g(00) = limy_, 5 g(X), the following
distributional convergence holds in D([0, c0) : R):

(5.45) /5 FOZE ()dx) S _/a g (X)W (-)dx + g(00) Woo(-) — g(8) Ws (1),

as r — 0o, where the right side of (5.45) defines a stochastic process with sample paths in
C([0, 00) : R).

PROOF. Fix T,8 > 0. For § < M < 0o and t > 0, define the following:

M ~ [e¢} ~
o /5 FOE 0@, () = /5 FOZ (1) (dx),

and
M
Tar(r) o= — /3 ¢ Wy (t) dx + (M)W (1) — (&) Ws (1),

We first show that on the time interval [0, T'], almost surely, |, SM g (x)W,(-)dx converges
uniformly (with respect to time) on the time interval [0, 7] as M — oo, and hence, the limit
s >° o/ (x)Wy(+) dx is well defined and continuous on [O T]. Note that for any M’ > M > §,

sup f W dx| < sup f ) (W) — We(0)) dx
tel0, TV M te[0,T]
+ sup / g/(x)Woo(t)dx.
t€[0,T] M

By (3.4), (3.5), the Lipschitz property (4.1) of the Skorohod map and recalling that £ (oc0) :=
lim,,_, o0 £ (1) < 00 almost surely by assumption, for any M’ > M > §,

sup
(5.46) telo.7]

<2TA\ /M lg' () |[x™Pdx —I—Z/M lg' ()| (£(00) — £(x)) dx.

M/
[ £ @ W) = W) dv

By Assumption (2.17), 0 < o™ < p, and so, by the assumptions on f in the theorem,

/Ioo|g/(x)|x_”dx < /100<|){p(2| + |£p(j_cl)|> x S/loo(lleg?zl + |f£2|> X < 00.

Also, by Assumption (2.17), there exists C > 0 such that

(5.47) E(£(c0) —£(x)) <Cx™®  forallx > 1.

Hence, by Fubini’s theorem,

2([Tle Wl —syax) ¢ [~ ('f(x)' |f/(x)|)x_°‘*dx<oo.

X

Moreover, for any M’ > M > §,

(5.48) sup
1€[0,T]

sup Woo(t)|g(M') — g(M)|.
1€[0,T]

f ¢ (1) Woo (1) dix| =

Hence, (5.46), (5.48) and the finiteness of lim,_, 5 g(x) = g(co) imply that, almost surely,
the sequence { fSM” g X)W () dx}>2, is uniformly Cauchy on [0, T] for any sequence
{M,};2; such that lim,_, M, = oo, which proves the uniform convergence to the limit
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500 g (X)W, (-)dx as M — oo. Moreover, by (3.4), (3.5) and the Lipschitz property (4.1) of
the Skorohod map, for any M > §,

sup |g(M)Wa(t) — g(00) Weo (1)
1€[0,T]

<[8D] sup Wt @) = Wosl0)| +( sup [Wao(t))g(00) = (M)

tel0,

<2(sup|g ()| ) T2M 7 +2(sup|g (x)]) (6 (00) — £(M))
x>4 x>4
+( sup |Wao(0)])]g(00) — g(M)].
tel0,T]

The upper bound in the display immediately above tends to zero as M — oo. Thus, we
conclude that

Toolt) := —/8 g (X)Wy(t) dx + g(00) Woo (1) — g(&) W5 (1), 1 €[0,T],

is well defined and T : [0, T] — R is continuous and, almost surely,

(5.49) lim  sup |Ya(t) — Yoolt)| =

M—00t¢[0,T]
By Theorem 14, &', (-) — T (-) in D([0, T] : R) as r — oo for each M > §. This together
with (5.49) implies that conditions (2) and (3) of Lemma 7 hold. Thus, in order to show
that ®/_(-) - Yo (-) in D([0, T] : R) as r — oo, it suffices to show that condition (1) of

Lemma 7 holds. For this, observe that as lim, _, oo 1) ( ) exists, there exists a constant C’ > 0
such that | f(x)| < C’x for all x > §. Hence, for all r e R,te€l0,T]and M > 8,

|7 (1) — ®, (1) < /M IF)|Z (1) (dx) < C /M 22 (1)(dx)

c 9 c' o ,
= 7 Z U; r l l[v (r26)>Mc'] + — ; Z Vi (I’ t)l[v,-(rzt)>Mc’]
I=1 i=1
r T2
C/ C/ E"(r<T)
< 7 Z vy l[v >Mc'] + 7 Z Uil[v,->Mc"]-
i=1

Thus, due to (2.14) and (2.15) (in particular, the limits displayed after (2.15)), the indepen-
dence of E"(-) and {v;};en for each r € R, Wald’s lemma, and (2.5), there exists C”” > 0 such
that for all M > §,

limsupE( sup |®L () — CDE,,(I)D

r—00 tel0,T]

r

q r(EGCT)
§C/limsupIE( A I >Mcr]) +11msup —E( > v,-l[vl.>Mcr]>

r—00 =0 r i=1

r JET(PT)
:C/limsup(Wgo(O)—WX,,(O))-i—limsup—E( > v,~1[vi>Mcr]>

r—>00 r—oo F i=1

< C'E(§(00) — &(M)) + limsup C"r TE(v1jy> per))-
r—00
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Thus, for all M > §,

hmsupE( sup |®L (1) — CIJfW(t)D

r—00 tel0,T]

k]

. IE(vl[v>Mc’]) cc’ c'T
<C'E —&EM C'T1 <
= CRECO — M)+ CTR Bt ey =1+ 0

where we have used (2.10) in the first inequality, and (5.47) and (4.6) in the second inequality.
From this bound it follows from Markov’s inequality that, for all M > §,

1 cc’ c'T
1 r _ r
(5.50) hrn—l>solépp<,:[g%]}q)oo(t) O, (1)] > M"‘*/2> < e + Va2

As previously noted, by Theorem 14, @', (-) i) YTa () asr — oo in D([0, T] : R) for each

M > §. This, along with (5.49), (5.50) and Lemma 7, proves that ®7_(-) i) Too(:) asr — 00
in D([0, T]: R) and that Yoo (+) is continuous in [0, T'], which proves the lemma since T > 0
was arbitrary. [

5.4.1. Sending § — 0. Next we show that the result in Lemma 15 holds for § = 0. The
strategy involved is again to use Lemma 7 to send § — 0 in (5.45). In particular, by (5.45) in
Lemma 15, condition (2) of Lemma 7 holds. Hence, we can apply Lemma 7 after we have
shown that the left-hand side of (5.45) is close to f0°° f (x)ENJ’ (-)dx in a uniform sense as
required to verify condition (1) of Lemma 7, and the right-hand side of (5.45) converges to
the appropriate limit as § — O to verify condition (3) of Lemma 7. However, showing that
these two conditions hold becomes quite technical. To control the left-hand side of (5.45),
we first show that for any a > 0 (not depending on r), the maximum number of jobs in the
rth a(c”)~!-truncated queue in the time interval [0, T] is small (Lemma 16) by performing
an excursion analysis of the workload process. However, the estimates obtained by such an
analysis turn out to be too crude to show that the number of jobs of size < §¢” is uniformly
small on the time interval [0, T'] for small §. For this, we need much more involved analy-
sis making careful use of the SRPT dynamics. Roughly, we show that the workload process
corresponding to jobs of size in the interval [a, §¢"] can be bounded above by a (reflected)
martingale with large negative drift, quantified in (5.73). We then decompose the workload
process path into excursions between appropriately chosen levels and control these excur-
sions using the upper bounding process to bound the maximum on [0, 7']. Finally, bound-
ing the queue-length process by a (sufficiently large) multiple of the workload process (see
(5.6)), we obtain a “continuity estimate” in Lemma 18 which, in turn, gives the bound on
SUpP;¢[0.7] Z§(t) required by Lemma 7 to control the left-hand side of (5.45) (see Lemma 19).
To control the right-hand side of (5.45), we again use excursion analysis to show that the
integral |, 500 g (X)W (-)dx indeed converges to a finite random variable as § — 0 (Lemmas
20 and 21). Together, these estimates complete the proof of Theorem 2.

Recall that for r € R, a > 0, and ¢t > 0, r(c")~! ;(C,)_l(t) is the queue length of the

rth a(¢")~!-truncated SRPT queue at time r2¢. Denote by © the collection of all functions
0:R— Ry suchthat6(r) - 0 as r — 0.

LEMMA 16. Foranya,T > 0, there exist 6 € ® and ro > 0 such that for r > ry,

P sup Q11> 6()) <00,
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PROOF. Fixa,T >0.Forr €e R andi € N, let T/ and v; respectively denote the inter-
arrival time and processing time of the ith external job in the SRPT queue. For r € R, define
Ty =0. As in Section 2.1, T| is strictly positive and has a finite second moment, but does
not necessarily have the same distribution as 7/ for i > 2, and 7" is a random variable that
is equal in distribution to 7" for each i > 2. Also, for r € R and ¢ > 0, denote by W; (t) :=
ng ()1 (r—2t), the (unscaled) workload process of the rth a(c” )~ !-truncated SRPT queue.
Finally, for r € R, define the stopping times {K[}7° _, with respect to the filtration {7} },¢z. ,
where Fj:=0({q",v] :/ eN}) and, forn eN, ) :=0({q", 0], T}, v; : 1 €N, <i <n}), as
follows:

K'y=0, Ky=0 if W (0)=0,

k
otherwise K, = inf:k €Ly W;((Z T[)—) = O},
i=0

and, for j € Z,

k
i=0

Forr e R, >0andi € N, write Tir’l =T Al and v{" := v;1[;<4]. Recall that the processing
time distribution does not depend on r € R. Moreover, as the distribution function F of the
processing time is assumed to satisfy F'(x) < 1 for all x € R, and as a < co, we have that
AE(v{) < 1. Also, using (2.2),

(5.51) limsup limsup E(T" 1j7~77) =0.

=00 r—o0

Using these observations, there exist ro € R and /,n > 0 such that 1] := (E(T" A -1,
E(v{), A" and o, satisfy that for all r > ry

(5.52) ME(WY) <1—4n, M <2x, A >i/2, i) <202, MET> 1.
l 1 I A A

Fix ro € R, and [, n > 0 such that (5.52) holds. Note that for any r > rg and j € Z, such that
Kgl. > ng_l + 2 and for any k € [Kgl._1 +1, ng — 1],

~ k R KEJ—I k k
WJ(ZT[):W;( > Tir>+ Yo=Y T
i=0 i=0 i:KEj—l‘H iZKEj_l-H
AR k k
= J(Z Tir>+ Z vf — Z Tir’l
i=0 i=K3;_1+1 i=K5; |+l
(5.53) AN
. < a’(z T[)+M1(’<)—M1(K§j1)+M§(k)—M§(K§jl)
i=0
_ . y
=2m7 k= K3;_p) + ()7 —E[T7 )10,
R ngfl
= ar( > T) + My (k) — My (K3 ) + M5 (k) — M5(K5; )
i=0

—2m 7 (k= K5;_p) + 20 1=y,
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where, for » > o, My and M} are martingales (with respect to the filtration {5} },cz, defined
above) given by M(0) = M5(0) =0, and for k € N,

k k
Mi(k) = (v —E(vf)) and M5(k):=—> (T —E(T)")).
i=1 i=1
For r > rg, write 77 (k) := Z T and T/ (k) = Z Trl forke N. As v <a for all i €
N and there are at most two ]obs inthe rtha(c")~ 1—truncated SRPT queue at time ), ° 2’ ! T’
for each j € N, and r > ry, W;(Zizz'(’) ! T/) <2a for all j € N. For k > ki :=2(1 + Aa/n),
we have 2nA 71k = 2a > nA7 'k + nA7ky — 2a > nA7 k + 29271 = A~ k. Also, observe
that My (-) (resp. M5(-) := M5 (- + 1) — M} (1)) is equal in distribution to M (- + j) — M1(j)
(resp. M5 (- + j) — M5(j)) for all j € N. Hence, as M and M}, r > ro, are martingales with
bounded increments such that the bounds on the increments do not depend on r > rg, using

(5.53) and the Azuma—Hoeffding inequality, we obtain that for k > k1 :=2(1 +Aa/n), j € N
and r > ro,

P(K5; — K5, > k) <P(2a + My (k) + Mj (k) — 291~ 'k > 0)
< P(M; (k) > nk/(21)) + P(M5 (k) > nk/(21)) < 2¢ K

for some positive constant C depending on a, 1, A and [, but not k > k; and r > rg. Note
that for any r > rp and j € N, the queue length of the rth a-truncated SRPT queue in
the time interval [7" (K} _2) T (K 5i_1)] is bounded above by 2 and in the time inter-
val [7"([(5]-_1), T’(K’ )] is bounded above by KZJ ng_l + 1. Thus, for any r > rg,
k>ki+1and N €N,

-
IP’( sup QZ(C,)_l(r_zt) > k)

telTT (K5, T (K5 )1 €

ro, _
(5.54) = ( sup — Qi (F2) > k)
P

relT7 (K5, ). T (K51 €
N
Z (K3; — K5;_y >k —1) <2Ne“e k.
Jj=

For all r > ry, ng — ng > 1 forall j € Nand A <2A. Hence, for all > r( and integers
N > 4r’AT + 1,

P(T" (K3y) <r*T) <P(T/ (Kzzv) <r°T)
P(7/ (N Tlr’l < rZT)

I/\

IA

N
P> (1) ") <r2T — (N — 1),\—1/2>
(5.55) i=2

< IP(Z(T[J —E(T"")) < =271 (N - 1)/4)
i=2
- 16A2(2o§ +42.72)
J— _ 1 9
where we have used Var(T'l) <E([T")? = (0})*+ ()2 <205 +4272 fori >2 in
the last bound. From (5.54) and (5.55), for r > rg and any 1ntegers k>kiand N —1¢
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[40r2T, 50r2T),

r r -2
P(ze[?’r?[l;}r)) 271 ¢ o Qa1 770 > k)

r
< P( sup - QZ(C,),I (r_zt) > k) +P(T"(K3y) < r2T)

te[TT(KE), T (K51 €
16122 4072 40202 + 4172

( GA + ) < 10eCAr2Te €k + (204 + ).

N —1 r2T

Taking r; > rg such that [3logr;/C| + 1>k and k = |3logr/C] + 1, we obtain that for
some r1 >rg and all r > ry,

<2NeCe €k 4

3c"logr ¢ 10eCAT 4203 +4072)
— )< + .
) - r r2T

(5.56) ]P’( sup o 1) >
telr=277(K}).T] a() Cr r

Note that W; 0) = Zg;l 6@1[;}25“] for r € R. Using this in (5.53) (with j = 0), for any r > rg
and k e N,

P(K{ > k) = <W’<ZT)>O,K6>I¢)

q
< IP(Z Uy Ly <a) + My (k) + M5 (k) — 2n2 " k207" > o).
=1

(5.57)

Further, note that by Assumption (2.19), there exists 8 € ® such that r8(r)/c" — oo as
r—ooandforallr e R,

r

q
(5.58) IP’(Z L <) > rnd='00r)/(a + 1)c’> <6(r).

=1
Using these observations, we conclude that there exists r» > ry such that for all r > r;,

IP’( sup r Qa(c’) () > (TM n 1)<1 4 r@(:)))

1€[0,r 277 (K})] c’ ¢

r

d ro(r
< P(Z L <a) + Ky > (nk_l + 1)(1 + (r ))

=1 ¢

qf
0 0
< ]P(Z 1 <a) > nr1<1 +1 (r)>> +]P><K6 > 1470 C(rr))
(=1

q
< P(Z Ly <a) > rn,\le(r)/c’>

=1

qr
o ro(r
+P(Z Ugl[ﬁzga] + M](\‘l + C(r )J)
=1

ro(r)

+M§(Ll+ J) — 202" o) Je 4+ 207! >o>
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r r

q

q
(5.59) (Z ([ <a] > N1 PO () /c’) +IP’<Z Uy Ly <a) > nrlre(r)/c’>

(=1

+P Mlq re(r)J) > n,\—lre(r)/(zc’)ﬂ—l)

(
—|—IP’<M Q LAY )J) > nrlre(r)/(zc’)ﬂ—‘)

r

r

q q
(Z 1[U€<a] > A~ r@(r)/c ) —I—IP’(Z 1[52501 > nk_lre(r)/acr)
(=1

(=1

o170 ) e )
{1720 - )

<20/(r) 42~/

'ﬁ

where we used (5.57) in the third inequality and (5.58) and the Azuma—Hoeffding inequality
in the last inequality. Since the upper bounds in (5.56) and (5.59) tend to zero as r — 00, the
lemma follows from (5.56) and (5.59). [

Recall the parameter n* specified in Section 2.4. We will need the following technical
lemma in what follows.

LEMMA 17. Let D' > 8p and n € (n*, p — 1). There exist My(n) > 1, r«(n) > 1 and
8+(n) € (0, 1) such that for all r > r,(n) and é € [2M*(n)(cr)_] , 8+(n)] the following hold.

23 -2 D
(5:60) Do/ —5 =0
(5.61) A2 <\ <81/,
(5.62) E(1]) <217}
(5.63) 04/2 = (04)” <203,
(5.64) E[(T] — (*")"")?] < 203,

12802
(5.65) E[(vljy<ser] — N E@lp<se)T))’] < C :=E[v?] + 490‘4 foralli €N,
566 o< ()
p

p 4 1\2P=n/(p=n/2) 1 2
(5.67) <—> Ty = min(—, 194),
p Crn/(p—n/2) Azgﬁ

2p-n)/(p—n/2)

(5.68) (_” ) P/l =0/ < (26200

Pl =
IE(Ul[v>5c’])

IE(vl[v>c’]) ( )

45p—n"
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Moreover, for any by > 0 and any n € (n*, p — 1), there exists ¥ (n, by) > r«(n) such that for
any b > bo, r > (1, bo) and § € [2M(n)(c") ™", 8.(m)],

2(p—m/(p—n/2)  29) 52
F (32520 252(p—n) p+1 _2hoh
(5.70)  P(E" (36r262P1 14) > |bars2 P |) < ( ; ) e B
PROOF. By (2.2), (2.3), (4.10) and other elementary considerations, there exist M2 (n) >
1, r»(n) > 1 and 8>(n) € (0, 1) such that (5.60)—(5.67) hold for all r > r(n) and § €
[2M>(n)(c") ™Y, 82(n)]. Then (5.68) holds for all ¥ > r»(n) and 8 € [2M2(n)(c") ™', 82(n)] as
well, since 2M»>(n) > 2 and (5.66) imply that for all » > r»(n) and § € [2M2(n)(c’)_1, S (m1,

2(p—n) 2(p—n)

I
p p r

From Section 4.2(c), E(vly>z) = z‘pi(z) for all z > 0, where L satisfies (4.8) for some
nonnegative Borel measurable functions c¢(-) and €(-), with ¢(-) satisfying limy_, s c(x) =
co € (0, 00) and €(-) satisfying €(y) — 0 as y — oco. For any n > 0, we can obtain M3(n) >
M>(n) such that for all y, z > M3(n), % > 1/2 and €(y) < n. Hence, for all § € (0, 1) and
7= M3(n)/s,

Lz) _ c(d2) ex (_ /Z €0 , > - exp(—1 J5 %d)’) _exp(=nlog(1/8)) 8"
Lz <@ oy )7 2 2 5
Thus, for all § € (0, 1) and z > M3(n)/$,

E(Ul[v>82]) _ (5Z)_pi(5z) - 1

IE(Ul[v>z]) Z‘Pi(z) — 28p—1

From this it follows that for some 0 < §3(n) < 82(n), (5.69) holds for all ¥ > ro(n) and § €

[2M3(n)(c") ™", 83(n)]. Setting rv () = r2(n), My (n) = M3(n) and 8,(17) = 83(n) completes
the proof of (5.60)—(5.69).

To prove (5.70), note that for any by > 0, by (5.68), we can choose 7 (1, bg) > r«(n) such
that for all » > 7(n, by) and 8 € [2M*(17)(c’)_1, S+(M1,

(5.71) r282(P=1 > 28(3bg) .

Using (5.61) in the third line below, (5.71) in the fifth line below, and Chebychev’s in-
equality, (5.63), and (5.68) in the sixth line below, for all b > by, r > r(n, bg), & €
2M.(n) ()L, 8.1,

P(E" (3br28% P~ /4) > | bar?s>P~™ |)

(mew—m 3pr282(p—n) )

> o

<P

LbAr252(1’ ">J 2¢2(p—n)
3br252(p—1 _
=P( 17 =) < 0 (e )
Lbar252(P= ">J 252(p—1) -1
3br282(=m 7y,
§IP’< T —E(T))) < — e (buzaﬂp—m—z))
l
[bar282(P=) | 282(p—n) -1
br2s2(r=m 14
:P< T ~E(1) <~ 3 3 )

i=
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[bAar2s2p=m) | br2s2(p—n)
< P( > (17 —E(1) < —T)
i=2

25x(op)? _ (pA1\H/ (oD 2902
_br252<"—’7>_< p ) brn/(p=n/

Hence (5.70) holds for all b > bg, r > 7(n, by), 8 € [2M,(n)(c") L, 8.(n)]. O

LEMMA 18. Fix T > 0. There exist Dy, Dy, D3 > 0 such that the following holds: For
anyn € (n*, p—1), there exist M(n) > 1,r(n) > 2and 8(n) € (0, 1) such that for all r > r(n)
and 8 € 2M (n)(c") L, ()],

B( sup (05(0)— 050(0) > D137 Mog(s ™) + )
1€[0,T] r

r

1 q
< 35802 + P(— Z 5;1[5;‘<5cr] > D38P77)_
’ =<
=1

PROOF. Fix D' > 8p. For n € (n*, p — 1) and by > 0, recall M,(n), r«(n), 8+(n) and
F(n, bp) from Lemma 17. Set M (n) = M.(n) and take r > max{r.(n), 7(n, k‘l)} and § €
2M (7)(c")~!, 84(n)]. Forall t > 0, by Lemma 11 with x =8/2 and y = 6,

(5.72) 0= Q50— Qhp(0) = = +257' ¥} 0.

The major effort of the proof will be to obtain bounds on the probability that
Supg, <7 28 1Y} (¢) exceeds certain bounds for a suitable T’ > T', which entails a detailed
analysis of its excursions. To get an overview of the strategy for this, the reader may wish to
look ahead to (5.96) (where r(n), B > 1 and € € (0, 1) are constants to be determined in what
follows), definitions (5.79), (5.80) and (5.81), (5.95) and (5.96). In what follows, each of the
three terms on the right side of (5.96) is bounded above using estimates in (5.82), (5.92) and
(5.93).
Recall that Y§ (1) = I'[X}](¢) for > 0. From (5.8) and (5.9), for t > 0,

IE:(vl[v>8c’])

X5(t) = X50)+ V(@) — Mt
s s ) IE(Ul[v>c"])

+rt(p" —1).
By (5.69), forall0 <s <t,

(5.73)  X§() — X5(s) <UL(t) — Uf(s) where UJ (1) := V{ (1) - w—t—n :

For k € N, write

k k k
Vik) :=rVy (r2 > T,.’) =Y vilpy<ser) — VE@lpzser) DT}
i=1

i=1 i=I

By (5.65), for each k € N,
E[(V{ (k))*] < Ck.

Take any B > 1. Thus, as {\75’ (k)}ken is a martingale (with respect to the filtration {F), },cz. ,
where Fj:={q",v; :/ eN}and F}, :=0(q", V], T/, v; :1 € N,i <n),n > 1), using Doob’s
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maximal inequality, (5.66), recalling r > 7 (7, 2~1) and using (5.70) with b = 16BAL,

P( sup Vi) > BsP™" /2)
te[0,12BA=182(p—m]

k
= P( sup 144 (r‘2 > T) > B§P" /2)
i=1

1<k<E"(12BA~1r282(p—m)

k
< P( sup \75’ (r_2 Z Tlr) - 3517—71/2>
1<k<[16Br2§>r—m | i1
+P(E"(12Br22~182P=1) > | 16Br22P~7 |)
(5.74) B B
= }P’( sup VI(k) > Brs?™" /2)
1<k<|16Br282(p=m |

+P(E"(12Br22716%P~1) > | 16Br252P~7 )

_ 16E[(V; (L16Br>8>7~7 )))’]

- B2r28§2(p—m)
+P(E"(12Br227162P~") > | 16Br252P~7 |)
256C p+ 1\2p=m/(p=n/2) 32)90%

== (")

p Brn/(p—n/2)"

Next, from (5.73), we see that for any integer i > 2 and s > 0,

P(X5(- + ) crosses (i + 1)B8P~" before (i —2)B§P™" | X5(s) =i B&P ™",
E"(r%s) — E"(r’s—) > 0)
<P sup VI(t+5)— V] (s)> Bs" /2| X}(s) =iB&P™",
(5.75) te[0,12BA~182(p=m)]
E"(r%s) — E"(r’s—) > O)
= ]P’( sup f/{ (t) > BSP—'?/2>’
t€[0,12BA~182(p—m)]

where, in the last step, we have used the strong Markov property of the process ‘75’ () at the
jump times of the process ¢ > E” (r1). Combining (5.74) and (5.75), setting B =960C Vv 1,
and using (5.67), we conclude that for all integers i > 2,0 <x <iB§” " and s > 0,

P(X5 (- +s) crosses (i + 1)B8P~" before (i —2)B5P~" | X§(s) = x,
E"(r’s) — E"(r’s—) > 0)
576)  SP(X5(+s)crosses (i + 1)B”" before (i —2)BSP™" | Xj(s) =iB3"™,
E"(r’s) — E"(r’s—) > 0)

=

W | =
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Using M(n)/c" <2M(n)/c" <8, M(n) = My(n) > 1, (5.66), (5.67), r«(n) = 1 and B >
960C > 2C,

r ryP=1
r(SpCfnfl = 81)17%
e <p + 1)(17—77)/(17—17/2) F(p=m/(p—n/2)

p
_ o (p_+1>(p—n)/(p—n/2)
D

For s > 0, define the following stopping times with respect to the filtration {#;};>0 given by
He=1{q", 0/, Vi (r?s), E"(r’s) : 1 e N, s <t} fort > 0: B =5 and for k € Z,

Bit1 :=inf{t > By : X§5(¢) — X5(Br) > BSP ™"
or E"(r*t) — E"(r’t=) > 0 and X}(t—) — X5(Bx) < —2B8P7"},

3c" Jr =871

(5.77)

r

pN/ QP g§PT D

and write )?g(k) := X5 (By). For any k € Z, note that if X (B41) — X5(Br) = BSP™7; that
is, if Bx41 corresponds to an up-crossing of Xj, then, using (5.77) and that jumps up of X5 ()
are at most of size 8¢ /r, X5(Br+1) — X5(Bk) < B6P™" + 8" /r < 3BS§P~"/2. Similarly,
for any k € Z, if X5(Bx+1—) — X5(Bx) < —2B58P77, then, by the same line of reasoning,
X5(Bry1) — X5(Br) < —2B8P~"+6c" /r < —=3B8P7"/2. Let {S5(k)}rez, be arandom walk
with S5(0) =9B4&”~"/2 and for k € Z,

P(Ss(k + 1) — Ss(k) =3B8P~"/2) = 1/3 and

P(Ss(k+ 1) — Ss(k) = —3B8§P7"/2) =2/3.
Recall that D" > 8 p was fixed at the onset. Also note that (5.60) implies that 22[),12;7(_1%)72 <1,
which in turn implies that 9/2 < 3D’ log(~1 /8). Then, from (5.76), the above observations,
(5.60), and by comparing the sequence {Xj(k)}rez, with {Ss(k)}rez, , it follows that, for
any > 0 and any xq € [4B§P~",9B§P~1/2],

Sp—n

3
IP’(Y({(t +-) crosses 3D’ B8” " "log (8! before 5 ‘ Y] (t) = xo,
EN () — BN (r1—) > o)
r / p—n —1 3B§PTN r

=P( Xj(t 4 -) crosses 3D'B3”"log(8™") before 5 ’ X5 (1) = xo,

E (1) — EN (=) > o)

679 3BsP" 9B§P~"

< P(Xg(t +-) crosses 3D’ B8 " log (8™ ") before ) X5(1) = >

EN () — BN (r—) > o)

T 3B5P~Y

<P( Ss(-) crosses 3D’ B3”~"log(8~ ") before

23 -2 D
< — <
= 72D'log(1/8) _ 9 —

’
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where, in the second to the last inequality above, we have used the fact that, for the biased
random walk Ss, n > 225/ GBS"™) is a martingale (with respect to the natural filtration
generated by Ss) to compute the probability via optional stopping theorem. Define the fol-
lowing stopping times (with respect to the filtration {#;};>¢ defined above): 7_; =0 and for
k e Z_|_,

(5.79) oy :=inf{t > w1 : E"(r’t) — E"(r’t—) > O and Y} (r—) < 2B§" 7"},
(5.80)  Tokq1:=inf{t > 1o : Y5 (1) > 4BSP 7"}
and let

(5.81) N = inf{k eN: sup Y[(t)>3D'BsP 1og(1/5)}.

t€[tor—1,7k]

Due to (5.77) and since Y§ has upward jumps of size at most ¢"8/r, for each k € N,
Y5 (tok—1) € [4BSP7",9B5P7/2]. As § < 6.(n) < 1, by (5.78),

LB—D’/2J+1
PN <[P+ < 3 1@( sup Yg(z)z3D/B(3P—'71og(1/5))
(5.82) k=1 te[tor—1,72¢]
<28P'/2,

Using (5.77), Y5 (tox) < 3B§P7 " for all k € Z . From (5.73), it follows that, for each k € Z,

te (VI + 1) — V(o) — (X500 + tn) — X5 (), 1 >0,

is nondecreasing in ¢. Thus, by the monotonicity property noted in (4.3), for each k € Z and
>0,

Y5 (t + tor) = T[Yy (k) + (X5 + 721) — X (726)) ] ()
< F[Yg(‘fzk) + (‘7;(' + k) — ‘7({(1’2]())](1‘)
<T[3B877" + (V§ (- + ) — V{ (za)) ] (1)

For each k € Z, a job arrives to the rth system at time 7p¢. Hence, by the strong Markov
property, {['[3B8P~"7 + (V{ (- + tox) — Vy (t24))1(?) : t > 0} has the same distribution as the
process {['[3B3P~ 1+ \Z{(-)](t) :t > 0}. Thus, foreachd e Nand ¢t > 0,

d d
(5.83) P(Z(m“ —sz)§l> SIP(Z Xj 5:),

where {xo, X1, - ..} are independent and identically distributed random variables distributed
as

P(xo <) =P( sup. [[3B877" 4 Vi ()]() = 4B8"7"), 5> 0.
tel0,s

Recalling § < §,(n) < 1 and using the Lipschitz property of the Skorohod map noted in (4.1),
we obtain that for all € € (0, 1),

(5.84) Plxo<es®” ™) <P sup [Vj(n)]=BS""/2).
t€[0,e82(P—m]

Then given € € (0, 1), following the same line of reasoning used to obtain (5.74) and using
(5.70) with b = 2¢ (noting 3b/4 > €), we obtain for r > 7(n, €) := max{r,(n), 7(n, 27D,
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r(n, €}
P( sup  Vi(t)> B8P /4)
t€[0,e82(P—m]
A k
< ]P’( sup %4 (r_z Z T[) > B(Sp_"/4>
(5.85) 1<k<|2eAr2§2(—n | i=1

+IP’(Er(er282(p_’7)) > LZEMZ(SZ(”_”)J)

128C Ae p+ 1\2=m/(p=n/2)  28) 52
< T _ 20
- B < p ) crn/(p—n/2)

Moreover, as Vy () decreases between successive arrivals of jobs and increases at the arrival

times, for each € € (0, 1), we have the following lower bound on \75’ (-) on the time interval
[0, €52(P=]:

inf  V/(t)
te[0,e82(P—m)] 8

k k+1
> inf PNy il <sery — AT E@l<ser) Y 17
- 0<k<E"(er282<P—n>)< ; F v <de] Wlpp=sery) ; i
k k
> inf r S il <serp — AT TE(01 r T"
(586) "~ 0<k<ET (GVZSZ(P—ﬂ))( ; iHvi=éc"] ( [v<éce ]) ; i )
SAE(v
- ) sup T
r 1<k<E"(er282(p=m)41
1 ) ~, 8 .
= — lnf V(S (k) - Sup Tk ,
T 1<k<E" (er2s2(p—m) r | <k<E" (er282(-m) 41

where the bound (5.61) was used in the last term. Once again, following the arguments for
obtaining (5.74) in a manner similar to those that arrive at (5.85), for € € (0,1) and r >

F(n,€),

1 ) ~ _
IP’(— inf Var(k) < —Bé§? "/8)
V' 1<k<E'(er2s2p—m)

(5.87)

- - 8y 2
_S12Che  (p 1 2p=m/(p=n/2)  28)52 ‘
- B2 p ern/(p—n/2)

Moreover, for any € € (0, 1),

8
IP’(— sup T, > B(S”_"/8>
T | <k<Er (er2s2-m)+1

. 1BsPr
=P sup T > ——
1<k<E" (er282(r—m)41 64
<P(E"(er?s*P=m) > | 2eAr?52P~M )

. 1B&P Ny
+P sup T > —— ).
1<k<|[2eAr282(p=m |41 64

(5.88)



SRPT QUEUES WITH HEAVY TAILED PROCESSING TIMES 2633

Applying a union bound, Chebychev’s inequality and (5.61)—(5.64), it follows that for any

ee(0,1),
, TBSP "y
P sup Tk [ —
1<k<|2eAr2s2(p=m |41 64
TBSP "y
< (el 282(1)*77) 1 ]P)<Tr —>
< (2err + )kn;allx2 (>

64
TBsP—y
(21 + (er?82P—m)~heCy
<
— B2 b
where C| = 102(20’% + (2)\_1)2). Thus, for € € (0, 1) and r > 7(n, €), by using the above
bound and (5.70) with b = 2¢ in (5.88), we obtain

8
IP’(— sup T} > BSP_”/S)
Tr | <k<Er (er2520-m)

< (2enr?s¥P—m 4 1)(

) Ly 1w B

(5.89)

_ (PO 280k 2k (2627 ) e
=\"p ern/(p—n/2) B2 .

From (5.86), (5.87) and (5.89), for € € (0, 1) and r > 7(n, €),

P inf  V/(t) < —BsP"/4
(te[O,elglz(!’*")] g @< / )

20p=m/(p—n/2) 28 452
<512Cke+2<p+1) 2°00%

(5.90)

- B? p ern/(p—n/2)
QA + (er?282P—my~hey
+ 23 .

From (5.85), (5.90) and as B > 1, we can fix € € (0, 1) and find 7 () > 7(n, €) such that for
all r > F(n),

P sup V@)= B8PT2) <172,
1€[0,e52(P=m]
and hence, from (5.84),
(5.91) P(xo < €8*P~M) < 1/2.

Henceforth, we fix such an € and assume r > 7(n). Applying the Azuma—Hoeffding inequal-
ity on the martingale (with respect to its natural filtration)

L

Mé( = Z(I[Xk>€82(p—n)] - IP)(XO > 682([)_]7))), E S ZJ,_,
k=1

and using (5.83) and (5.91), for any d > 1, we obtain

d
P(Z(fzprl — 1) < d€52(p_")/4)

J=0

(5.92) d 5 d
<P Z Xxj <deé (p—n)/4 <P Z I[Xj>652(pfn)] <d/4

j=0 =1
=P(M} 4+ dP(xo > €8*P™™) <d/4) <P(M} < —d/4) < e /32
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Note that if Y{ () <3B&§P~"/2 for some ¢ < 70, then, by definition (5.79), the time of the
arrival immediately following 7 corresponds to 7. By (5.77), Y{ (t9) <3B&§P~"/2 + ‘;—5 <
2B&P~" and as Y{ (-) is nonincreasing in the time interval [7, 7o), SUP; (i z) Y5 (1) <2B&P™1.
Consequently, if Y (-) attains any value v > 2B3§”~" before 1, Y5 (0) > 3B5P~"/2 and the
time at which v is attained must be before Y3 (-) down crosses 3B57~"/2. Thus, from the
computation (5.78), recalling that Y (0) = % Zf; L7 1137 <scr) and using the fact that the pro-

9B§P~1

cess Y5 (-) started from Y5 (0) = 5— stochastically dominates (in a pathwise fashion) the
process Y (-) started from any value less than or equal to 2B ‘Szp_" ,

IP( sup Y§(z)>3D/B§P—"1og(1/3))

t€[0,19]

3B&PN
< ]P’(Yar(-) crosses 3D" B8P "log(1/8) before 5 )

3B&P7N 9B&P—N
<P Y} () crosses 3D’ B5§P"1og(1/8) before Y7 (0) = )
sy =E(HO 2(1/8) — ¥
13 9BsP—
—|—P<— Zvlrl[ﬁff&"] > )
rio 2
e 1 & 9BsP
<é” +P —Zvl 1[5{556’] > .
Uy 2

Let 0 < 8(n) < 8+(n) be such that T < e8(n) 2P~ /4. Choose r(n) > 7(n) such that
2M(77)(c’)_1 < é8(n) forallr =r(n). Forr >r(n) and § € [2M(n)(cr)_] ,8(n)1, by (5.72),

P( sup (Q5() — Q% »(1)) > 6D' B8P~ " log(1/8) + C—)
te[0,T] r

.
< IP( sup (Q5(1) — Q52(1) > 6D’ B8P ~17"1og(1/8) + c_)
1€[0,e8=2(p=m /4] r

IA

P( swp  ¥()>3D'B5"log(1/0))
(5.94) 1€[0,e8-2(P—) /4]

< IP( sup ¥§ () > 3D'B8P " log(1/5))

T N0, 7]

+P sup Y§(t) > 3D'B§P"log(1/§),
te(0,e8=2(P=1 /4]

sup Y[ (t) <3D'BsP" 1og(1/3)).

1[0, 7]

Observe that if sup, (g -, Y5 () <3D'B87~"log(1/3), then

sup  Y{(t) <3D'B§P "log(1/9),
tel0, N —1)

where N is given in (5.81). Then, if in addition N > |§~2/2] 4+ 1 and

sup Y{(t) > 3D'B§" " og(1/8),
te(0,e8=2(r=m /4]
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then Ton—1 < €8~2(P~ /4 and hence, in this case,

|_87D//2J+1

(5.95) Y (mjp1—m)) ST <€V /4,
=0

This together with (5.4.1) gives that for r > r(n) and § € 2M () ()7L, 8],

IP’( sup (Q5() — Qg/z(t)) > 6D' B8P~ ""1og(1/8) + i)
1€[0,T] r

51@( sup Y[ (1) > 3D/Bap—'710g(1/5))
t€[0,10]

(5.96)

162" /2) 41 ,
+P< Y (mjp ) €8PV AN > [P+ 1)
j=0

+PWN < |87P72] +1).
By (5.96), (5.93), the fact that §2'/2e5=2(P= < ¢§2(P=1 since D' > 8p, (5.82) and (5.92),
we obtain for r > r(n) and € [2M(n)(c’)_1 ,0(m)],

2( sup (Q50) = Q3ys(0) = 6D'B5" Mog(1/8) + )
tel0,T] r

/ 13 9BsP~
< 8D + Pl - Zvlrl[,jlrsgcr] >
"5 2

LS_D//2J+1 / /
+P( Y. @i—n) =7+ 1)682”’"’)/4) +26072
j=0

13 9BsPN w0 /
=< P(; Ulrl[{)lrsgcr] > ) ) +e 8 /32 + 35D /2

1 9BsP )
§IP><; O i <sery > — )+3550/2,

where, in the last inequality, we used the fact that xe /32 <32 for all x > 1. This proves the
lemma with Dy :=6D'B, D, := D’/2 and D3 :=9B/2. [

LEMMA 19. Fix T > 0. Recall the constant Dy > 0 from Lemma 18. For any n €
(n*, p — 1), there are 0, € ©, and positive constants r'(n), D'(n), D(n), 8(n) € (0, 1),
M'(n) > 1 such that for all r > r'(n) and § € [2M’ (n)(c")~L, 8(n)],

P( sup Z5(6)> D8P~ (1 +1og(871)) +8,(r)) < D) (672 +8777) + 6, (1),
tel0,7T]

PROOF. By (5.4) in Proposition 10, for any r € R and any §, z > 0,

-
(5.97) P( sup Zj()>z) < IP( sup Q4(1) >z — C—).

1€[0,T] 1€[0,T] r
Take Dy, Dy, D3 as in Lemma 18. Choose and fix n € (n*, p — 1) and obtain M () > 1
and r(n) > 2, 8(n) € (0,1) as in Lemma 18. Define M'(n) := M(n) vV a* where a* ap-
pears in Assumption (2.16). Denote by 6, and ro(n) the map 6 and constant r( obtained in
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Lemma 16 with 2M () in place of a. Define D’ (1)) := Dy Y32, 2 *P~1=" (1 + klog2). For
§e[2M'(n)(c")~, 8(n)], let K (17,8, r) be a nonnegative integer such that 2~ K.8.0-1g -
2M' () (c")~! < 27KM:3.1 8 This, along with (5.66), implies that for » > r(y) and § €
2M' (i (")~ 8],

(5.98) K(n,§,r)< logz(%> < 10g2<Mon)> <C'(n) logr,

where C’(n7) = 2log,(e)/(p — n/2) depends only on 7 (and p). Observe that for any r € R
and 6 > 0,

c"logr

]P’( sup Q%) > D/(n)ép_l_"[l +1log(1/8)] + C'(n)
t€[0,T] r

+9,,(r)>

<P r o .
(5.99) B (tes[l(l),pT](Q‘s(t) QZM () 1(1))

> D' (8P~ 711 4 log(1/8)] + C'(n)

c" logr)

r

+P( sup O\ i1 (B) >6,(r)).
<ze[O,T] 2M' () (")~ n )

By Lemma 18, for every r > r(n) and § € [2M’(n)(c’)_1, s(m]1,
_ —1- c’
P sup (€5 4,0 = 05« 15(0) > Di(28) ™ Tog(@'/5) + )
tel0,T] r
(5.100)

_ 1 & e
S 35(2 k8)D2 + P(; Z Ulrl[i}lrsz—kscr] > D3 (2 k(s)P 77)
=1

forall0 <k <K(n,$é,r).

By Assumption (2.16) and (5.98) (and since M’ (n) > a™*), there exist C”, r” > 0 such that for
allr > 7", 8 € 2M'(n)(c") ", 8], and 0 <k < K (1,8, r),

1 & -
(5.101) IE(; Zﬁ,’lw;-szkacr]) <2 ks
=1

Let r'(n) := max{r(n),ro(n),r"}. For r > r'(n) and & € [2M'(n)(c")~!,8(n)], since
2~ K80 =1s < 2M’(n)(¢")~!, by Lemma 11, for any ¢ > 0,

(Q5() — QZM’(W)(C"Y1 ) = (Q5(1) — QE*K(ﬂ,B,r)fl(S(t))
+ (@5 k150 = Qs -1 )
= (Qg (1) — Q;K(n,a,r),]s(l‘)).
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Using this observation, along with (5.98), (5.100), (5.101), Markov’s inequality and the union
bound, for any r > /(1) and § € [2M’(n)(c")~L, 8(n)],

P(sup (056 = Qe 1(0)

tel0,T]

+_

rl r
= D'(8"~171(1 4 log(1/8)) + C'() 28" r)

< ( sup (Qa(f)—Qz K,8,r)— 15(f))

tel0,7T]

> Ds” (1 -+ 1og(1/8) + Cop L+ )

r

K.
(5.102) Z (sup (Q545() = Q)4 15(1)

te[0,T]

> Dy (27%8)7 " " log (24 /8) + c’/r)

K(n,8,7) K(1,8,7)
< 3 3 ke M IP( Zv,l[ r<akser) >Dg(2—’<5)”"7>
k=0 k=0
K(n,8,r) K(n,8,r)
< Y 3527+ Y (DR (2R
k=0

oo oo
<3580 307Dk 4 (D)o Y 27Ok < D) (8P2 4+ 6777,
k=0 k=0

where D(n) := 352,27 P2k 4 C"(D3) 1 22,2k € (0, 00). Finally, by Lem-
ma 16, for any r > r'(n),

(5.103) IP’(tes[lépT] Qb prmyery1 (1) > 0 (r)) <0,(r).

Taking 6, (r) = C’ () “22% 1.6, (r) + %, the lemma now follows from (5.97), (5.99), (5.102)
and (5.103). OJ

REMARK 6. By small modifications of some of the estimates in Lemmas 16, 18 and 19,
it can in fact be shown that for a sequence of systems such that each system has no jobs in
system at time zero, for any 7" > 0 and any n € (0, p — 1), there exist positive constants C,
C’, C", ro such that for any » > rg, a € [(¢")"!, 1] and z > 0,

IP( sup W, (1) > Cap*”z> < IP’( sup Z. (1) > Ca”fnflz) <(Cle €7,
1€[0,T] 1€[0,T]
where we have used the elementary bound W/ (¢) < aZ] () for t > 0 to obtain the first in-
equality. By integrating over z, this immediately implies that, in this case, Assumption (2.16)
holds with W/ (0) replaced by W/ (¢) for any fixed t > 0.

The next two lemmas concern the limiting random field {W, (-), a € [0, co]}. In preparation
for using these two results both in the proof of Theorem 2 and in the proof of Theorem 5
(which concerns asymptotic state space collapse as p — 00), the dependence on p of various
objects is made explicit in the statements of these lemmas. In this regard, we remind the



2638 S. BANERIJEE, A. BUDHIRAJA AND A. L. PUHA

reader that p > 1 is presently fixed and therefore, the asymptotic conditions of Section 3.4
need not hold for the results in these lemmas to be true.

Recall o (p) = \/ A Var(v(P) 4+ Aaﬁ, where v(?) denotes the job processing time distribu-
tion with highlighted dependence on p. Also recall n* = n*(p) in Assumption (2.16).

LEMMA 20. Let T > 0. Set mo(p) i= max{2, A, 4x2/A2, /@D’ TV ag(p) =
mo(p)_l/zl’ and Ho(p) := 8p(o*(p))2/k. Then ag(p) € (0, 1) and for all a € (0,ap(p)),
nem*(p),p—1) and H> Hy(p), we have

]P’( sup WP (1) > aP™" + Ha” 1og(1/a))
t€l0,T]

< Co(p)a™™T" P 1 ¢ HCEWFM) | (. o(p))a??,

where Co(p) := 2supa>0a_(p_"*(p))E(E(w(a)) < 00 due to (2.18) and C(A,0(p)) =
2eM@(P)? 4 M

PROOF. Since mg(p) > 1, we have ag(p) € (0, 1). Fix a € (0, ap(p)), n € (n*(p), p —
1) and H > Hy(p). To ease the notation in this proof, we suppress the dependence on p
and write mo = mo(p), ap = ao(p), Hy = Ho(p), o0 = o (p), n* =n*(p) and Co = Co(p).
Observe that since H log(1/a) > Hlog(1/ag) = H log(mo)/2p > AH/(2pc?) >4 > 1, we
have Ha”log(1/a) > a?. Define the stopping times: 7} := inf{t > 0 : W,(¢) = 0}, and for
ke Z+,

Topyp (= inf{t = 5 : Wu (1) =a’},

Topyn = inf{t = 5 1 : W (1) =0 or W, (1) = Ha” log(1/a)}.

Define N* :=inf{k € N : W, (%) = HaP log(1/a)}. Since k < 1/(2aP), we have k — 2 <
2%k g

[— p— al)
— 2. Thus, by (4.3), the process I'[X,](-) with X4 (t) :==£(a) + 0 B(t) — %, t > 0, domi-
nates the process W, (-) pointwise. Thus, using the fact that > e*Xa(")/ (0%a") is o martingale
(with respect to the filtration {G;};>0 given by G; = 0 (X,(0), (B(s),0 <s <1t)) for t > 0),

by the optional stopping theorem and the strong Markov property,

IP’( sup W, (1) > ap_”)
(0,71

<P(£(a) > aP™"/2) + P({[Sug] Wa() > a”"} 0 {&(@) <a?7"/2})
»To

<2a""PE(&(a)) + P(X,(t + ) crosses a? " before 0 | X,(t) = al~"/2)

r/(2o2ay 1

(5.104)

e

—1/Q0%a")
e)\/(rrza’?) —1 ’

<2a""PE(&(a)) + <Coa" " +e

As previously noted, Hlog(1/a) > 1. This together with an argument using the optional
stopping theorem in a manner similar to the above gives

P(W,(t5) = Ha? log(1/a)) <P(X,(t + -) crosses Ha? log(1/a) before 0| X,(t) = a?)

)\./0'2 1
e 2 2 2
< e)L(I Hlog(l/a))/o ek/o AH /o )

= JHlog(l/a)/o? _ |
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Using a union bound and the strong Markov property, this implies

IE”(N*< La73HA/(402)J+2)

(5.105) < (a—SHk/(4az) + 1)6A/02aAH/02
< (1 + a3HA/(402))eA/02akH/402 < Zex/a2am/(4¢72) < 2ek/02a2p‘
. . —(Z5—2py 5 —2p
Again, by our choice of @, H and ag, a 202 >a P >aq > T and hence
g y 0

IP( sup Wa(t) > aP™ + Ha? 1og(1/a))
t€[0,T]
< ]P’( sup W, (t) > ap_”) +]P’( sup W, (t) > Haplog(l/a)>

[0, 75 AT] _(Hx
0 teltgAT.a 202 7

N*—1 .

- — (252

(5.106) SP( sup Wy (1) > a” ”)+1P>( 3 (ke — ) <a 92 P>>
[O,TS/\T] =1

<P sup Wa(t) = aP—Tl) +]P>(N* < La—BH)»/(4o2)J + 2)
[0, 7 AT

La73HA/(4a2)J_H i

—(8A 2

+ P( Y @) <a TN 2 (oD 2)-
k=1

Denote by o* the hitting time of level x < 0 by the process {o B(t) — At/2a”,t > 0}, and

let {0} }xen be independent and identically distributed copies of o*. For each x < 0, by the

explicit form of the moment generating function of o* (see Exercise 5.10 in Chapter 3.5.C of

[16]),

2aP
E(o*) = a’|x|

8 3p .2
and Var(o”) = %le'

Thus, again using the strong Markov property, a~7*/ (402) >a 2P > ag 2p > A and Cheby-
shev’s inequality,

|_a_3H)”/(4‘72)j+1 s
_(Hx _ 2
IP’( Z (1 — Thp_y) <a (552 2p),./\/'* > La*yﬂ/(‘k’ )J +2)
k=1

La73H)L/(402)J+1
SIP’<

(s
> Y <a 2”))

k=1

(5.107)

IA
~

Z Ok 3

3H/ (40>
(La 3HA/(4 >J+1< . 202[,) (o 2a2pa—3Hx/(4gz)>
p— < da o -
k=1

IA

la 3HA/ (4 )J+1 ur 2a2p a2pa—3H)u/(40-2)
P > Ok~ =7
k=1 » g

802a4p(La—3Hx/(402)J +1) 1602a3HA/(402)
= rag4p—3H1/(20?) = A
Finally, using (5.104), (5.105) and (5.107) in (5.106), we obtain the lemma. [
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LEMMA 21. Let T > 0and let ay(p), Ho(p), Co(p) and C(A, o (p)) be as in Lemma 20.
Then for all § € (0, ap(p)) and n € (n*(p), p — 1),

)
]P’( sup (/ x—2W§P)(t)dx+5—1W§f’)(t)) > H(p,ns" (1 +10g(1/5))>
t€[0,T]
<CO.1*(p). k.o (p)8" 7P £3C (1,0 (p))s??,

where

2r~! (log2)2P~!
@r-t=1)  @t-1y

o0
] T

H(p.n):= Ho<p>[1 +
k=1

2 [e'e)
COonn ).k () = Colp) + 2D sup re)) (1 +> 2<“><""*<p”).

XGR+ k=1

In particular, sup, (o 1 I x—2W§") (t) dx < oo almost surely.

PROOF. As in the proof of Lemma 20, we suppress the dependence on p in this proof to
ease the notation in what follows. Fix § € (0, ag) and n € (n*, p — 1) and set H = Hy. As for
any x1 < x2, Xy, () — X, (¢) is nonnegative and nondecreasing in 7, using the monotonicity
property in (4.3), we obtain for ¢ > 0,

§2-(k=D
/ W) dx = Z/ xT2Wi (1) dx
(5.108) kool 52—k=1) © W )
2 s2——1 (f
Z 52k 1>(f)/ dx:ZW

k=1 k=1

By Lemma 20, for any k € N,

IP’( sup Wsa-6-n (@)
(5.109) refo.r] 627%=D

< CO((Sz—("—l))’?*"* +e—x/(202(52*<"*‘>)") +C, U)((Sz—(k—n)zp

1
—(k—1)\p—1—1 —(k—1)\p—1
> (827 *=D)P=1=E 4 g (52~ K= DyP 1og782_(k_1))

Also,
o0 | 1
(k— 1) P
Z_: 2 10g82—(’<—1)
= H, L_131”—110 (1/5)+M5P < Hi(p)s?~1 (1 +1og(1/8))
where
2r-1 (log2)2r~!
()= o m— + Gt s |
Moreover,
o
> @ *=D8)P 1 = Hy(p, P

k=1
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where Ha(p,n) := Y 32, 2~ k=D(=n=1) Using these observations, (5.108), a union bound
and (5.109),

)
P( sup / x2W (1) dx > Hl(p)Sp_l(l +log(1/8)) + Ha(p, n)(Sp_"_1>
t€[0,7170

S]P’( &\ W) (t)

sup s2—(—D)

> Hy(p)8P~" (1+1og(1/8)) + Ha(p, 77)5”_"_1)
t€l0,T] k=1

> W1 ( -
- ZP< sup W20 o —e-tyyp-n-t
k=1

(5.110) refo.r) 827%=D

1
—(k=1)1p—1
+ Hp[52 177" log 82(’<1)>

o

<C(n. 0" 2,0)8" +C(,0) Z(az—w—l))z[a
k=1

<C(n.n* h.0)8"" +2C(,0)877,

where é(n, n*, A, 0):=(Co+ Z(X—Z(Supde xe N, 2= k=D(=n")), By taking k = 1 in
(5.109), we obtain

1
]P’( sup 87 'Ws(r) >8P 4 H08p_110g(—))
1€[0,T] )

(5.111) < Cod" " 4 e L C(n, )8%P

2072 .
< (CO n %( sup xe_x)>8'7_'7 £ C(, 0)82P.

xeRy
The first assertion of the lemma follows from (5.110) and (5.111) upon noting that
Emon* o) = Conu* A, 0) + (Co + 22 (supyep, xe ™) and H(p,n) = Hi(p) +
Hy(p,n) + 14322,
Now, we check the last assertion. If P(sup,¢[o 7 fol x72W,(t)dx = o0) > 0, by the finite-
ness of sup;¢(o. 7] f; xT2Wy (t) dx for all § € (0, 1], there exists € > 0 such that

s
IP’( sup / x_sz(t) dx = oo) >e€
t€[0,7170

for all § > 0, which contradicts the first assertion of the lemma. Thus,

1
(5.112) sup x_sz (t)dx < oo almost surely.
t€[0,7170

Moreover, by the monotonicity property noted previously
o)
(5.113) sup x 2 We(t)dx < sup Wes(t) <oo almost surely.
te[0,7]171 1€[0,T]
The last assertion of the lemma follows from (5.112) and (5.113). O

PROOF OF THEOREM 2. Fix a C! function f 10, 00) = R such that lim, _, o S exists

X

and floo ] < 00. Set g(x) = f(x)/x for x > 0 and define g(co) = lim,_, g(x). By

yot+l1
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Lemma 15, for each § > 0, as r — o0,
(5.114) fa F)Z"()(dx) 4 _/5 g )W () dx + g(00)Weo (-) — g(8) W5 ().

Moreover, for all r € R, fooo f (x)ZNV (t)(dx) is finite for all ¢ € [0, T] almost surely. Fix n €
(n*, p—1). Define Cy := sup,¢o.17 |/ ()| and let Da, D'(n) and D(n) as in Lemma 19. For
each § > 0, let b(8) := max{2C ;D' (78?171 (1 4 log(1/8)), 2D () (87> 4 8"~"")}. Then,
by Lemma 19, for any 0 < 6 < (1),

(5.115) limsupIP<sup

r—0o0 [O,T]

8 -
fo FZ (1) (dx)

> b(8)> < b(s).

As fis C' on [0,00), g(x) < Cyx~" forall x € (0, 1], and g'(x) = =L 4 L@ 5 0,
satisfies |g/(x)| < C}x*2 for all x € (0, 1] for some constant C} > 0. Thus, by Lemma 21,

— 0°° g (X)W, () dx + g(00) Weo(2) is well defined and finite for all ¢ € [0, T'] almost surely,
g(8)Ws(-) — 0 in probability uniformly over compact time intervals as § — 0, and

— [ g W dx + g0 Wae) — W5 ()
(5.116) 8 N
4 /0 ¢/ (O Wy () dx + g(00) Wao ()

as 6 — 0,1in D([0, 00) : R). By Lemma 21 and the monotonicity of fés X72W,(t)dx in 8,

8
sup x2Wy(t)dx — Oas 8 — 0 almost surely.
t€[0,7]17/0

This implies that, almost surely, [5° g’(x) W, () dx converges to [5° g'(x)W,(-)dx as § — 0
uniformly in ¢ € [0, T]. Moreover, for any § > 0, by Lemma 15, [{° g’ (x) W, (-) dx lies in
C([0, T]: R). Thus, due to uniform convergence, fooo g (x)Wy(-)dx lies in C([0, T] : R) as
well. The theorem follows from this observation, (5.114), (5.115), (5.116) and Lemma 7. [

REMARK 7. Along the lines of the proof of Theorem 2 one can analyze the convergence
of fsbl f(x)Z"(-)(dx) as § — 0, where by € (0, 00), and conclude that a; in Theorem 14 can
be taken to be 0.

5.5. Proofs of Theorems 3 and 4.

PROOF OF THEOREM 3. We will use Theorem 2.1 in [26]. This theorem says the follow-
ing. Let { f,}»,>1 be a countable collection of real-valued continuous functions with compact
support on R which is dense in Cy(R4.) [the space of continuous functions on R vanishing
at oo equipped with the uniform metric]. Let fy = 1. Suppose that

(5.117)  {Z}()=(f. 2"()).r e R} istightin D([0, T]: R) for every f € { fu}neN,-

Then {2’(-), r € R}is tightin D([0, T]: MF).
By Theorem 2,

(5.118) /0 fo(x)ér(.)(dx)ifo fo(x)Z()(dx) asr — oo.
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Let

J
C:= {h:chl(aj,bj]:JeN,Ofal <bi<ay<by---<ay <bjy<oo,
j=1

cijeRforall1 << J}.
By Theorem 14 and Remark 5, for any 4 € C,

(5.119) /(;Ooh(x)Zr(-)(dx) 4 /Oooh(x)é(-)(dx) as r — 0o.

Now, fix T > 0 and take any compactly supported real-valued continuous function f and let
{hi}ren be a sequence in C such that ||hg — flloo < k=1 for k € N. Thus, for any k e N,

Cx} ~
<k7 ! sup Z"(1)(dx).
t€[0,7170

sup f hi(x) 2" () (dx) — /O F)Z" (1)(dx)

te[0,711/0

By Theorem 2, and the continuous mapping theorem,

oo d
sup Z'(t)(dx) —> sup Q) asr— oo,
te[0,7170 t€[0,T]

where we recall that Q(-) = fooox_2 We(-)dx € C([0, o0) : Ry) a.s. Therefore, by the Port-
manteau theorem,

e’} ~ S8 ~
Jim limsupIP( s[lép] fo hi(x)Z" (1) (dx) — fo F)Z"(1)(dx) >k—1/2)
- r—00 tel0,T
OO ~
(5.120) < lim limsupIF’< sup / Z’(t)(dx)zkm)
—>00 r—00 t€[0,7170

< lim P( sup Q(1) = k'/?) =0.
k=00 N\efo,7]

Finally, we have that almost surely,

lim sup
k—=00¢e[0,T]

/ I Z(0) (dx) — / FOEM® @)

(5.121)
< hm k1 sup Q()=0.

k— 00 t€[0,T]

By (5.119), (5.120), (5.121) and Lemma 7, we conclude that for any compactly supported
real-valued continuous function f,

(5.122) /0 f(x)z’”?’(-)(dx)i>f0 F)Z()(dx) asr— .

From (5.118) and (5.122), (5.117) is verified and hence, by Theorem 2.1 in [26], {2’(-), re
R} is tightin D([0, T]: MF).

Suppose along a subsequence Z'()= Z*(-) as r — 0. By the continuous mapping the-
orem, for any k € N and compactly supported real-valued continuous functions G1, ..., Gy,

(G1, Z" ), ... (G Z7()) = ((G1, Z*()), ..., (Gk, Z¥ () asr — o0.
But also, from (5.122), the Cramér—Wold theorem and using the linearity of the integral,
(G1, Z" (), ..., [GK, 2" () = (G, Z(),...,(Gk, Z())) asr— oo.
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Thus, (G, 2*()), ..., (Gk, 2*())) and ((G1, Z()), ..., (G, Z(-))) are equal in distribu-
tion~. This shows that Z* has the same law as Z (Theorem 3.1 of [15]) and so Z" converges
to Zin D([0,T]: Mp)asr — oco. [

PROOF OF THEOREM 4. For x € (0, 00] and 7 > 0, let X, (1) = £(00) — £(x) + X, (2).
By Theorem 1,
0 < Woo(£) = Wi (1) = T[Xool (1) = T[X](#) + T[X:1(t) = T[X,1() forall >0.
By the Lipschitz property (4.1) of I' and Assumption (3.8),
lim sup A~ 'x?|C[X,](r) — T[X, (1) < xli)ngo2)flxp|§(oo) —£(x)|=0.

X0 450
The previous two displays together with (4.4) imply that
Jim 27 (W (1) = Woo(1)) = = Wi (1) forall £ = 0.
Fix t > 0 and let € > 0. There exists xg > 0 such that for all x > xo,
(5.123) TP (W (r) — Woo(0)) + Wi (0)| < e

This implies that, for a > xo,

o0 -2 WOO(I) A /
g — W, (¢
(5.124) O e T G har VO
) oo re
S/a AP (Wi (1) = Woo (1) 4+ W ()] dx < (p + Dart!’

By Theorem 3, for all a € (0, 00),

© 1 W, (t
— Wy (1) dx — “().
X a

Z(1)[a, 00) =/

a
Thus, from (5.123) (with x = a) and (5.124), for any a > xo,
PA
(p + Dar !
© 1 Wa (1) pA

= —Wy(@)dx — —
./a x2 x(1)dx (p + Dart!

W) W) A 1

’é(z)m, 0) — W;om\

Wéo(t)'

(5.125) W)
a (p + Dart!

<xa P AT AP (Wa(t) — Woo (1)) + WSy ()]
Woo(t) A
T Dart

W;o(t)'

+

o0
/ x T 2We(t)dx —

- re n A€
— gptl (p-l—l)apﬂ'
As € > 0 is arbitrary, the first two limits claimed in the theorem follow from (5.123) and

(5.125). To prove the last limit, note that by the first two limit results of the theorem, for any
t such that W/ _(r) #0,

W, ()

P(x1ja.00), Z(1))

(5.126) =
(p+DaZ(t)la, o0)

—1 asa— oo.




SRPT QUEUES WITH HEAVY TAILED PROCESSING TIMES 2645

Moreover, for each a > 0,
pEW |v>a) _ p (af(a)—i—faoof(x)dx) __p <1+ fff(x)dx)
(p+Da (p+1Da F(a) (p+1 aF(a)
This together with (4.5) gives
i pE(v|v>a): p <1+i>:1_
a=o (p+ Da (r+D p
The last limit claimed in the theorem follows from (5.126) and (5.127). O

(5.127)

5.6. Proof of Theorem 5. In this section, we prove Theorem 5, which concerns an asymp-
totic relationship between of the limiting processes Q”) and W(?) as p — oo. As in Sec-
tion 3.4, we consider p > 2 and index all limiting processes (resp. parameters and constants)
that depend on p with the superscript (p) (resp. an argument of p). In addition, we assume
that the asymptotic conditions stated in Section 3.4 hold.

PROOF OF THEOREM 5. Recall that, for all p > 2,
o ]
0P (1) = / WP (t)ydx, >0,
0 X
where
WP () :=T[XP)(r), t>0,a>0,
with I" denoting the Skorohod map and
A
XP (1) :=£P(a) +0(p)B(r) + (x — —p)t, t>0,a>0.
a
Let T,y > 0. Take any © > 0. Note that, for any p > 2 and € € (0, 1),

1
(5.128) sup x2WP (1) dx < sup WP (1).
te[0,T] Y/ 1—€ — € t€[0,T]

Using the Lipschitz property (4.1) of the Skorohod map, that o (p) = \/ A Var(v(P)) + Aai
and Assumption (3.10), for all p > 2,

E[ sup WC%’) (t)]
tel0,T]

< 2E[ sup (%) (c0) + o (p)| B(t)| + Kz)]

(5.129) <01
<2supE[£ (00)] +2 [sup(x Var(v®) + )LU,%)E[ sup ]B(t)|] + 2T
JSS 2 1€[0.7]
=B < 00,

where the bound 5 does not depend on p. Hence, by (5.128), (5.129) and Markov’s inequality,
we can choose € € (0, 1) such that

1
(5.130) ]P’( sup / x2WP (1) dx > y/3) <9 forall p>2.
te[0,T]/1—€
By (3.11), we obtain p(, > 2 such that
p—1—n"(p) 4

©-150 logp  log(1—e) )

for all p > py.
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For each p > 2, let mo(p), ap(p) be defined as in Lemma 20. Since mq(p) > 1 for all p > 2,
ap(p) € (0,1) for all p > 2. Due to (3.10), 0 < inf,>20(p) < suppzza(p) < 00. Thus,

lim,_, o ap(p) = limp_womo(p)_l/zf’ = 1. Take pg > p6 such that for all p > pg, ap(p) >
1 — €. For p > 2, write

H'(p):=H(p,(p—1+n*(p))/2) and
C'(p.r,0(p):=C((p— L+0%(p))/2,n*(p), A, 5 (p)),

where the functions H and C were defined in Lemma 21. Then, by Lemma 21, taking § =
l—eandn=(p—14+n*(p))/2, we obtain for any p > po,

1—e
P( sup / xPWP @) dx > H' (p)(1— )P~ 17T D2 (1 4 log((1 — e)—l)))
(5.132) 1€[0,7170
< C/(p,)»,O(P))(l _ 6)(17—1—77*(17))/2 +3C()h G(p))(l _ 6)2p.

Using the explicit forms of C'(p, A, o (p)) (defined in Lemma 21) and C (A, o (p)) (defined
in Lemma 20), Assumption (3.10), and (5.131), and recalling inf >, o (p) > 0, note that

C'(A) :=supC'(p,1,0(p))
p=2

2 2 0 .
= sup(Co(p) + M( sup xe_")) 1+ Z 2~ k=D (p=1=0"(P))/D | - oo,
pzz )\’ XER+ k=1
and
16 2
C() :=supC(r,0(p)) = sup<2ek/(”(1’))2 + Lp))) < 00
p=2 p>2 A
Using these observations in (5.132), we obtain for any p > po,
1—e€ i

P( sup / x2WP (1) dx > H' (p)(1 — €)== 021 4 10g((1 _6)1))>
(5.133) t€[0,7170
<C')A —e)PT T2 430 (1 - ).

Using (5.131), we have that log p + %”*(m log(1 —€) — —oo as p — co. Exponentiating,
we obtain

p(1—e)P~1=T P21 L1og((1 —€)™1)) = 0 as p — oco.

From this and the explicit form of H (p, n) given in Lemma 21, we conclude that H'(p)(1 —
€)P=1=m()/2(1 4-1og((1—e€)~1)) — 0 as p — oco. Moreover, the right-hand side of (5.133)
also goes to zero as p — oo. Thus,

—€
(5.134) sup 2WP @ dx 50 as p— 0.
te[0,7170

Moreover, by the Lipschitz property (4.1) and Assumption (3.12), for each x € (1, 00),

E( sup (WP ()= WL 1)) <2E( sup [xP 1) — XD (0)])
tel0,T] 1€[0,T]

20T
§2E(§(”)(oo) —S(”)(x)) + 7 — 0 asp— oo,
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where we recall Xéé’) (1) = £ (00) + 0P B(t) + kt, t > 0. By the monotonicity property
noted in (4.3) and using (5.129), for all p > 2,

E( sup [WP @) - WP @) <E( sup WP 1)) <B.
t€l0,T] t€l0,T]

Thus, by the dominated convergence theorem,
o0
/ x_2E< sup |[WP (1) — Wéé’)(t)|)dx —0 asp— oo,
1 1e[0,T]
which implies
(5.135) sup
1€[0,T]
From (5.130), (5.134) and (5.135),

o0
f WP (1) dx — ng>(¢)‘ > y)
0

o0
/ x—ZW;m(t)dx—ng)(t)‘io as p — oo.
1

lim sup IP’( sup
p—>0o0  \re[0,T]

l1—e
§limsupIP’< sup / xPWP (1) dx > y/3>
p—~>oo  \¢[0,71/0

1

—i—limsupP( sup / x2WP (1) dx > y/3>
p—oo  \ref0,7]/1-¢
o0

—I—limsup]P’( sup / x 2w (1) dx — Wég)(t)‘ > y/3) <.
p—>0 tel0,T]1/1

As T, y, ¥ > 0 are arbitrary, the theorem is proved. [

APPENDIX: VERIFYING ASSUMPTIONS (2.14)—(2.19) FOR SOME INITIAL
CONDITIONS

A.1. Checking Assumptions (2.14)—(2.19) at fixed time ¢ > 0 for a sequence of sys-
tems with q" = 0 for all r € R. Here we sketch how to verify that if each system in the
sequence starts with zero jobs then at any time ¢ > 0, Assumptions (2.14)—(2.19) are satisfied
with (W (0), WS (0)) replaced by (W’ (¢), WS (¢)) for each r € R and {v] }1</<¢" replaced
with {v;(r?1) : 1 <i < E"(r?t), v;(r’t) > O} U {¥) (1), 1 <1 < ¢, ¥/ (r*t) > O}. Fix t > 0
and note that since " = 0 for all r € R, Assumptions (2.14)—(2.19) hold at time zero. Thus,
Theorem 1, along with tightness arguments similar to those in the proof of Theorem 14 and
the estimates in (5.12) and (5.115), can be used to show that for any fixed ¢ > 0, (2.14) holds
with (W’ (0), W/ (0)) replaced by (W’ (t), Wl (¢)) for each r € R and (w*(-), w*(00)) re-
placed by (W.(t), Woo()), where W is defined in Theorem 1 with £(a) = 0 for all a € [0, oc].
The uniform integrability assumption (2.15) can be shown to hold for {W/ (t),r € R} by
first noting that for each r € R, W/ (t) = I'[X_1(z), where T is the Skorohod map defined
in (3.1) and X7 (-) is defined in (5.7) (taking X/ (0) = 0). By (2.2), the finiteness of Var(v)
and by applications of Doob’s L2-maximal inequality and Azuma—Hoeffding inequality, we
can obtain for any ¢ > 0 that E[(supy<<, Xgo(s))ﬂ] < oo for any B € (1, 2). From this ob-
servation and the Lipschitz property of the Skorohod map stated in (4.1), we can deduce
(Wl (t):r e R}is LA -bounded for any B € (1, 2) and thus (2.15) holds. Assumption (2.16)
follows along the same lines as the proof of Lemmas 16, 18 and 19 (see Remark 6). As-
sumption (2.17) follows by recalling that (w*(-), w*(00)) = (W.(¢), Wxo(?)) and using the
explicit form of W defined in Theorem 1 and the Lipschitz property (4.1) of the Skorohod
map. Finally, (2.19) follows from Proposition 10 and Lemma 16.



2648 S. BANERIJEE, A. BUDHIRAJA AND A. L. PUHA

A.2. Checking Assumptions (2.14)—(2.19) for initial conditions (I) giveq in Sec-
tion 2.5. We first show that (2.14) holds. For 0 < x < oo, define W'(x) :=

Y9 B (U 15 o). Forany A € (0, 00),

vh y
sup E(-il[ﬁqsxcro — E(0* 13+ <)
x€[0,A] ¢
X X
< sup / P(z¢" < v <xc")dz —/ P(z < v* fx)dz‘
(A1) x€[0,4]1/0 0
X
< sup ( PV} <xc) —P(0* <x)| —i—/ |P(V] <zc") —P(¥* < z)|dz>
x€l0,A] 0

<2A sup |P(V] <xc")—P@R* <x)|—>0 asr— o0
xel0,4]

by Pdlya’s theorem [11], Exercise 3.2.9, page 107, as v* has a continuous distribution. As
the map x — E(0*13+<,)) is continuous by (iii), it follows from (A.1) and (iii) that for any
€ > 0, there exists A € (0, 00), § > 0 and r¢ € R such that for all r > rg,

1‘)’)" "}"

1

(A.2) o s:i‘p <8E<c_rl[xcr<5f§y€’])<6 and E( 1[,) >Acr])
SX=Yy=A,Y—X=

Also, by (i), foreachr € R and 0 < x < oo,

2 (Cr)ZE(qr) ijr o 2

_ (E@) (T (€)’E(@) . (17>
This together with the conditions (ii) and (iii) and (4.11) imply that
(A.3) sup E(W.(0) — Wr(x))2 —0 asr— oo.
0<x<oo

Crrqr) < 00. By (A.2) and (A.3), one can obtain a
partition 0 = xg < x1 < -+ < X < X411 = 00 of [0, oo] and r; € R such that the following
hold for all r > ry:

~ € )
and

AS r( Yy € forall 0 < j <k
(A5) or e st | <, 0= =k

By the monotonicity of the maps x — W (0) and x wr (x), one obtains the bound

sup [W/(0) =W ()| < sup [W)(0)— W x|+ sup [W(xj41) — W (x))]
x€[0,00] 0=<j=<k+1 0<j<k
k+1 . R .
< Z|W§j(0) =W (xp)|+ sup [W(xjp1) = W (x))l.
=0 0<j<k
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Hence, using (A.4) and (A.5) and (i), we obtain for r > r|

E( sup ]|W;(0) — W)

x€[0,00

k+1 . cq hiA
< ZE|W;],(O) - W(xj)| +E( ) sup E(—il[xjcr<{)fl’§xj+lcr]> <e.
=0 ' ' Josjsk \€

As € > 0 is arbitrary, we conclude

. r r _
(A.6) Tim_ E<xes[3,%o ]}Wx 0) = W ()]) =0.
Note that for any € > 0, by the second assertion of (A.2) and that fact that E(v}/c") —
E®@*) < 0o as r — oo, which follows from (iii), we can obtain A > 0, r» € R such that for
allr >nr

vh .
sup ‘E(C_ll[ﬁffx"r]> — E(v*l[ﬁ*fx])

x€[A,00]

y . ) y
= |E(Ui/cr) - E(U*)} + sup ‘E<C_ll[f)f>xc’]> - IE(U*l[ﬁ*>x]) < €.

x€[A,00]

Combining this with (A.1), we obtain

. v .
(A7) lim sup E(c_rl[ﬁfix”]) —E(v 1[5*§x]) =0.

rﬁooxe[O,oo]

Defining W’ (x) := Crr—quE(ﬁ*l[g*Sx]) for x € [0, co], we conclude from (A.6), (A.7) and the
fact sup, .z E(c"q"/r) < oo that

(A8) lim B( sup |WI(©0) — W (x)]) =0.

=00 Xel0,00]

1
Finally as ¢"q" /r LN q* as r — oo by (ii), (A.8) implies that Assumption (2.14) holds with
the given choice of w*(-). In fact we have shown that

(A.9) rlgroloE( sup ]W;(O)—w*(x)|>=0.

x€[0,00]

1
Assumption (2.15) follows from the observation that W/_(0) £—> w*(00) which holds by
(A.9). Assumption (2.16) is a direct consequence of (i), (ii) and (iv). Assumption (2.17) fol-
lows from (i), (ii) and the observation that [£(v*) < oo which follows from (iii) and Fatou’s
lemma. Assumption (2.19) follows from (ii) and (iii).
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