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ABSTRACT
High-level quantum chemical computations have provided significant insight into the fundamental physical nature of non-covalent interac-
tions. These studies have focused primarily on gas-phase computations of small van der Waals dimers; however, these interactions frequently
take place in complex chemical environments, such as proteins, solutions, or solids. To better understand how the chemical environment
affects non-covalent interactions, we have undertaken a quantum chemical study of π–π interactions in an aqueous solution, as exempli-
fied by T-shaped benzene dimers surrounded by 28 or 50 explicit water molecules. We report interaction energies (IEs) using second-order
Møller–Plesset perturbation theory, and we apply the intramolecular and functional-group partitioning extensions of symmetry-adapted
perturbation theory (ISAPT and F-SAPT, respectively) to analyze how the solvent molecules tune the π–π interactions of the solute. For com-
plexes containing neutral monomers, even 50 explicit waters (constituting a first and partial second solvation shell) change total SAPT IEs
between the two solute molecules by only tenths of a kcal mol−1, while significant changes of up to 3 kcal mol−1 of the electrostatic component
are seen for the cationic pyridinium–benzene dimer. This difference between charged and neutral solutes is attributed to large non-additive
three-body interactions within solvated ion-containing complexes. Overall, except for charged solutes, our quantum computations indicate
that nearby solvent molecules cause very little “tuning” of the direct solute–solute interactions. This indicates that differences in binding
energies between the gas phase and solution phase are primarily indirect effects of the competition between solute–solute and solute–solvent
interactions.
Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0087302

I. INTRODUCTION
Quantum mechanics is fundamental to understanding the

nature of the chemical bond, whether from a molecular-orbital,
valence-bond, or other point of view. It can be equally important
in understanding the nature of weak interactions, whether hydrogen
bonds, “halogen bonds,” CH/π “bonds,” and π–π interactions.1
From ranking the relative stability of polymorphs of organic
molecular crystals to probing differential host–guest binding in

pharmaceutical design, understanding such non-covalent interac-
tions (NCIs) is crucial. For the past couple of decades, it has been
possible to perform very high-level quantum mechanical studies
of NCI in small, gas-phase model systems. The binding energy
between two molecules A and B is the energy change for the
reaction,

A(gas) + B(gas)→ AB(gas), (1)
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and is computable as

ΔEbind
A B = EAB − EA − EB, (2)

where EA and EB are the energies of the monomers and EAB is the
energy of the dimer. For computational simplicity, studies often use
the geometries of A and B as they appear in the dimer EAB, rather
than the equilibrium geometries they have in isolation. That energy
difference is referred to as an “interaction energy (IE),” ΔEint

AB , and
it ignores the energy penalties incurred by deforming the equilib-
rium geometries of A and B to the geometries they attain in the
dimer. If these deformation energies are added to the interation
energy, then one recovers the binding energy. For rigid molecules,
the deformation energy is essentially zero, and the interaction energy
and binding energy are equivalent. Again for reasons of computa-
tional simplicity, most quantum chemical studies use total electronic
energies in computing the interaction energy or binding energy,
although at increasing levels of sophistication one may also consider
estimates of the enthalpies or Gibbs free energies.

Although there are now numerous high-level studies of gas-
phase van der Waals dimers in the literature, it remains unclear to
what extent these studies are relevant for understanding NCI in the
context of more complex systems, e.g., protein–ligand binding or
solvation. In particular, it is not understood how or to what degree
individual NCI between chemical groups ismodified by surrounding
chemical environments. Our goal here is to explore aspects of this
question, with the hope of better understanding how NCI should be
thought about and computed in complex systems. In this study, we
choose an aqueous solvent as the chemical environment.

Analogous to Eq. (1), we may consider the formation of a
dimeric complexAB now in solvent,

A(solv) + B(solv)→ AB(solv). (3)

The energy change for the formation of this complex in solvent may
be related to the energy change for the formation of this complex in
the gas phase using a thermodynamic cycle,

(4)

so that

ΔEbind
solv (AB) = ΔEbind

gas (AB) + ΔEsolv(AB)
− [ΔEsolv(A) + ΔEsolv(B)]. (5)

Thus, the gas-phase binding energy is modified by the difference
between the solvation energy of the dimer and the sum of the
solvation energies of the monomers. If more energy is released by
solvating the dimer than by solvating the separated monomers, then
the dimer will exhibit greater binding in the solution. Typically,
the reverse is true: more energy is released by solvating sep-
arated monomers, meaning that the dimer exhibits reduced

binding in solution. One might consider this an indirect, “effective”
modification of the interaction due to the chemical environment.

Equation (5) is simple but some subtle effects lurk within it.
One expects the solvation energy of the dimer, ΔEsolv(AB), to
arise primarily from solute–solvent interactions. However, this term
contains other effects as well. The presence of the solvent may
affect the direct electronic interaction betweenA and B. The solvent
molecules will polarize the electrons in the solute monomers, thus
modifying the A–B interaction. We might describe this modified
interaction energy as

ΔEdirect−int
A B (solv) = Eelec

A B(solv) − Eelec
A (solv) − Eelec

B (solv), (6)

where Eelec
X (solv) represents the total electronic energy of monomer

or dimer X after it has been polarized by the solvent environment.
Furthermore, the solvent-induced polarization of the mono-

mers depends on the particular locations of the solvent molecules,
and thus, one needs to consider averages over solvent configurations.
In addition, the presence of solvent will affect the favorability of dif-
ferent geometric orientations between A and B, thus affecting geo-
metric averages of the energetics of their interaction. Of course, the
presence of solvent will also have a significant entropic effect, which
will contribute to the Gibbs free energy difference ΔGsolv(AB)
− [ΔGsolv(A) + ΔGsolv(B)] and will affect the sampling of different
A–B and solute–solvent geometric configurations.

In this work, we will explore the solvent-induced changes in
the direct electronic interaction betweenA and B [Eq. (6)], which to
our knowledge has received little detailed scrutiny in large chem-
ical systems. We will refer to this effect as “polarization tuning”
of the direct solute–solute interaction. We do this here by investi-
gating the manner in which the chemical environment modulates
π–π interactions within T-shaped configurations of eight mono-
functionalized aromatic molecules (ArX; Ar = benzene and pyridine;
X = H, NH2, NO2, OCH3, and CH3) interacting with benzene (Bz),
solvated by statistically significant configurations of up to one or two
hydration shells (with 28 and 50 water molecules, respectively). For
each solvent configuration, the tuning of the PhX–Bz interaction
will be assessed by computing the direct ArX–Bz interaction
within the solvent environment using theoretical tools partic-
ularly suited to this task: functional-group and intramolecu-
lar versions of symmetry-adapted perturbation theory (SAPT).
Our study complements earlier works using molecular dynam-
ics and Monte Carlo simulations on benzene dimer in water,2,3

which accounted for configurational sampling, solute–solvent
interactions, and entropic effects entering into ΔGsolv(AB)
− [ΔGsolv(A) + ΔGsolv(B)] using standard force fields. However,
those studies were unable to examine how polarization of the solutes
by the solvent would affect the direct electronic interaction between
the solutes because the standard force fields used lacked polarization
terms.

II. THEORETICAL AND COMPUTATIONAL APPROACH
A. Symmetry-adapted perturbation theory (SAPT)

Despite its utility for quantifying the strength of NCI, the super-
molecular approach of Eq. (2) offers only a single scalar quantity
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by which to do so. Thus, it provides no direct insight into the
reasons for the different behavior of, e.g., hydrogen bonds vs π–π
stacking, in terms of underlying physical forces, such as electro-
statics, induction/polarization, London dispersion interactions, or
exchange (steric) repulsion. The contributions of these forces to
an interaction energy (IE) may be quantified either by the post-
hoc partitioning of the total IE (an energy decomposition analysis,
EDA) or by computing them directly via symmetry-adapted per-
turbation theory (SAPT).4,5 SAPT has been particularly successful
at providing a detailed description of the physics governing NCI
by directly computing each of the components contributing to
the IE of a bimolecular complex and has been applied to ana-
lyze and classify interaction motifs in a wide range of chemical
systems.6–8 Thanks to the formulation of the lowest-order truncation
of SAPT (SAPT0) to leverage density-fitted two-electron integrals
(DF-SAPT0), SAPT has become routinely applicable to systems as
large as ∼300 atoms,9–11 ormore if empirical dispersion estimates are
used.12 Furthermore, IEs computed with SAPT0 in the jun-cc-pVDZ
basis set—where the diffuse space is truncated by neglecting diffuse
functions on H atoms and diffuse d functions on heavy atoms—are
within “chemical accuracy” (mean absolute errors of less than
1 kcal mol−1) vs high-level coupled-cluster singles, doubles, and
perturbative triples [CCSD(T)]13 benchmarks.14

The functional-group partition of SAPT (F-SAPT)11 extends
the functionality of SAPT by providing an additional partitioning
of the SAPT0 interaction energy (and its components) into con-
tributions from between pairs of functional groups on opposite
monomers. However, it retains a limitation of its parent theory,
two-body SAPT: all species must be accounted for as belonging to
either monomerA or monomer B.

The intramolecular formulation of SAPT (ISAPT)15 provides
for the computation of the interaction energy between functional
groups of the same molecule, rather than the traditional two-
monomer formulation of SAPT. ISAPT does this by first partitioning
a single molecule X into interacting fragments A and B, separated
(but linked to one another) by a third fragment, C. The zeroth-order
wavefunctions for A and B are then prepared via a Hartree–Fock-
in-Hartree–Fock embedding approach inspired by the procedure of
Manby et al.,16 in which the orbitals of A and B are electronically
deformed by the presence of C before a standard SAPT0 computa-
tion is performed. The effect of the linker C is, therefore, effectively
captured since the resulting ISAPT0 interaction energy and compo-
nents are computed between the pre-polarized electron densities of
fragments A and B. Although the original test cases reported with
ISAPT utilized a covalent linker C, there is nothing in the theory that
demands a covalent attachment, and, in this work, we identify group
C with the solvent molecules.

B. Assessing polarization tuning of NCI by chemical
environment via F-/ISAPT

In order to assess the extent to which NCI is modified by the
electronic deformation of the interacting species by their chemical
environment, we will leverage each of the F-SAPT and ISAPT
(collectively, F-/ISAPT) approaches. To incorporate the chemical
environment into our F-SAPT computations, we explicitly include
solvent molecules in “monomer” A or B; solute–solute interaction
may then be extracted from the F-SAPT procedure by treating the
solvent and solute molecules as different “functional groups” within

the monomer. When the solvent molecules are grouped with one
of the solute molecules (here, benzene or substituted benzene), that
molecule is “pre-polarized” by the solvent molecules when solving
for the Hartree–Fock wavefunction of that overall solute + solvent
grouping. This “pre-polarization” will affect a solute’s interaction
with the other solute molecule. Regrettably, this F-SAPT strategy
allows the solvent molecules to pre-polarize only one of the solute
molecules, and so the effect of solvent-induced polarization of the
other molecule is neglected. Moreover, the computed solute–solute
interaction energy will be different, depending on whether we chose
to add the solvent molecules to “monomer” A or B. Nevertheless,
by performing the F-SAPT computations with both groupings, and
comparing to gas-phase results, we can gain some insight into
how polarization of a solute molecule by the solvent affects the
solute–solute interaction.

From a theoretical perspective, ISAPT offers a more appeal-
ing approach to the problem. We collect all solvent molecules into
the third “monomer,” i.e., C. In the ISAPT procedure, we solve for
the Hartree–Fock wavefunction of the entire system (both solute
molecules, A and B, plus the collection of all solvent molecules,
C). We then localize the orbitals, freeze the density correspond-
ing to monomer C, and solve for the zeroth-order Hartree–Fock
orbitals for A and B in the absence of each other, but in the con-
tinued presence of the Hartree–Fock potential of monomer C. This
approach allows the solvent molecules in C to pre-polarize both
solute molecules before they interact with each other in the SAPT
procedure.

We will differentiate these three schemes for handling the
solvent by denoting them as “EnvX” (X = A, B, and C), where
X refers to the F-/ISAPT “monomer” in which explicit solvent
molecules are grouped. For clarity, we have illustrated these
three schemes in Fig. 1 for the solvated aniline–benzene complex
(HYD8-1), and we summarize these three approaches as follows:

(a) “EnvA”: F-SAPT “monomer A” consists of aniline plus all
water molecules, and monomer B is the unsubstituted ben-
zene molecule. The aniline–benzene interaction energy and
its SAPT components are extracted via F-SAPT partitioning,
with aniline defined as a separate “functional group” within
“monomer A.” Aniline is “pre-polarized” by water molecules
(but benzene is not).

(b) “EnvB”: F-SAPT “monomer B” consists of benzene plus
all water molecules, and monomer A is aniline. The
aniline–benzene interaction energy and its SAPT components
are extracted via F-SAPT partitioning, with benzene defined as
a separate “functional group” within “monomer B.” Benzene is
“pre-polarized” by water molecules (but aniline is not).

(c) “EnvC”: All water molecules grouped as ISAPT “monomer
C;” both aniline and benzene are “pre-polarized” by the
Hartree–Fock embedding potential of monomer C, which is
obtained by localizing the Hartree–Fock orbitals of the entire
system and retaining those orbitals localized on the solvent
molecules. The A–B interaction is computed using normal
two-body SAPT theory using the aniline and benzene densities
“pre-polarized” by the water molecules.

These three approaches (EnvA/B leveraging F-SAPT and EnvC
leveraging ISAPT) offer complementary perspectives against which
they may be mutually validated.
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FIG. 1. Environment binning schemes employed in this work, illustrated for the HYD8-1 (solvated aniline–benzene) complex; here, aniline is designated as monomer A and
benzene as monomer B. In “EnvA,” the solvent molecules (cyan) are grouped with aniline (blue). In “EnvB,” solvent molecules (light red) are grouped with benzene (red).
In these cases, the direct electronic solute–solute interactions are computed through the F-SAPT approach. In “EnvC,” the solvent molecules are treated as a separate
“monomer C” in an ISAPT computation.

For additional insight into the basic physics of NCI embedded
in a chemical environment, we have supplemented our F-/ISAPT
computations with a traditional many-body cluster expansion
approach, wherein the embedded NCI is described according
to a “three body” decomposition. In this picture, “monomer
A” and “monomer B” are the interacting solute molecules and
group “C” collects together the entire chemical environment (i.e.,
the water molecules). The overall interaction energy between
monomers/groupsA, B, and Cmay be defined as

ΔEIE
ABC = EABC(ABC) − EA(ABC) − EB(ABC) − EC(ABC), (7)

where the subscripts denote the identity of the species and the
parenthetical (ABC) denotes that each of the total energies in the
expression have been computed in the trimer basis set according
to the counterpoise correction scheme of Boys and Bernardi17 to
mitigate the basis set superposition error. The counterpoise correc-
tion entails computing all required energies using the union of all
basis functions in the entire cluster (all three monomers/groups),
even when some of the atoms are not required in the computation.
Note again that we have grouped the entire environment together
as a single group “C,” meaning that ΔEIE

ABC computed as above will
be smaller in magnitude than if we computed the interaction rela-
tive to the limit in which all molecules (including those collected in
the environment molecules) are infinitely separated; this leads to a
simpler analysis because our primary concern here is the interaction
between the two solute molecules, ΔE(2)AB , and how it is affected by
the environment.

The three-body interaction energy, ΔEIE
ABC , can also be com-

puted according to the many-body expansion18 as

ΔEIE
ABC (ABC) =∑

I<J
ΔE(2)IJ (ABC) + ΔE(3)ABC (ABC), (8)

where each of the ΔE(2)IJ (ABC) are the standard two-body interac-
tion energies between monomers I and J, and ΔE(3)ABC (ABC) is the
non-additive three-body contribution to the interaction energy. This

non-additive contribution can be written as the difference between
the overall interaction energy and the sum of the interactions
between all pairs,

ΔE(3)ABC = ΔE
IE
ABC − ΔE(2)AB (ABC) − ΔE(2)BC (ABC) − ΔE(2)AC (ABC).

(9)

By computing this quantity, we will further investigate the extent to
which a mutual three-body interaction is relevant for each system.
F-/ISAPT partially includes mutual polarization effects (as described
above, the waters polarize one aromatic monomer in F-SAPT, and
both aromatic monomers in ISAPT, and then the monomers inter-
act), but it does not directly provide the non-additive three-body
interaction energy, ΔE(3)ABC.

C. Preparation of geometries for functionalized
complexes

Eight bimolecular complexes, each consisting of one benzene
molecule and one benzene derivative, were prepared via functional-
ization of the tilted T-shaped pyridine–benzene complex from the
S66 dataset of Řezáč et al.19,20 Each structure was then optimized
within enforced Cs symmetry using a development version of
the PSI4 electronic structure package,21,22 using the dispersion-
corrected B3LYP density functional and aug-cc-pVDZ basis set.23–25

Optimizations were performed with default convergence thresholds,
as recommended previously,26 and employed the recently modi-
fied27 parameters for the “-D3” dispersion correction of Grimme,28
together with Becke–Johnsson damping.29,30 For clarity, we will
denote this combination of density functional, dispersion correc-
tion, and damping scheme here as “B3LYP-D3M(BJ).” This test set
of functionalized benzene dimer complexes was constructed to pro-
vide both structural diversity and differentiation with respect to (i)
local substituent dipole (e.g., toluene vs nitrobenzene), (ii) ability
to form hydrogen bonds with the water solvent environment (e.g.,
phenol vs benzene), (iii) molecular polarizability (e.g., anisole vs
benzene), and (iv) polarizing effect (e.g., pyridinium vs benzene).
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In this way, we hope that conclusions drawn can be extended to the
broader chemical space spanned by biologically relevant bimolecular
complexes.

The relative orientations of the benzene and substituted
benzenes were fixed at the gas-phase optimal geometries. Locations
of solvating water molecules were determined by taking snapshots
from molecular dynamics simulations, followed by a clustering
analysis to help us select ten representative snapshots of water
configurations around each of our eight test systems (a total of
80 snapshots). To eliminate any energetically spurious solvent
configurations from the gathered snapshots, we performed partial
geometry optimizations (with solute atoms fixed) to obtain relaxed
or minimized structures. For comparison purposes, we also con-
sidered ten raw, unminimized snapshots each for benzene dimer,
aniline–benzene, pyridine–benzene, and pyridinium–benzene (an
additional 40 snapshots). For each of these 120 snapshots, we
generated two chemical model systems, one including 28 waters,
corresponding to an approximate first “solvation shell” (although
some non-polar portions of the solute molecules remain exposed
to vacuum), and one including 50 waters, corresponding to a
second solvation shell for polar solute atoms and a complete
first solvation shell for nonpolar solute atoms. This yields a
total of 240 structures, which we label according to the format
HYD8-IxJ-wN, where I = 1–8 identifies the complex (see num-
bering in Fig. 2), x = m, u indicates the solvent molecules were
relaxed/minimized (m) or unrelaxed (u), J = 1–10 identifies the
particular snapshot, and N = 28, 50 indicates the number of
water molecules. Additional technical details on the construc-
tion of these 240 structures are provided in the supplementary
material. No significant differences were found in the analysis of

the minimized/relaxed snapshots vs the unminimized snapshots,
so we focus on the former in our analysis (see the supplementary
material).

D. Additional computational details
Since both F-SAPT and ISAPT are formulated at the SAPT0

level, all F-/ISAPT computations will employ the truncated
jun-cc-pVDZ25,31 basis set, which was previously recommended14
for pairing with SAPT0. Throughout this work, we will adopt the
convention that for all HYD8 complexes, the substituted aromatic
monomer (ArX) will be denoted monomer A, while the unsubsti-
tuted benzene (Bz) will be denoted as monomer B. In the case of
HYD8-3 (the solvated benzene dimer), the benzene with C–H bond
pointing toward the π cloud of its partner will be monomer A, for
consistency with the other complexes. In addition to describing sub-
stituted benzene–benzene interactions in solution, we performed a
conventional two-body F-SAPT analysis of the interactions between
monomers in the gas phase. In this way, we may investigate directly
the effect of solvation on the interactions of interest.

To construct the non-additive three-body energy correction via
Eq. (9) for each of the 240 complexes in the HYD8 test set, we
must compute seven individual computations (dimer energies for
AB, BC, AC; monomer energies for A, B, C; trimer energy ABC,
all in the trimer basis set) for a total of 1680 individual single-point
computations. Considering that these complexes are comprised of
up to 64 heavy atoms (for 178 atoms total) and each computation
must be performed in the trimer basis set, choosing a level of theory
(combination of method and basis set) that can be afforded is of crit-
ical concern. Since interaction energies are surprisingly sensitive to

FIG. 2. Bimolecular complexes from which the HYD8 test set is constructed. Box coloring is based on SAPT0/jun-cc-pVDZ results computed in the gas phase and indicates
the interaction type: blue for dispersion-dominated interactions and yellow-green for mixed electrostatics and dispersion contributions.
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the choice of theoretical method,14,27,32–36 we choose second-order
Møller–Plesset perturbation theory (MP2) computations using
the jun-cc-pVDZ basis set.31,37 This level of theory represents a
compromise between the computational accuracy and speed,38–43

and it is also expected to yield the most similar interaction energies
to the above discussed SAPT/jun-cc-pVDZ results that are the
primary focus of this work. The largest of the interaction energy
computations comprised 178 atoms (HYD8-2), with 1786 orbital
basis functions and 8674 auxiliary basis functions for the density
fitting procedure. Computations were performed on workstations
with 6-core Intel i7 processors and 64 GB of RAM. All quantum
computations were performed using the open-source PSI4 electronic
structure package.21,22

III. RESULTS AND DISCUSSION
A. π–π interactions in the gas phase

Before considering the tuning of direct ArX–Bz interactions
by the solvent environment, it is important to first understand
the nature of the interactions of the HYD8 dimers in the gas
phase; SAPT0 components are provided in Table I. In general, these
eight ArX–Bz complexes are electrostatically attractive, but with
an even larger dispersion term (which is sometimes up to twice
as large), and a small stabilizing induction/polarization interaction.
This is expected for T-shaped π–π interactions, and in an idealized
T-shaped benzene dimer, SAPT2/jun-cc-pDVZ computes electro-
statics, exchange, induction, and dispersion components to be
−2.2, 4.9, −0.7, and −4.4 kcal mol−1, respectively, yielding a total IE
of −2.4 kcal mol−1.42 These results for the idealized T-shaped dimer
are very similar to those computed for the tilted T-shaped benzene
dimer in this study with SAPT0. Of course, differences in geometry
and substituents influence these values somewhat, but they remain
similar for each neutral HYD8 complex. For the cationic HYD8-7
(pyridinium–benzene), however, both the total SAPT0 IE and com-
ponents are enhanced relative to the values for the neutral dimers,
with the electrostatic component overshadowing dispersion as the
dominant contributor to this increase in total attraction. Induction
also becomes much larger for this charged complex and is now only
slightly less attractive than dispersion.

Significant electrostatic stabilization is to be expected. In these
T-shaped complexes, the para-hydrogen of monomer A, bearing
a partial positive charge, is the atom closest to the electron-rich
π face of monomer B. Moreover, among the HYD8 complexes
involving an exocyclic substituent on the functionalized ben-
zene (PhX), the magnitude of the electrostatic attraction corre-
lates with the electron donating or electron withdrawing character
of the substituent, as quantified by the Hammett σp parameter.
The electrostatic attraction is the weakest for the dimer with the
electron-donating NH2 substituent and is the strongest for the
electron-withdrawing NO2 substituent. This is consistent with
the electron-donating substituents reducing the electron-deficient
character near the para-hydrogen, and thus reducing the strength of
the electrostatic interaction, and vice versa for electron-withdrawing
substituents. This ismost pronounced for the nitrobenzene–benzene
complex (HYD8-4), where the electrostatic interaction is a full kcal
mol−1 more attractive than for the next dimer in the series, the
benzene dimer (HYD8-3). Finally, both the pyridine–benzene and

TABLE I. Snapshot-averaged F-/ISAPT0/jun-cc-pVDZ solute–solute interaction ener-
gies and SAPT components (kcal mol−1) for the HYD8 complexes, hydrated by 50
explicit water molecules (w50 subset), with each environment partitioning scheme.
Each column corresponds to one of the dimers in Fig. 2. “X” row labels (A, B, and C)
indicate that the explicit solvent molecules are contained within monomer “X” during
the SAPT computation (see the text). Also included are the total IE and components
from a conventional two-body SAPT computation in the gas phase, i.e., in the absence
of explicit solvent molecules. Note that values are direct electronic solute–solute
interaction energies, Eq. (6), not the solution-phase binding energies of Eq. (5).

1 2 3 4 5 6 7 8

Electrostatics

A −1.82 −2.04 −2.26 −3.36 −1.97 −4.50 −7.20 −2.16
B −2.05 −2.24 −2.46 −3.14 −2.38 −4.42 −5.11 −2.38
C −1.86 −2.04 −2.31 −3.09 −2.02 −4.50 −4.47 −2.24
Gas −1.97 −2.22 −2.41 −3.38 −2.27 −4.39 −7.53 −2.25

Exchange

A 4.64 4.78 4.85 5.27 4.83 9.15 8.62 4.78
B 4.76 4.83 4.93 5.24 4.91 9.32 8.11 4.95
C 4.75 4.84 4.92 5.23 4.94 9.22 8.30 4.92
Gas 4.83 4.94 5.05 5.46 4.89 9.50 8.67 4.93

Induction

A −0.40 −0.38 −0.47 −0.59 −0.44 −0.99 −2.11 −0.44
B −0.36 −0.27 −0.33 −0.66 −0.23 −1.03 −3.34 −0.36
C −0.67 −0.68 −0.70 −0.98 −0.69 −1.47 −3.36 −0.72
Gas −0.60 −0.64 −0.68 −0.96 −0.64 −1.33 −4.14 −0.64

Dispersion

A −4.92 −4.99 −5.00 −5.21 −4.98 −6.64 −6.34 −4.96
B −4.99 −5.01 −5.03 −5.17 −5.00 −6.67 −6.06 −5.04
C −4.91 −4.96 −4.97 −5.13 −4.98 −6.59 −6.16 −4.97
Gas −4.73 −4.78 −4.79 −5.00 −4.73 −6.44 −5.97 −4.77

Total IE

A −2.50 −2.64 −2.88 −3.89 −2.56 −2.98 −7.03 −2.79
B −2.63 −2.69 −2.90 −3.72 −2.70 −2.80 −6.39 −2.83
C −2.68 −2.83 −3.06 −3.97 −2.75 −3.34 −5.68 −3.00
Gas −2.47 −2.70 −2.84 −3.89 −2.76 −2.66 −8.97 −2.74

pyridinium–benzene complexes exhibit larger magnitude total
interaction energies and components relative to complexes involv-
ing PhX, consistent with previous observations that heteroatoms can
enhance the strength of π–π interactions.44

B. Quantifying polarization tuning of ArX–Bz
interactions by solvent using F-/ISAPT

As mentioned above, the focus of this study is to ascertain to
what extent a chemical environment may modulate NCI by elec-
tronic deformation/polarization of the interacting species, which we
call polarization tuning. We have examined this question through
the use of F-/ISAPT methods. Because this polarization tuning
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depends on the solvent configuration, we have obtained averages
over ten diversified snapshots of each configuration.

1. Environment binning scheme
Visualized in Fig. 3 are total F-/ISAPT0 IEs and components

for each environment grouping (EnvX; X = A, B, and C) of the
hydrated benzene dimer (HYD8-3; top panel) and the hydrated
pyridinium–benzene complex (HYD8-7; bottom panel). Most strik-
ingly, the hydrated benzene dimer [Fig. 3(a)] exhibits very little
variation between the average IE or components depending on
the environment binning scheme; furthermore, F-/ISAPT IEs and
components for each binning scheme are quite similar to those
computed for the gas-phase benzene dimer with conventional
SAPT0. This behavior is also exhibited by each of the other neutral
HYD8 systems, with all differences in average total F-/ISAPT0 IE or
components computed between EnvX binning schemes being less
than 0.2 kcal mol−1 in nearly all cases except for induction, where

FIG. 3. Total direct electronic solute–solute interaction energies, Eq. (6), and
SAPT components for (a) HYD8-3m-w50 (benzene dimer) and (b) HYD8-7m-w50
(pyridinium–benzene) complexes solvated by 50 explicit solvent molecules, com-
puted at the F-/ISAPT0/jun-cc-pVDZ level of theory and averaged over all
ten relaxed solvent configurations. “EnvX” labels indicate that explicit solvent
molecules are contained within “monomer X” during the SAPT computation (see
the text). Error bars encompassing the full range of values across all snapshots
are also provided for SAPT terms and total IEs. On the right are results for con-
ventional SAPT computations on gas-phase dimers in the absence of solvent
molecules.

variations of 0.3–0.5 kcal mol−1 are observed. The solution-phase
F-/ISAPT IEs and components also remain close to their conven-
tional gas-phase SAPT0 counterparts across all the neutral dimers,
with differences generally ∼0.2 kcal mol−1 except for induction,
where differences of 0.2–0.4 kcal mol−1 are observed. This similarity
of F-/ISAPT0 IEs and components between environment binning
schemes for neutral HYD8 complex indicates that the presence
of explicit solvent molecules does not significantly tune the direct
ArX–Bz π–π interactions in neutral systems.

This result demonstrates that any understanding of the funda-
mental physics of direct interaction between two substituted neutral
benzenes is not invalidated if the benzenes are placed in water.
Indeed, even on a quantitative basis, the electrostatics, exchange-
repulsion, induction/polarization, and London dispersion interac-
tions between the two benzenes generally change very little on
average due to the presence of surrounding solvent molecules (more
significant changes are seen in some of the individual snapshots,
as discussed in Subsection III B 2). Thus, it does not appear that
the solvent reduces (or “screens”) the direct interaction between
the aromatic molecules, what we called polarization tuning in
the Introduction. Of course, as also mentioned in the Introduc-
tion, it remains the case that solute–solvent interactions may make
large contributions to ΔEsolv(AB) − [ΔEsolv(A) + ΔEsolv(B)] from
Eq. (5), and thus provide an indirect or effective “screening” of the
interaction.

The cationic HYD8-7 system [hydrated pyridinium–benzene
complex, visualized in Fig. 3(b)], on the other hand, exhibits notable
variations between binning schemes for total IEs and components.
In addition, the overall strength of the interaction is significantly
reduced in solution vs the gas phase (by ∼2–3 kcal mol−1 com-
pared to 9 kcal mol−1 in the gas phase), indicating significant
polarization tuning of the π–π interaction by the solvent. For this
complex, large differences from the gas phase are found for the elec-
trostatic and induction components. The electrostatic contribution
is decreased in magnitude for all environment binning schemes,
either by a modest amount (0.3 kcal mol−1, EnvA) or by a large
amount (2.4 and 3.1 kcal mol−1, for EnvB and EnvC, respec-
tively). The induction/polarization interaction between the solute
molecules is reduced by 2.0, 2.8, or 0.8 kcal mol−1 in EnvA, EnvB, or
EnvC, respectively. Exchange-repulsion is reduced somewhat, and
London dispersion interactions become somewhat more attractive,
depending on the binning scheme.

2. Ranges due to solvent configuration
Although the average interaction energies or their components

are quite similar between envA, envB, envC, and the gas phase for
the neutral dimers, there can be some significant variations between
individual snapshots of the solvent configurations. Thus, even for
the neutral dimers, there can be significant polarization tuning of
the solute–solute interactions by the solvent, but this effect tends to
be washed out when taking averages over solvent configurations.

Tables S4–S15 of the supplementary material present the
detailed breakdowns of the SAPT0 components for every dimer,
environment binning, and solvent snapshot. The snapshot averages,
and their ranges, are visualized in Figs. S1–S12 of the supplemen-
tary material. For each F-/ISAPT component, differences between
solvent configurations typically range from ∼0.2 to 0.5 kcal mol−1

for exchange or induction, 0.5 to 1.0 kcal mol−1 for electrostatics,
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0.1 kcal mol−1 for dispersion, and 0.5 to 1.5 kcal mol−1 for total
interaction energies. Larger ranges are seen in some cases, includ-
ing the pyridinium–benzene system in panel (b) of Fig. 3, which
demonstrates spreads of 3 kcal mol−1 among the electrostatic
energies of different solvent configurations for EnvB/C and spreads
of 2–3 kcal mol−1 in the total interaction energies. The range in
electrostatics is also larger than normal for some environmen-
tal binnings of HYD8-4 (nitrobenzene–benzene) and the range
in induction values across snapshots increases to 1 kcal mol−1

for some environment binnings for HYD8-4 and HYD8-6
(pyridine–benzene) and can grow to more than 2 kcal mol−1 for
HYD8-7 (pyridinium–benzene).

The increased susceptibility of solute–solute interactions to
solvent configuration for nitrobenzene–benzene, pyridine–benzene,
and pyridinium–benzene may be related to the fact that these
dimers contain the three substituted benzenes with the largest
dipole moments (5.52, 2.27, and 1.90 D, respectively, at the same
Hartree–Fock/jun-cc-pVDZ level of theory the SAPT computations
are based upon). The dipole moments for the other substituted
benzenes are smaller (aniline: 1.60, anisole: 1.44, benzene: 0.00,
phenol: 1.47, and toluene: 0.41 D). Because solvation can enhance
a molecule’s dipole moment by ∼30%–40% relative to its gas phase
value45 (a polarization effect), the variation of ArX–Bz interactions
between different solvent configurations may be related to mag-
nifications in the ArX dipole, which one might expect to depend
sensitively on the solvent configuration. One might also expect this
solvent-induced dipole enhancement to be larger in monomers with
larger initial dipole moments, thus explaining why the other com-
plexes exhibit reduced variations among the solvent configurations.
This could account for larger variations for these molecules seen
in the envA or envC binning schemes, where the explicit water
molecules can polarize the substituted benzene (“monomer A”).
On the other hand, it cannot account for the larger variations in
electrostatics for envB for these three molecules because that bin-
ning scheme separates the waters from the substituted benzene
when obtaining the electron distribution around the substituted
benzene. In these cases, one may expect the charged molecule (pyri-
dinium) and the two neutral molecules with the largest dipole
moments (nitrobenzene and pyridine) will have electrostatic inter-
actions that are more sensitive to changes in the π electron distri-
butions of the unsubstituted benzene, which is polarized differently
by different water snapshots in the envB binning scheme. These
three dimers (involving nitrobenzene, pyridine, and pyridinium)
have significantly larger gas-phase electrostatic interaction energies
(−3.4 to −7.5 kcal mol−1) than the others (strongest interaction
−2.4 kcal mol−1).

C. Many-body analysis of solvated interactions
To better understand why the environment has little effect on

the π–π interactions between neutral monomers (at least when aver-
aged over solvent snapshots), while it has a larger effect for systems
involving a cationic monomer, we have computed the non-additive
three-body component of the total trimer energies according to
Eq. (9) at the Hartree–Fock/jun-cc-pVDZ and MP2/jun-cc-pVDZ
levels of theory, as these combinations of methods and basis set
provide themost direct comparison to the F-/ISAPT0 results. A large
ΔE(3)ABC indicates that the mutual interactions between the benzene

(Bz), the substituted benzene (PhX), and the waters are not accu-
rately modeled as a simple sum of isolated Bz-PhX, Bz–water, and
PhX–water interactions. Conversely, if ΔE(3)ABC is essentially zero, it
means that the interactions between these groups are all pairwise-
additive, and thus, we would expect no tuning of the direct electronic
solute–solute interaction by the presence of the solvent.

Generally, the largest source of non-additive interactions is
mutual polarization of electron densities, and we expect this is
the case in the systems studied here. This effect can be captured
well even with simple Hartree–Fock theory. ISAPT also incorpo-
rates such mutual polarization effects. In the ISAPT procedure,
one obtains Hartree–Fock orbitals for the entire system (here, both
solutes and all waters); this fully includes all mutual polarization
effects. Then, the orbitals of “monomer C” (here, the waters) are
frozen, and the local orbitals of monomers A and B are obtained
in the embedding field of the density of C but in the absence of
each other (so that a normal SAPT procedure may be applied after
that). Because the presence of C is felt throughout by both A and
B, and because C is obtained from a supermolecular Hartree–Fock
computation, many-body polarization is effectively folded into the
procedure. Our F-SAPT computations, on the other hand, which
group the water molecules with monomers A or B, only partially
account for mutual polarization effects because only one of the
benzene solute molecules can polarize in response to the water. In
this sense, the ISAPT model is more appropriate for understanding
these systems than the F-SAPT models.

Hartree–Fock will also model non-additive three-body
exchange repulsion, which should be small in these systems because
they would require very close three-body contacts involving a
water molecule and the two solute molecules simultaneously.
Unfortunately, neither Hartree–Fock nor MP2 (nor our F-/ISAPT
computations) will capture three-body dispersion interactions,
which would be modeled by the correlated motion of three electrons
(one from each monomer). However, due to the limited polariz-
ability of a water molecule and the reasonable separations between
molecules, we expect this effect to be modest. To confirm this
expectation, we performed a series of computations on trimers
consisting of the two benzenes plus a single water; we did this for
all 28 waters in structure HYD8-3m3-w28. For each trimer, we
estimated the three-body dispersion as the difference between the
counterpoise-corrected three-body non-additive contribution to the
interaction energy, ΔE(3)ABC [Eq. (9)], computed using MP2.5,46 and
the corresponding quantity computed using MP2. MP2 will provide
a reasonable description of three-body (non-additive) induction
and exchange but lacks any three-body (non-additive) dispersion.
MP2.5 improves upon MP2 by adding half of the third-order
correlation in MP3 and has been found to capture three-body
dispersion fairly accurately.47 Thus, ΔE(3)ABC (MP2.5) − ΔE(3)ABC (MP2)
should provide a good estimate of three-body dispersion. The
three-body dispersion estimates had magnitudes under 0.02 kcal
mol−1 for the 28 trimers and summed to 0.08 kcal mol−1 (see Table
S-32 of the supplementary material), demonstrating the small size
of three-body dispersion in these systems.

Presented in Fig. 4 are box-and-whisker plots visualizing the
distribution of non-additive three-body energy contribution,ΔE(3)ABC ,
computed with Hartree–Fock over different solvent configurations
of each HYD8 complex. Immediately, it is apparent that complex
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FIG. 4. Box-and-whisker plots representing the non-additive three-body correction
(ΔE(3)

ABC ; kcal mol−1) to the total “trimer” energy, for both relaxed (R) and unrelaxed
(U) solvent configurations of each HYD8 complex (with 50 waters), computed at
the HF/jun-cc-pVDZ level of theory. Boxes encompass the first (Q1) through third
(Q3) quartiles of ΔE(3)

ABC across all solvent snapshots, with values corresponding

to the median (Q2) and mean ΔE(3)
ABC indicated as a solid green bar and green

triangle, respectively. Whiskers encompass the full range of ΔE(3)
ABC values.

HYD8-7, the cationic pyridinium–benzene complex, exhibits a
much larger value for ΔE(3)ABC (typically ∼3–4 kcal mol−1) than the
other dimers (typically ∼−1 to 0 kcal mol−1). The much larger size of
ΔE(3)ABC for pyridinium–benzene is consistent with the much larger
difference observed between solvated and gas-phase solute–solute
SAPT0 energies, and the larger variations between binning schemes
(EnvA/B/C), for this dimer compared to the other dimers consid-
ered. ΔE(3)ABC also exhibits a much wider range (∼ 3 kcal mol−1) for
this complex than for the other complexes, which is consistent with
the wider variation between snapshots observed for this complex in
the F-/ISAPT results.

Above, we noted that after the pyridinium–benzene complex,
the next-biggest variations in SAPT0 interactions with respect to
snapshot configuration occurred for HYD8-4 (nitrobenzene–
benzene) and HYD8-6 (pyridine–benzene). Correspondingly, in
Fig. 4, we see that these systems have the next-largest variations in
ΔE(3)ABC .

While the preceding analysis has been performed for three-
body interactions at the HF/jun-cc-pVDZ level of theory, it is
worth noting that the two-body ArX–Bz interaction energy at this
level is in many cases repulsive (see, e.g., Table S-16–S-23 in the
supplementary material). This is to be expected because London
dispersion interactions are very important to the binding of these
systems, but they are absent at the Hartree–Fock level because they
are inherently electron correlation effects. Therefore, to provide
a more complete picture of the interactions in these systems, we
have also performed a similar analysis at the MP2/jun-cc-pVDZ
level of theory, which is the closest supermolecular wavefunction
method to SAPT0/jun-cc-pVDZ. Provided in Fig. 5 is a compar-
ison of the full trimer IE computed with HF/jun-cc-pVDZ and

FIG. 5. Box-and-whisker plots representing the total “trimer” interaction energy
(ΔEIE

ABC ; kcal mol−1) for both relaxed (R) and unrelaxed (U) solvent configura-
tions of benzene dimer (HYD8-3) and pyridinium–benzene (HYD8-7) complexes
hydrated by 50 explicit water molecules, computed at the HF/jun-cc-pVDZ (orange
boxes) and MP2/jun-cc-pVDZ (blue boxes) levels of theory. Boxes encompass the
first (Q1) through third (Q3) quartiles of ΔEIE

ABC , with values corresponding to the
median (Q2) and mean ΔEIE

ABC indicated as a solid green bar and green triangle,
respectively. In addition, whiskers encompass the full range of ΔEIE

ABC values for
all solvent configurations.

MP2/jun-cc-pVDZ for the hydrated benzene dimer (HYD8-3) and
hydrated pyridinium–benzene complex (HYD8-7) (all components
of the three-body MBE are given in Tables S-23–S-30 in the
supplementary material). When using MP2/jun-cc-pVDZ, all two-
body ArX–Bz IEs now become attractive. All trimer IEs are also
now attractive, and in these large model systems with 50 waters, the
shift between Hartree–Fock and MP2 trimer interaction energies is
∼50–60 kcal mol−1. Nevertheless, both the ranges and the values of
the three-body interaction ΔEIE

ABC are similar between Hartree–Fock
and MP2.

D. Effect of multiple hydration shells
We expect the major effects of polarization tuning of π–π inter-

actions to come from the closest water molecules. To confirm this
expectation, and to probe whether a partial second solvation shell
is sufficient to capture most of the effects of polarization tuning
by bulk solvent, we have also performed F-/ISAPT0 computations
using an approximate first hydration shell (with 28 explicit water
molecules), and we compare those results to the computations previ-
ously discussed with including a partial second solvation shell (with
50 explicit water molecules).

We depict the difference in F-/ISAPT0 IEs and components
upon the addition of the first solvation shell to the gas-phase
complex (ΔE1−G

int ) and upon addition of the second solvation
shell (ΔE2−1

int ) in Fig. 6 for each environment binning of the
hydrated benzene dimer [HYD8-3; top panel (a)] and hydrated
pyridinium–benzene complex [HYD8-7; bottom panel (b)]. Results
for the other dimers are presented in the supplementary material.

For neutral systems, where the non-additive three-body inter-
action is small [e.g., benzene dimer, Fig. 6(a)], we find only small
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FIG. 6. Mean change in total direct electronic solute–solute interaction energies,
Eq. (6), and SAPT components upon first-shell solvation (ΔIE1-G; striped bars)
and second-shell solvation (ΔIE2-1; solid bars) for the (a) HYD8-3mX (benzene
dimer) and (b) HYD8-7mX (pyridinium–benzene) complexes, averaged over val-
ues computed at the F-/ISAPT0/jun-cc-pVDZ level of theory for all ten relaxed
solvent configurations. “EnvX” labels indicate that explicit solvent molecules are
contained within monomer “X” during the SAPT computation (see the text). See
Sec. II C for additional details regarding our nomenclature and details of the
F-/ISAPT computations.

differences in components upon addition of the first solvation shell,
ΔE1−G

int (generally less than 0.2 kcal mol−1, or less than 10% of the
gas-phase IE). For this system, polarization by solvent enhances
dispersion slightly, and reduces unfavorable exchange-repulsion
slightly, on average compared to the gas phase. Changes in electro-
statics and induction depend on the solvent binning scheme, but the
overall average interaction energies are consistently more attractive
in the solvent than the gas phase. Further differences upon addi-
tion of the second solvation shell, ΔE2−1

int , are much smaller (only a
few hundredths of 1 kcal mol−1, up to 0.1 kcal mol−1 for the shift
in the overall interaction energy). Except in cases where the effect
is essentially zero, the additional shifts due to the addition of a
second solvation shell, ΔE2−1

int , tend to have the same sign as the
shifts due to the addition of the first solvation shell, ΔE1−G

int . As illus-
trated in Figs. S19–S27 of the supplementary material, these trends
hold across the other neutral dimers considered. Hence, for the
neutral systems, solvent-induced shifts in interaction energy and its

components seem largely converged by the time an approximate
single solvation shell has been added.

For the cationic pyridinium–benzene complex, where the non-
additive three-body interaction is significant (see above), the effects
of adding both the first and second solvation shells are more notable,
as shown in Fig. 6(b). As for the neutral complexes, dispersion
interactions are enhanced slightly upon the addition of solvent, and
essentially all of the effect is captured by the addition of the first sol-
vation shell. Similarly, consistent with the benzene dimer and many
of the neutral complexes, exchange-repulsion between the solute
molecules is slightly less repulsive with the addition of the first sol-
vation shell, at least for EnvB and EnvC, and the addition of the
second shell produces a little additional effect. Significantly larger
changes are seen for the induction, electrostatics, and total interac-
tion energies, with most ΔE1−G

int values in the range of 0.8–3.3 kcal
mol−1 and changes to total interaction energies of 1.9–3.3 kcal
mol−1. All of these shifts are in the direction of a weaker inter-
action between the pyridinium and the benzene (the interactions
are directly “screened” by the solvent-induced solute polarization).
Upon the addition of the second solvation shell, similar behavior is
observed for each of these three energies (electrostatics, induction,
and total IE); however, the difference is only about half or a third as
large as was observed for the addition of the first solvation shell. This
suggests that the computed solvent-induced polarization tuning of
the pyridinium–benzene interaction is not fully converged with our
50-water model systems (including a first and partial second solva-
tion shell). Nevertheless, we expect that these 50-water computations
have captured the majority of the relevant physics.

IV. SUMMARY AND CONCLUSIONS
The extent to which the chemical environment “tunes” non-

covalent interactions, as well as the best manner in which to account
for this effect, are open questions in the computational molecu-
lar sciences. Here, we considered eight functionalized, T-shaped
arene–benzene complexes in the gas phase and hydrated by a sta-
tistically diverse set of solvent configurations consisting of either
an approximate single solvent shell of 28 explicit water molecules
or a complete single shell and partial double shell consisting of
50 explicit water molecules. We have used a traditional many-body
cluster expansion, at the Hartree–Fock/jun-cc-pVDZ and MP2/jun-
cc-pVDZ levels of theory, to quantify the two-body and non-
additive three-body effects in these systems, where the “bodies” are a
functionalized benzene (A), the benzene molecule (B), and the
collection of all the explicit water molecules (C). While the size of
the non-additive three-body contribution reflects mutual interac-
tions involving all three of these groups and is therefore relevant
in understanding the effect of the chemical environment, it is not
formulated to directly answer the original question of “how does a
chemical environment tune a non-covalent interaction?”

On the other hand, functional-group partitioning of symmetry-
adapted perturbation theory (F-SAPT) and its “intramolecular”
formulation (ISAPT) are able to directly answer the question as
posed, if we seek to understand the tuning of the direct electronic
solute–solute interaction arising from solvent-induced polariza-
tion of the solute molecules (“polarization tuning”). To the extent
to which they can be compared, findings from the three-body
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Hartree–Fock and MP2 computations are consistent with the
findings from the F-/ISAPT computations.

Our test molecules included seven neutral dimer complexes
and one charged complex (pyridinium–benzene). For the neu-
tral complexes, we find that the non-additive three-body interac-
tion energies can be substantial if one looks across all the snap-
shot solvent configurations considered. The SAPT0/jun-cc-pVDZ
interaction energies for the neutral complexes range from −2.5
to −3.9 kcal mol−1, whereas the Hartree–Fock/jun-cc-pVDZ non-
additive three-body interaction energies (sufficient to capture three-
body induction/polarization effects) have a range of ∼ ±1 kcal mol−1

(MP2 results are not much different). Thus, solvent molecules
certainly can “tune” direct solute–solute interactions by up to a
significant fraction of the total interaction energy. Correspondingly,
across the neutral dimers, we often see significant variations in the
electrostatics, induction, and exchange-repulsion components of the
energy as the solvent configuration is varied. London dispersion
interactions appear to be mostly immune to these variations and
are hardly affected by the environment. On the other hand, for the
solute–solute interaction, the average values of the energy compo-
nents, or the total interaction energy, are all very similar across
any of our “environment binning” schemes (F-SAPT vs ISAPT),
and are also very similar to the gas-phase values. This suggests that
dynamical averaging of solvent configurations tends to wash out any
solvent-induced tuning of the solute–solute interactions.

The situation is different for the charged pyridinium–benzene
complex. Non-additive three-body interaction energies are
substantially larger for this complex (typically ∼3–4 kcal mol−1 for
Hartree–Fock/jun-cc-pVDZ), and their variation is much larger
across solvent snapshots. Correspondingly, we see much larger
differences between the gas-phase and solvent-including SAPT
computations for the solute–solute interactions. Again, London
dispersion forces are hardly affected by the solvent environment, but
there can be large changes in the electrostatic and induction terms.
There are also larger variations in the SAPT components across sol-
vent snapshots. Overall, polarization of the solute molecules by the
environment tends to “screen” the direct solute–solute interactions
and reduce their attraction to each other, by ∼1.5–2.5 kcal mol−1

on average out of a gas-phase value of −9.0 kcal mol−1 for
pyridinium–benzene.

For the neutral dimers, a single hydration shell of 28 explicit
water molecules within ∼3–4 Å is sufficient to converge the solvent-
induced changes to the solute–solute interaction energy or its
components. For the charged pyridinium–benzene complex, even
50 explicit water molecules within 7 Å of the solute complex (con-
stituting a full single solvent shell and a partial second solvent shell
around polar atoms) may not be sufficient to ensure convergence of
the solute–solute interactions toward the continuum limit.

Although significant changes are observed in the solute–solute
total interaction energy and its components for the charged
pyridinium–benzene complex, and for certain snapshots of the
neutral systems, in no case did the polarization by solvent lead to
a change in the qualitative nature of the solute–solvent interaction
(its rough strength and breakdown into electrostatic, exchange-
repulsion, induction, and London dispersion components).
Moreover, variations in solute–solute interactions due to solvent
configuration were generally modest for the neutral dimers, and on
average, the SAPT component and total interaction energies were

only slightly changed from their gas-phase values. This suggests that
insights into the fundamental physics of non-covalent interactions,
gained through gas-phase theoretical studies by many research
groups on many prototype chemical systems, should remain valid
when considering similar direct interactions in condensed phases,
certainly at a qualitative level, and also probably at a quantitative
level, at least for neutral–neutral interactions. On the other hand,
the significant solvent-induced polarization tuning of solute–solute
interactions in the charged pyridinium–benzene complex reinforces
the idea that polarizable force-fields models, which can capture this
kind of polarization tuning, will be more appropriate for studies of
charged solutes than standard non-polarizable force-fields.

SUPPLEMENTARY MATERIAL

See the supplementary material for complete tables of all
energetic quantities and figures providing additional analysis of
results, including snapshot-averaged interaction energy components
for all eight dimers considered, variations in components among
snapshots, the effect of the first and second solvation shells upon
average energy components for each dimer considered, comparison
of relaxed vs unrelaxed solvent geometries, and detailed two-body
and three-body interaction energies for Hartree–Fock and MP2 for
all snapshots considered. Also provided are Cartesian coordinates
for geometries considered in this work.
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