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Abstract—Drone Base Station (DBS) is expected to play an
important role in next generation cellular networks due to its
maneuverability in establishing air-to-ground Line of Sight (LoS)
links. Working as a mobile relay node between the Macro Base
Station (MBS) and the ground users, the DBS can significantly
reduce the latency of ground users by offloading traffic loads
from the MBS to the DBS since a better channel condition can
be provided. In this paper, we focus on how to determine the
3D location of the DBS, the user association and the bandwidth
allocation policy between the MBS and the DBS in order to
minimize the total average latency ratio of all users with the
constraint of each user’s QoS requirement and total available
bandwidth. The formulated problem is a mixed integer nonconvex
optimization problem, a very challenging and difficult problem.
We propose a cyclic iterative algorithm to efficiently solve it by
decomposing the primal problem into two subproblems, i.e., the
user association and bandwidth allocation problem and the 3D
DBS placement problem. In each iteration, the two sub-problems
are alternatively optimized by using the output of one as the
input for the other. Numerical simulation results demonstrate
the significant latency ratio reduction of our proposed algorithm
as compared to other baseline schemes.

I. INTRODUCTION

Nowadays, there have been increasing interests [1]-[4] in
using Drone Base Stations (DBSs) as aerial platforms to fa-
cilitate terrestrial communications owing to their high maneu-
verability and flexibility for on-demand deployment. DBS is
envisioned as a promising solution to improve the performance
of current cellular networks for its ease of establishing Line
of Sight (LoS) communication links with ground users [5]-
[7]. Therefore, DBS-assisted heterogeneous network has many
potential use cases, such as ground MBS traffic offloading,
temporary events and Internet of Things (IoT) communication.

Free Space Optics (FSO), with its potential high capacity,
can be utilized to build the connection between the DBS
and the MBS (i.e., the backhaul link ) in a DBS-assisted
heterogeneous network [8]-[11]. In the meantime, employing
FSO in the backhaul link will not cause interference or
decrease the available bandwidth (because FSO works on a
frequency range different from the radio frequency signal)
in the access link. FSO, as shown in Fig. 1, is deployed
to serve as a dedicated backhaul from an MBS to a DBS.
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In the downlink communication, the mobile data (carried in
the optical beam) is sent from the FSO transmitter to the
FSO receiver, which are mounted on the MBS and the DBS,
respectively. The DBS decodes the mobile data, encodes them
on an Radio Frequency (RF) signal and finally transmits them
to the corresponding ground user.

Deploying a DBS in an existing cellular network can
significantly boost network throughput and improve QoS of
users, but it must overcome the following challenges.

1) How to determine the location of the DBS?

The deployment of the DBS not only affects the user QoS
but also influences the association policy (i.e., whether a
user should be associated with the MBS or the DBS). For
users associated with the DBS, moving the DBS closer to
one user may decrease its latency ratio (i.e., the amount of
time a user must be sacrificed in waiting for a unit service
time) but at the expense of the latency ratio of another user.
Therefore, the location of the DBS should be optimized to
minimize the overall latency ratio while satisfying the user
QoS requirements.

2) What is the association policy of the users?

Associating with an access point which has a better channel
condition (i.e., a lower pathloss) will increase the data rate.
Intuitively, more users should be associated with the DBS
since a LoS communication link is more likely to be estab-
lished between the DBS and a user. However, too many users
associating with the DBS may increase the traffic load and thus
significantly increase the latency ratio of the users. Therefore,
it is necessary to properly design the user association policy
to minimize the overall latency ratio.

3) What is the optimal bandwidth allocation scheme between
the MBS and DBS?

Allocating more bandwidth to the MBS or DBS will de-
crease the latency ratio of its associated users; however, the
latency ratio of users which are not associated with the access
point will increase (less bandwidth becomes available for
them). Meanwhile, the placement of the DBS, the user associ-
ation policy and the bandwidth allocation scheme are mutually
dependent. Therefore, the three subproblems mentioned above
should be jointly considered to minimize the overall latency
ratio.

To tackle the above challenges, we propose to decompose
the joint optimization problem into two subproblems, i.e.,
the user association and bandwidth allocation problem and
the DBS placement problem, to minimize the overall latency
ratio. The main contributions of this paper are summarized as
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Fig. 1. DBS-assisted heterogeneous network with FSO-based backhaul.

follows.
1) We propose to deploy a DBS to serve the ground users by
offloading their traffic from the MBS to the DBS. The FSO
technique is employed to avoid interference with the access
link and provide a high-capacity backhaul link. A latency ratio
minimization problem is formulated to optimize the DBS’s
location, user association and bandwidth allocation subject
to user QoS requirements and limited available bandwidth
constraints.
2) We design a cyclic iterative algorithm to tackle the formu-
lated problem where the primal problem is decoupled into
two sub-problems, which are the bandwidth allocation and
user association problem and 3D DBS placement problem,
respectively. We prove the former problem to be a sum-of-
ratios problem and solve it by utilizing the Lagrangian and
modified Newton method. In the 3D DBS placement problem,
we first determine the altitude that maximizes the coverage
area. Then, we exhaustively search all the candidate locations
to determine the optimal horizontal location which incurs the
minimum latency ratio of all users. The performance of the
proposed algorithm is validated via extensive simulations.
The rest of the paper is organized as follows. The related
works are summarized in Section II. In Section III, we present
the system model, and formulate the DBS placement, user
association and spectrum resource allocation as an optimiza-
tion problem. A cyclic iterative algorithm is designed to solve
our problem in Section IV. Numerical results are presented
to demonstrate the effectiveness of the proposed algorithm in
Section V. Finally, we conclude the paper in Section VL.

II. RELATED WORKS

Many researches have been done on how to deploy DBSs
in existing cellular networks. Duan er al. [12] studied the
deployment of multi-Unmanned Aerial Vehicles (UAVs) to fa-
cilitate task offloading in a heterogeneous cloud aided system.
A power consumption minimization problem is formulated
by optimizing the task scheduling and resource allocation.
Alzidaneen et al. [13] proposed to place multiple UAVs and
tethered balloons (TBs) to serve users in a network where
the MBS is malfunctioned. They formulated an optimization

problem aiming to maximize the end-to-end throughput by
optimizing the UAVs’ placement, transmit power and user
associations. Huang et al. [14] tried to maximize the data rate
of a device-to-device (D2D) pair by jointly optimizing the
transmit power and 3D location of the UAV and the allocated
bandwidth of ground terminals. However, they only considered
one D2D pair in the network and assumed ground terminals
are dominated by LoS connections. The assumption is not
practical when ground terminals are in an urban area where
high-rise buildings impair the LoS connection between the
UAV and ground terminals. Xie er al. [15] utilized a UAV
as the flying base station to serve ground users periodically
in an infrastructure-less environment. The UAV employs the
radio frequency wireless power transfer (WPT) to provide con-
venient and reliable energy supply to low-power IoT devices.
They jointly optimized the UAV trajectory, the transmit power
and mode to maximize the uplink minimum throughput subject
to the UAV’s maximum speed and users’ energy neutrality
constraints. Mozaffari et al. [16] proposed to deploy multiple
UAVs working as mobile aerial base stations to dynamically
serve IoT devices using uplink communication links. They
designed a novel framework to minimize the total transmit
power of the IoT devices by optimizing the 3D placement
and mobility of the UAVs and the device-UAV association.
Sun and Ansari [17] tried to deploy a DBS to help the
MBS deliver traffic to the ground users. They formulated an
problem to maximize the spectral efficiency of all users by
optimizing the user association and the altitude of a DBS.
However, the horizontal location of the DBS is assumed to
be fixed, which is not appropriate if the user distribution does
not follow a uniform process. Al-Hourani et al. [18] derived
the optimal altitude of a DBS to maximize the coverage area
of the DBS. Mozaffari et al. [26] studied the coverage rate
and performance of a DBS-assisted heterogeneous network
where the DBS coexists with underlaid D2D communication
links. They analyzed two key cases, i.e., static DBS and mobile
DBS, where the average downlink coverage probabilities for
downlink users and D2D users are derived.

In our earlier paper [27], we considered the scenario where
users are located in a hotspot area and tried to maximize the
sum rate of all users in a DBS-assisted heterogeneous network
with FSO-based backhaul by optimizing the DBS placement
and resource allocation.

Different from the above works and our earlier work, in
this paper, we try to jointly determine the user association,
the spectrum allocation and the 3D location of the DBS to
minimize the user latency ratio by considering the constraints
of user QoS requirements and limited available bandwidth.

III. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. 1, the latency of users can be reduced
by offloading traffic from the MBS to the DBS since a better
channel condition can be provisioned. The FSO link is working
as the backhaul due to it high potential capacity. We assume
that the Frequency Division Multiple Access (FDMA) mode is
adopted in the access link to avoid interference among users.
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A. Pathloss model between a DBS and a user

Denote 7 as the set of users and ¢ as the index of users. The
wireless propagation channel between the DBS and user ¢ is
modeled by a probabilistic LoS channel, and the probability
of having an LoS connection between the DBS and user i is
[18]

LS _ : 1)
! 1+ aexp(—b(12% arctan p; — a))’

™

where a and b are constant values determined by the surround-
ing environment, and ; is the elevation angle between user
1 and the DBS. As shown in Fig. 2, we assume the DBS is
flying at the altitude of h and the horizontal distance between
the DBS and user ¢ is r;. The probability of establishing an
NLoS link can be obtained as PY1o% = 1 — PLoS, Therefore,
the average pathloss between user ¢ and the DBS is [18]
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where 71,5 and 7105 are the average additional pathloss for

LoS and NLoS connections, respectively, f denotes the carrier
frequency, and c stands for the speed of light.

Definition 1. We define the maximum allowed horizontal
distance between the DBS and user i (ie., r]*®") as the
maximum value of r; where the pathloss requirement of user i
is still satisfied (i.e., G (@i,7r;) < ¢;, where ¢; is the pathloss
requirement).

The maximum value of 7["** can be obtained when
G (pi,r;) = ¢;. By setting the first derivative of G (p;,7;)
w.r.t. ; equal to zero, i.e., M = (, the optimal elevation
angle (i.e., ;) between user i and DBS can be derived by
solving [19]:
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By substituting ¢; = ¢} into G (p;,r;) = ¢4, r*** can be
expressed as
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Definition 2. Given user i’ pathloss requirement ¢;, the
optimal flying height of the DBS w.rt. user i is defined as

max, 4%

the flying height which maximizes r; , i.e., h} = r]"** 7.

“4)

Lemma 1. Assuming the flying height of DBS is h}, and the
horizontal distance between the DBS and user i is 1'%, we
have G (@;,77"*") = ¢;. Then, user i'’s pathloss requirement
can always be satisfied (i.e., G (p;,r;) < &) if user i'’s
pathloss requirement ¢, > ¢; and its horizontal distance to
the DBS 7, < ri*e®,

Proof: Since r; < ri"** and the flying height of DBS
is h;, we can derive ¢, > ¢; (note that ¢; = arctan T—‘i),
and further PL°S > PEoS (note that PL° is an increasing
function of the elevation angle (). Using the fact that 11,5 <
NNLoS, We can easily have

G(pisry) <G (p5,m7)- @)

Given that ¢,, i.e., G (], r}) = ¢;, it is not difficult to obtain
the following equation

G(oir,ry) < ¢ < . (6)
That is, the pathloss requirement of user i’ can always be
satisfied. [ ]

B. Traffic load model of the MBS

We assume that the traffic of user ¢ is generated according
to a Poisson process with the arrival rate \;. The traffic sizes
of all requests follow a general distribution with the average
value of v;. Therefore, the average traffic load of user ¢ can
be obtained as \;v;.

The data rate of user ¢ which is associated with the MBS,
denoted as TZM , can be expressed as

PM10-"
—) (7)
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where PM is the transmit power of the MBS, M is the
amount of bandwidth allocated to the MBS, o2 is the en-

vironment noise power, and 7}/ is the pathloss between user
7 and the MBS, which can be modeled as

n" = o+ ylogy(d)). (8)

Here, « is the path loss at the reference distance and -y is the
path loss exponent, and d is the distance between the MBS
and user i, i.e.,

aM = (i — MY+ (g — M2, ©)
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where (z;,v;) and (z™,yM) are the locations of user i and
the MBS, respectively. The average utilization of the MBS that
indicates the fraction of time during which the MBS is busy
serving user ¢ can be calculated as
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Thus, by summing up the traffic of all users associated with
the MBS, the average utilization of the MBS can be calculated
as
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where 6; is the binary variable to indicate whether user 7 is
associated with the DBS (i.e., 6; = 1) or not (i.e., 6; = 0).

Assume that the traffic arrival of users associated with the
MBS are independent. The arrival stream, which is formed by
merging all the traffic from users associated with the MBS,
is also a Poisson process (recall that the traffic arrival of
each user is a Poisson process). Thus, user ¢’s (associated
with the MBS) service time can be obtained as sfw = T”; .
In addition, the traffic size v; follows a general distribution
such that the service time of user 7 also satisfies a general
distribution. Therefore, based on queuing theory, the MBS’s
downlink transmission process realizes an M/G/1 processor
sharing queue. For user ¢ which is associated with the MBS,
the corresponding average traffic delivery time, including the
waiting time and service time, is [20]
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Based on the average traffic delivery time, the average traffic
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latency ratio 7/ can be calculated as
Yl S i (13)
i M 11—

where the value of 7 implies the waiting time of user i to
receive a unit service time. From (13), we can observe that

M s independent of user index ¢, which indicates that the

(2
average latency ratio of users associated with the MBS share
the same value, i.e.,

M PM

T :71—p]w.

(14)

C. Traffic load model of the DBS

Note that a two-hop communication is incurred when users
are associated with the DBS. Therefore, two queues are
generated in the access link (the link between a user and the
DBS) and the backhaul link (the link between the DBS and the
MBS), respectively. Following the similar derivation process,
the average latency ratio of users associated with the DBS in
the access link can be obtained as
D,a

D,a p
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where p?+¢ is the average utilization of users (associated with
the DBS) in the access link, i.e.,
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where r; ' is user ¢’s data rate of the access link. Thus, we
have

P
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where PP is the transmit power of the DBS, 3 D is the amount
of bandwidth allocated to the DBS and n) is the pathloss
between the DBS and user .

Similarly, the average latency ratio in the backhaul link can

be obtained as

Db
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where p?t is the average utilization of the backhaul link, i.e.,
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where riD s user i’s data rate of the FSO-based backhaul
link, which can be obtained as [21], [22]
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where P; is the transmission power of the laser, and n; and
71, denote the transmitting efficiency and receiving efficiency,
respectively. E, = hpc/A. is the photon energy. A. is the
carrier wavelength, h,, denotes Plank’s constant. /V;, implicates
the receiver sensitivity (photons/bit). Lge, = 10 log(ﬂwﬁ%ﬁw)
is the geometrical loss in dB, [ is the distance between the laser
transmitter and receiver in Km, r is the radius of the receiver’s
aperture in m, and v; denotes the transmitting divergence
angle. Lgym = %( 550’\nm)*q stands for the atmospheric
attenuation caused by bad weather conditions, where Ly, is
in dB/Km, q is the size distribution of the scattering particles
under different weather conditions, V' is the visibility in Km.
The value of ¢ is determined by the value of the visibility
distance [23]:

1.6, V > 50km

1.3, 6km < V < 50km
¢=1<{0.16V +0.34, 1km <V < 6km 1)

V — 0.5, 0.5km < V < 1km

0, V < 0.5km

D. Problem formulation

As mentioned previously, the deployment of the DBS re-
duces users’ latency by enabling the traffic offloaded from the
MBS to the DBS since a better channel condition is provided.
Our goal is to minimize the overall latency ratio of users while
considering the QoS requirements of users and the limited
available resource. Specifically,
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where T; indicates user ¢’s data rate requirement, and z, y, and
h are the 3D location of the DBS. € denotes the latency ratio
requirement. B is the total available bandwidth. Constraints
(23), (24) and (25) enforce the QoS and latency requirement of
each user. Constraint (26) stands for the resource limitations.
Constraint (27) imposes the bandwidth allocated to the MBS
and DBS to be non-negative. Constraint (28) imposes 6; to be
a binary variable. Constraint (29) ensures the stability of the
queuing system.

Since the latency ratio is a monotonically increasing func-
tion of utilization if 0 < p < 1 (remember 7 = ﬁ), we
can minimize the latency ratio by minimizing the utilization.
Meanwhile, we omit the latency ratio incurred in the backhaul
link since the capacity of FSO is sufficiently high. According
to [21], [22], the data rate of a FSO link can reach 10 Gbps
under clear weather condition within the range of 1 Km.
Therefore, PO can be transformed into the following problem

P0-a: pP 4 pM

mi
x,y,h,0;,8M,80
st. TP <eViel,
(23),(25) — (29).

(30)

Unfortunately, P0-a is a mixed integer non-linear non-convex
problem and thus challenging to solve considering Eq. (2) and
Constraint (23). Next, we propose an efficient framework to
solve this optimization problem. In essence, we partition the
entire decision variables into two blocks. In each iteration,
the bandwidth allocation and user association policy, and
the location of the DBS are alternately optimized, i.e., one
block is optimized at each iteration while keeping the other
block fixed. We iteratively optimize these two blocks until the
user association, DBS’s location and bandwidth allocation are
determined.

IV. DBS PLACEMENT, BANDWIDTH ALLOCATION AND
USER ASSOCIATION

To make P0-a more tractable, we decompose this joint
optimization problem into two subproblems, i.e., the band-
width allocation and user association problem and the DBS
placement problem.

A. Bandwidth allocation and user association

In this subproblem, for any fixed location of the DBS, we
determine the amount of bandwidth allocated to the MBS
and DBS and whether each user should be associated with
the MBS or DBS to minimize the overall latency ratio. The
bandwidth allocation and user association problem can be
formulated as

IZ| IZ|

. Aivi; Aivi(1—6;)
P1: 31
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s.t. (23),(25) — (30).

Since 7 = 1 < € is equivalent to p < 1=, we can derive
that Constramt (29) is always satisfied if Constralnts (30) and
(25) are satisfied. Problem P1 can be simplified by removing
Constraint (29). The problem is still challenging due to the
non-continuity of ;. We relax 6; as a continuous variable (i.e.,
0 <0; <1,Vi € 7). Finally, Problem P1 can be rewritten as
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where ¢;; = log,(1 + ijlg%) and k; = logy(1 +
nM
pMi9~ o

= ). We can see that all the constraints are linear
except Constraint (33). If we can prove that Constraint (33) is
a convex set, P1-a is a sum-of-ratios problem [24] since the
numerators are all convex and the denominators are all concave
(note that a linear function is both convex and concave).
Next, we prove that Constraint (33) is a convex funciton.
Since —3Mk; + T; is linear, it will not affect the convexity
of Constraint (33). Thus, proving Constraint (33) is convex is
equivalent to proving M k0, — 3P 1;0; is convex. Its Hessian
matrix w.r.t. 5, S and 6; can be derived as

0 0 —Llij
H= 0 0 w

—lij Ky 0

(37

Since ¢4, k; are all positive, it can be easily proved that H
is positive semi-definite; so Constraint (33) is a convex set,
and Pl-a is a sums-of-ratios problem which can be resolved
by applying algorithm proposed in [25]. It is easy to see that
P1-a is equivalent to the following problem
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where w; is the introduced relaxation variable. Then, the
Lagrangian function of P1-b is
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where p and o are the Lagrangian multipliers of the con-
straints.
The Karush-Kuhn-Tucker (KKT) conditions are
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Note that Eqgs.(42)-(44), Egs. (47)-(51) and Egs. (33)-(36)
are KKT conditions of problem P2 if w; and p; are fixed.
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For fixed p and p, the objective function of P2 is convex
and thus P2 is a convex optimization problem. Therefore, we
conclude that the solution of problem P2 can be obtained by
finding those satisfying Eqgs. (52) and (53) among the solutions
of the convex problem P2.

Denote = [w; p] and 6;(x), SP(x) and M (z) as the
solution of problem P2. To satisfy Egs. (52) and (53), we
have (1 <14 <|Z|)

1iffPi; —1 =0,

fiyiz| MK —1 =0,

wiPuij — Aivif; = 0,
wiyz)BM ki — Xvi (1 — 6;) = 0.

(55)

Let ¢;(z) = pifPuj — 1, ¢iyz)(x) = pipz B ki —
L ¢ipoz(x) = wifPu; — Nvifi and ¢ g7(x) =
wiy7)BM ki — Avi (1 — 6;). Thus, we have
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Thus, the solution of P1-b can be obtained by finding those
satisfying Eq. (56) among the solutions of P2.

Lemma 2. ¢(x) is strongly monotone.

Proof: Let fi(x) = BPu;; > 0and fiyz/(z) = Mk; > 0 for
simplicity. The Jacobian matrix of ¢(x) can be derived based
on Egs. (55) and (56) as

Tfi(z) - 0 0 ... 0 7
U I T R S S
¢’ (z) = 0o ... 2‘I(l) fi(z) - 0

L 0 . 0 0 f2|z-\ ()]

We can observe that ¢'(x) is a positive definite matrix
because f;(x) > 0, (1 < i < 2|Z|). Therefore, ¢(x) is
strongly monotone.

The modified Newton method can be used to obtain the
solution of Eq. (56). In each iteration, we update x by
calculating

Tm4+1 = Tm + 5m<m7 (57

where m denotes the iteratioin number, and (,, denotes the
search direction defined as

<m = —[(?,($)]71¢(IB)

i@ 0 o .- 0
: $1(x)
H .
- _ Fajz| (@)
Fi(@) .
: . : $aiz) ()
1
o 0 0 e |
_ | 9= P21z ()  P217)41 () dajz|(x) T
- fi(z) fo1z1 () fi(=z) fayz) ()

where [.]7" denotes the transpose operation and §,, € (0,1) is
the step length.

B. 3D DBS placement

For fixed bandwidth allocation and user association, we
optimize the 3D location of the DBS aiming to minimize the
overall latency ratio, i.e.,

|Z1 |
1 )\ivi
P3: min — (58)
zyh [P = tij
st. BPu; > T, VieT (59)
|Z1]
Aiv;
YA ©ogP, (60)
— Lij e+ 1

where Z; is the set of users associated with the DBS. Note that
the second part of the objective function is omitted (which is
incurred by users associated with the MBS) since it will stay
fixed once the bandwidth allocation and user association are
given. As P and T; are known in P3, Constraint (59) can be
rewritten as

1 o?

- 1) 250,

Now the user data rate requirement is dictated by pathloss
which is given by the above equation. Therefore, violating
the pathloss requirement is equivalent to violating Constraint
(59). We can further see that the minimal value of the objective
function in P3 should satisfy Constraint (60), otherwise, there
would be no feasible solution for problem P3. Based on the
above observations, we design an efficient heuristic algorithm
to solve problem P3.

To make problem P3 more tractable, we try to partition the
decision variables of the 3D DBS location into two blocks
(i.e., the horizontal location and vertical location) and solve
them separately. In the vertical dimension, the flying height of
the DBS is determined based on Definition 2. In the horizontal
dimension, the longitude and latitude of the DBS is obtained
by exhaustively searching for all the candidate locations that
minimize the latency ratio of users that are associated with the
DBS. Specifically,

1) In the horizontal dimension, we divide the coverage area
into a number of locations with the same size. Denote K as
the set of these locations and k as the index of these locations.
These locations would be the candidate locations that the DBS
can be placed in the horizontal dimension.

2) In the vertical dimension, find user i by calculating i =

T;
n; < —101g[(277 (61)

Ty 2
argmin { —101g[(257 - 1)£5]li € Iy ;. Then, we set the

flying height of the DBS be h;. Based on Lemma 1, we
can conclude that the pathloss requirements (i.e., data rate
requirements) of users that located within the coverage area
of the DBS can always be satisfied.

3) We exhaustively search all candidate locations in the
horizontal dimension with the flying height of ;. The optimal

location index k* 01‘0 Itqe DBS will be the one which incurs the
1

minimum value of )‘L” , 1.e.,
=1
I Z4 |
. Aiv;
k* = arg max E | ke (62)
k ; Lig
=1 J

The joint DBS placement, bandwidth allocation and user
association algorithm to solve the primal problem PO-a is
embodied in Algorithm 1. In Line 1, we initialize the 3D
location of the DBS. In Line 3, given the location, we obtain
the bandwidth allocation and user association by solving prob-
lem P1-a. Given the bandwidth allocation and user association,
Lines 4-5 determine the altitude of the DBS, while Lines 6-10
calculate the horizontal location of the DBS. We repeat Lines
3-10 until the algorithm converges.

The complexity of Step 3 is O(|Z|3); that of Steps 4-5 is
O(|Z]); that of Steps 6-8 is O(]Z||K]); that of Step 9 is also




O(|Z||K]|)and they can repeat for at most O(|K|) times. Thus,
the complexity of Algorithm 1 is O(|Z|3+|K|?|Z]).

Algorithm 1

1: Initialize the location of the DBS =z, y, h.

2: while the value of Eq. (31) decreases do

3. Compute 6;, 3M and B” by solving problem P1-a;

4:  Identify user i,

T

where i = argmin { —101g[(257 ' — 1);—,23] lieZ }
Let the flying height of the DBS h = h7;
for k=1 to |K| do

Calculate the value of Eq. (31) in each iteration k;
end for
Obtain horizontal location index k* based on Eq. (62);
0:  Calculate z, y accordingly and let h = h.
11: end while

R A A
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V. NUMERICAL RESULTS

We next present numerical results to demonstrate the effec-
tiveness of our proposed algorithm. We consider an area with
the size of 500 m by 500 m. The locations of the ground
users follow the spatial Poisson point process with density of
A1 = 400 users/km?. The size of each location k is 10 m by
10 m. Users’ data rate requirements are generated based on the
Poisson distribution with the expectation of 50 Kbps. Other
parameters are given in Table II. MATLAB R2019a is used
for the simulations, which are run on a macbook laptop with
Quad-Core intel Core 15-8257U and 8§ GB RAM. We repeat
each simulation five times to obtain the average value. Table I
shows the runtime of each scheme where the number of users
are set to 100 and 200, respectively. The other parameters
are the same as shown in Table II. We can see the proposed
algorithm takes longer time to converge since a dynamic
user association and bandwidth allocation policy is utilized
to achieve better performance. The runtime of the ‘Stationary
DBS’ scheme is longer than the ‘MBS only’ scheme because
the bandwidth allocation and user association is the same as
our proposed algorithm. While in the ‘MBS only’ scheme, all
the bandwidth are allocated to the MBS and all the users are
associated with the MBS.

TABLE I
RUNTIME EXPERIMENT RESULTS
. 100 users | 200 users
Algorithms time (sec) | time (sec)
Proposed Algorithm 2.93 4.62
Stationary DBS 1.13 1.85
MBS only 0.91 1.47

Next, we compare the performance of our algorithm with
the following two schemes: 1) Stationary DBS, where the
DBS is placed at the geometrical center with the flying
height h = 30m. Meanwhile, the bandwidth allocation and
user association policy are optimized based on our proposed
approach. 2) MBS only, where no DBS is deployed to assist
the MBS in the existing cellular network. In this scheme,

TABLE II
SIMULATION PARAMETERS

Parameters  Definitions Values

a Environment parameter 9.61

b Environment parameter 0.16

NLoS Average additional pathloss of LoS 1 dB

NN LoS Average additional pathloss of NLoS 20 dB
Carrier frequency 2 GHz

o? Noise power -140 dBm

B Total available bandwidth 20 MHz

pP Transmit power of DBS 0.5 W

pM Transmit power of MBS 2 W

Ai Arrival rate of user % 0.1 request/s

5 Average traffic size of user 4 100 Kb

€ Latency ratio requirement 2
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Fig. 3. The average latency ratio and number of users.

all the bandwidth is allocated to the MBS and all users are
associated with the MBS.

Fig. 3 illustrates how the total number of users affects
the average latency ratio. It is easy to see that with the
increase of the number of users, the average latency ratio
increases in all schemes. The proposed approach achieves the
best performance as compared to the other two algorithms.
The following two factors explain the reason: 1) The average
latency ratio can be reduced by associating users to the DBS
(which has better channel condition as compared to associating
with the MBS). 2) It can also be reduced by flexibly adjusting
the DBS’s location to those which incur lower average latency
ratio (as compared to the ‘Stationary DBS’ scheme).

Fig. 4 illustrates the transmission power of the DBS versus
the average latency ratio. From Fig. 4, we can see that the
average latency ratio of the ‘Stationary DBS’ scheme and that
of our designed approach decrease as the transmission power
of DBS increases because the increase of transmission power
will improve the achievable rate of the access link and thus
reduce the average latency ratio of users associated with the
DBS. The average latency ratio of the ‘MBS only’ scheme
stays constant since no DBS is deployed in this case.

Fig. 5 and Fig. 6 show how the transmission power of
the MBS and the total available bandwidth affect the average
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Fig. 4. The average latency ratio versus transmission power of DBS.

latency ratio, respectively. In both figures, we can observe that
the average latency ratio decreases as the amount of resource
increases. In Fig. 5, the average latency ratio of the ‘MBS
only’ scheme reduces significantly as the transmission power
of MBS increases because all the users are associated with the
MBS in this case and the increase of transmission power will
affect all users. However, in the other two schemes where
a DBS is deployed, the decrease is much less remarkable
because the majority of users are associated with the DBS
(since it provides a better channel condition) and the increase
of transmission power of MBS does not influence such users.
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Fig. 5. The average latency ratio versus transmission power of MBS.

From Fig. 7, we can observe that with the increase of the
average traffic size, the average latency ratio increases in all
schemes because the service time of each use is increased, thus
resulting in a larger latency ratio. Both schemes with DBSs
outperform the ‘MBS only’ scheme since a better channel
connection is provided. Furthermore, our proposed scheme
achieves better performance as compared with the ‘Stationary
DBS’ scheme because the latency can be reduced by adjusting
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Fig. 6. The average latency ratio versus total available bandwidth.

the location of the DBS and the resource allocation between
the MBS and DBS.
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Fig. 7. The average latency ratio versus the average traffic size.

VI. CONCLUSION

In this paper, the problem of user association and bandwidth
allocation and DBS placement in a DBS-assisted cellular
network with FSO-based backhaul has been formulated and
investigated, in which we aim to minimize the overall average
latency ratio while meeting the user QoS requirements. To
tackle the formulated problem, we have designed a cyclic
iterative algorithm to decompose the primal problem into two
subproblems, i.e., the bandwidth allocation and user associa-
tion problem and 3D DBS placement problem. We have proven
the former problem to be a sum-of-ratios problem and solve it
by utilizing the Lagrangian and modified Newton method. For
the 3D DBS placement problem, we first determine the altitude
that maximize the coverage area. Then, we exhaustively search
all the candidate locations to determine the optimal horizontal
location which incurs the minimum latency ratio of all users.



Finally, we conducted extensive simulations to validate the
effectiveness of the proposed algorithm. The results show
that our proposed algorithm achieves better performance as
compared to two baseline algorithms.
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