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THE CDE PROPERTY FOR SKEW VEXILLARY PERMUTATIONS

SAM HOPKINS

Abstract. We prove a conjecture of Reiner, Tenner, and Yong which says that the
initial weak order intervals corresponding to certain vexillary permutations have the
coincidental down-degree expectations (CDE) property. Actually our theorem applies
more generally to certain “skew vexillary” permutations (a notion we introduce),
and shows that these posets are in fact “toggle CDE.” As a corollary we obtain a
homomesy result for rowmotion acting on semidistributive lattices in the sense of
Barnard and of Thomas and Williams.

1. Introduction

Let w ∈ Sn be a permutation. Consider the following two probability distributions
on the set of permutations u ∈ Sn which are less than or equal to w in weak or-
der (Sn,≤). For the first distribution: select u uniformly at random among all permu-
tations u ≤ w. For the second distribution: choose a reduced word w = si1si2 · · · si!(w)

of w uniformly at random; then choose k ∈ {0, 1, . . . , !(w)} uniformly at random; and
finally define u := si1si2 · · · sik . In general these two distributions will be quite differ-
ent. Our main result is that for a large family of w (“skew vexillary permutations of
balanced shape”), although these two distributions are indeed different, the expected
number of descents of the random permutation u is nevertheless the same for both.

This result is an instance of the “coincidental down-degree expectations” phenome-
non introduced by Reiner, Tenner, and Yong [39].

Definition 1.1. [See [39, Definition 2.1]] Let P be a finite poset. Let uniP denote the
uniform probability distribution on P . Let maxchainP denote the probability distribu-
tion where each p ∈ P occurs with probability proportional to the number of maximal
chains containing p. Let ddeg : P → N denote the down-degree statistic: ddeg(p) is the
number of elements of P which p ∈ P covers. If µ is a discrete probability distribution
on a finite set X and f : X → R is some statistic on X, we use the notation E(µ; f)
to denote the expectation of f with respect to µ. Finally, we say that P has the
coincidental down-degree expectations (CDE) property if

E(uniP ; ddeg) = E(maxchainP ; ddeg).

In this case we also say that P is CDE.
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2 S. HOPKINS

The coincidence of the expected number of descents for the two distributions on
permutations described in the first paragraph of this introduction can be recast, in
the language of Definition 1.1, as saying that the weak order interval [e, w] between
the identity permutation e and our chosen permutation w is CDE. This is because the
maximal chains in this weak order interval naturally correspond to the reduced words
of w, and similarly the down-degree of a permutation in weak order is its number of
descents.

Note that E(uniP ; ddeg) is the edge density of P , i.e., the number of edges of the
Hasse diagram of P divided by the number of elements of P . As part of our main
result, we will not only establish that E(uni[e,w]; ddeg) = E(maxchain[e,w]; ddeg) for the
aforementioned family of permutations w, but we will also give a simple formula for
the edge density of these posets [e, w]. There is no a priori reason to expect a simple
formula for the edge density of a poset, so our result says that these posets [e, w] have
a very special combinatorial structure.

Let us now briefly review the history of the study of CDE posets and explain how
our result fits into this history.1

The first instance of a poset being shown to be CDE occurred in the context of the
algebraic geometry of curves. Chan, López Mart́ın, Pflueger, and Teixidor i Bigas [11]
showed that the interval [∅, ba] in Young’s lattice of partitions between the empty

shape ∅ and the a× b rectangle ba := (

a︷ ︸︸ ︷
b, b, · · · , b) is CDE with edge density ab/(a+ b).

This was the key combinatorial result these authors needed to reprove a product formula
for the genus of Brill-Noether loci of dimension one.

Subsequently, Chan, Haddadan, Hopkins and Moci [10] extended the combinatorial
result of [11] to apply to many more shapes beyond rectangles. They showed that
if σ = λ/ν is a “balanced” skew shape of height a and width b, then the interval [ν,λ]
in Young’s lattice is also CDE with edge density ab/(a + b). Here a skew shape σ
is balanced if it is connected and all its outward corners occur exactly on the main
antidiagonal of the smallest rectangle containing σ. Rectangles ba are balanced, as are
staircases δd := (d − 1, d − 2, . . . , 1). Furthermore, if σ is a balanced shape then the
shape σ ◦ ba obtained from σ by replacing every box with an a × b rectangle is also
balanced. So for instance the rectangular staircases δd ◦ ba are also balanced shapes.

Actually, Chan-Haddadan-Hopkins-Moci proved something stronger: they proved
that the interval [ν,λ] of Young’s lattice corresponding to a balanced shape σ = λ/ν is
toggle CDE (tCDE).

To explain what tCDE means we need to discuss “toggling” in a distributive lattice.
Any finite distributive lattice L (e.g., any interval of Young’s lattice) can be written
in an unique (up to isomorphism) way as L = J (P ), where J (P ) denotes the set
of order ideals of a finite poset P ordered by containment (this is the Fundamental
Theorem for Finite Distributive Lattices; see, e.g., [48, Theorem 3.4.1]). For an order
ideal I ∈ J (P ), we say that p ∈ P can be toggled into I if p /∈ I and I ∪ {p} is an order

1The papers [11] and [10] do not use the term “CDE” because they appeared before the paper of
Reiner-Tenner-Yong [39] which introduced this term. But their results amount to showing that various
posets are CDE, so that is how we will describe these results in this introduction.
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ideal; similarly, we say p can be toggled out of I if p ∈ I and I \ {p} is an order ideal.
Toggling p in I is the operation of adding p to I if it can be toggled into I, removing
p from I if it can be toggled out of I, and leaving I unchanged otherwise. (This
terminology derives from Striker and Williams [53], who popularized the study of the
“toggle group” of a poset, following Cameron and Fon-der-Flaass [9].) A probability
distribution µ on J (P ) is called toggle-symmetric if for each p ∈ P the probability
that p can be toggled into I is the same as the probability that p can be toggled out
of I when I is distributed according to µ. We say that a distributive lattice J (P ) is
toggle CDE (tCDE) if E(µ; ddeg) is the same for every toggle-symmetric distribution
µ on J (P ). For a distributive lattice L, both uniL and maxchainL are always toggle-
symmetric distributions, so L being tCDE implies that it is CDE.

The upgrade from CDE to tCDE in [10] was not just a generalization for general-
ization’s sake: the “toggle perspective” was crucial in establishing the result, and was
successfully applied later in other contexts as well.

For instance, Hopkins [22] adapted the techniques of [10] to establish that various
intervals of the shifted version of Young’s lattice (corresponding to “shifted balanced
shapes”) are tCDE. In doing so he answered in the affirmative a conjecture of Reiner-
Tenner-Yong, and also completed the case-by-case proof that the distributive lattice
J (P ) corresponding to a minuscule poset P is tCDE. Shortly thereafter, Rush [41]
proved in a uniform way that J (P ) is tCDE when P is a minuscule poset.

All of the examples of CDE posets discussed above are distributive lattices. There
are some families of posets (such as chains, or self-dual posets of constant Hasse di-
agram degree) which are CDE for straightforward reasons (see [39, Corollary 2.19,
Proposition 2.20]). It is also known that the Cartesian product of graded CDE posets
is CDE [39, Proposition 2.13]. Beyond these simple examples and the distributive lat-
tices discussed above, the only other major family of posets known to be CDE was found
by Reiner-Tenner-Yong: this family consists of initial weak order intervals [e, w] for cer-
tain dominant permutations w ∈ Sn. Note importantly that these intervals [e, w] are
not distributive lattices (indeed, the only intervals of weak order which are distributive
lattices are isomorphic to intervals of Young’s lattice).

Let us describe more precisely these CDE weak order intervals. Recall that an
inversion of w ∈ Sn is a pair (i, j) ∈ Z2 with 1 ≤ i < j ≤ n for which w(i) > w(j).
Also recall that the Rothe diagram of w ∈ Sn is the set of all pairs (i, w(j)) ∈ Z2 for
which (i, j) is an inversion of w. Let λ be a straight shape. We say that w ∈ Sn is
dominant of shape λ if its Rothe diagram is equal to (the Young diagram of) λ.

Reiner-Tenner-Yong [39, Theorem 1.1] proved that if λ = δd ◦ ba is a rectangular
staircase, and w ∈ Sn is a dominant permutation of shape λ, then [e, w] is CDE with
edge density (d − 1)ab/(a + b). To do this they employed tableaux and the theory of
Schur polynomials, Schubert polynomials, Grothendieck polynomials, et cetera (for a
more precise account of what Reiner-Tenner-Yong did, see Remarks 3.9 and 3.10).

Reiner-Tenner-Yong also conjectured a significant generalization of their result. Let λ
be a straight shape. We say that w ∈ Sn is vexillary of shape λ if its Rothe diagram can
be transformed to λ via some permutation of rows and columns. There is (essentially)
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a unique dominant permutation of a given shape λ, but there are in general many
vexillary permutations of shape λ. Reiner-Tenner-Yong conjectured the following:

Conjecture 1.2 ([39, Conjecture 1.2]). Let λ = δd ◦ ba be a rectangular staircase and
w ∈ Sn a vexillary permutation of shape σ. Then [e, w] is CDE with edge density
(d− 1)ab/(a + b).

Our main result proves that Conjecture 1.2 is true. In fact, we show that there is
nothing particularly special about rectangular staircases in this conjecture: the impor-
tant thing is that the shape is balanced. Furthermore, our result will apply to skew
shapes as well. Thus to state the result, we need to introduce the notion of “skew
vexillary” permutations: we say that w ∈ Sn is skew vexillary of shape σ = λ/ν if its
Rothe diagram can be transformed to σ via some permutation of rows and columns.
(Note that this notion of skew vexillary is not standard; indeed, see Remark 3.4 for
other papers in which “skew vexillary” was used to mean something different.)

Our main result is:

Theorem 1.3. Let σ = λ/ν be a balanced shape of height a and width b and w ∈ Sn a
skew vexillary permutation of shape σ. Then [e, w] is CDE with edge density ab/(a+b).

We prove Theorem 1.3 by once again adopting the “toggle perspective.” Thus our
approach is very different from that of Reiner-Tenner-Yong: we will not use tableaux
or symmetric functions at all in this paper.

As mentioned, the weak order intervals [e, w] we are studying are not distributive
lattices, so notions related to toggling do not directly make sense when applied to these
posets. However, intervals of weak order are semidistributive lattices. And recently
various authors have considered extending the idea of toggling from distributive to
semidistributive lattices. Following the work of Reading [36] in the case of weak order
on permutations, Barnard [2] defined a canonical way to label the edges of the Hasse
diagram (i.e., the cover relations) of any semidistributive lattice with join irreducible
elements. As Thomas and Williams [54] further emphasized, this edge labeling gives
a natural way to extend the notion of toggling to a semidistributive lattice. This
extended notion of toggling also allows us to generalize the notions of toggle-symmetric
distributions, and tCDE posets, to the semidistributive setting. Note that we really are
generalizing the distributive setting because when these generalized notions are applied
to a distributive lattice we recapture the previous notions of toggle-symmetric, tCDE,
et cetera.

Hence, what we will actually end up proving is that when w ∈ Sn is a skew vexillary
permutation of balanced shape the interval [e, w] is tCDE, for this semidistributive
generalization of tCDE.

It has been previously observed (see [10, §3.2], [22, §7], [41, §1.3]) that the study of
tCDE distributive lattices has interesting applications to “dynamical algebraic combi-
natorics” [40, 51]. Namely, for any distributive lattice J (P ) there is a certain invertible
operator row: J (P ) → J (P ) called rowmotion which has been the focus of research
of many authors [7, 17, 9, 30, 1, 53, 42, 43, 21, 20, 52]. For an order ideal I ∈ J (P ),
row(I) is the order ideal generated by the minimal elements of P not in I. As first
pointed out by Striker [50, Lemma 6.2], it is easy to see that, for any fixed rowmotion
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orbit O, the distribution µ on J (P ) which is uniform on O and zero outside O is
toggle-symmetric. Hence, if J (P ) is tCDE with edge density c then E(µ; ddeg) = c for
such a distribution µ. In other words, the average down-degree is equal to the same
constant c along all of the orbits of rowmotion. This is a homomesy result in the sense
of Propp and Roby [34, 16]: a statistic f : X → R is said to be c-mesic with respect to
the action of an invertible operator ϕ : X → X on a combinatorial set X if the average
of f is equal to the same constant c ∈ R along every orbit of ϕ. Note that in the context
of rowmotion, the statistic ddeg is called the “antichain cardinality,” and hence this
result is called the antichain cardinality homomesy for rowmotion.

For any semidistributive lattice L, Barnard’s edge labeling [2] yields a generalization
of romwotion, also denoted row : L → L. (This generalized rowmotion was further
studied by Thomas-Williams [54].) It is again easy to see that for a semidistributive
lattice L the distribution µ which is uniform on a rowmotion orbit is toggle-symmetric
in our generalized sense of toggle-symmetry. So we obtain the following corollary,
generalizing the antichain cardinality homomesy for rowmotion beyond the distributive
setting:

Corollary 1.4. Let σ = λ/ν be a balanced shape of height a and width b and w ∈ Sn

a skew vexillary permutation of shape λ. Then ddeg is ab/(a+ b)-mesic with respect to
the action of row on [e, w].

We now briefly outline the rest of the paper. In Section 2 we review some basic
background on lattices, Young’s lattice, and weak order. In Section 3 we introduce the
family of skew vexillary permutations of a given shape, compare this family to other
commonly studied families of permutations, and discuss some basic properties of this
family. In Section 4 we review Barnard’s labeling of the edges of a semidistributive
lattice and use it to define toggling, toggle-symmetric distributions, and the tCDE
property in the semidistributive setting. We show that for intervals of weak order,
the tCDE property implies the CDE property (although this is actually not true for
general semidistributive lattices). In Section 5 we recall the results and techniques
of Chan-Haddadan-Hopkins-Moci, and then we prove our main result which says that
the initial weak order intervals corresponding skew vexillary permutations of balanced
shape are tCDE. The key technical tool here is the use of “rook” random variables
(extending an idea from [10]). In Section 6 we apply our result to deduce the afore-
mentioned rowmotion homomesy corollary. In Section 7 we briefly discuss possible
future directions.

Acknowledgements: I thank Vic Reiner for useful discussions and encouragement
during this project. I also thank the anonymous referees for their many helpful com-
ments. This research would not have been possible without the use of Sage mathematics
software [44, 45]. I was supported by NSF grant #1802920.

2. Background on lattices, Young’s lattice, and weak order

In this section we review the basic background on lattices, Young’s lattice, and weak
order that we will need in the rest of the paper. The reader who feels comfortable with
these objects may safely skip over this section.
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2.1. Lattices. We generally use standard notation and terminology for poset-theoretic
concepts (as in, e.g., [48, Chapter 3]), but let us briefly review these here.

All posets in this paper will be finite unless explicitly stated otherwise.
Let P be a poset. An antichain of P is a subset of elements which are pairwise

incomparable. A chain of P is a subset of elements which are pairwise comparable.
The length of a chain is its number of elements minus one. A chain is maximal if it is
maximal by containment. We say P is graded of rank r if all its maximal chains have
the same length r.

We use P ∗ to denote the dual poset to a poset P , which is the poset with the same
elements as P but with x ≤P ∗ y if and only if y ≤P x.

We use P1 × P2 to denote the Cartesian product of two posets P1, P2; this is the
poset with elements (x1, x2) ∈ P1 × P2 and (x1, x2) ≤ (y1, y2) if and only if x1 ≤ y1
and x2 ≤ y2.

For x, y ∈ P we say that y covers x if x ≤ y and for any z (= x ∈ P with x ≤ z we
have y ≤ z; we denote this cover relation by x " y. The Hasse diagram of P is the
graph on the elements of P with edges {x, y} whenever x " y; we draw this graph in
the plane with x below y if x ≤ y. We often depict a poset via its Hasse diagram. We
say P is connected if its Hasse diagram is connected.

If x, y ∈ P are two elements of P then the join of x and y, denoted x ∨ y, is, if it
exists, the minimal element in P greater than or equal to both x and y; dually, the
meet of x and y, denoted x ∧ y, is, if it exists, the maximal element in P less or equal
to both x and y.

A lattice L is a poset such that both x ∨ y and x ∧ y exist for every x, y ∈ L. An
element of L is join-irreducible if it cannot be written as a join of other elements;
equivalently, x ∈ L is join-irreducible if x covers a unique element. We use Irr(L) to
denote the join-irreducible elements of L. We consider Irr(L) as a poset with its partial
order induced from L. There is obviously a dual notion of meet-irreducible element.

The lattice L is distributive if the meet operation distributes over the join operation
in the sense that x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z) for every x, y, z ∈ L.

There is another equivalent way to view finite distributive lattices. An order ideal of
a poset (P,≤) is a subset I ⊆ P for which x, y ∈ P with x ≤ y and y ∈ I implies x ∈ I.
The set of order ideals of P ordered by containment is denoted J (P ) and is always
a distributive lattice. For a finite distributive lattice L we have L , J (Irr(L)) via
the isomorphism x -→ {p : p ∈ Irr(L), p ≤ x}. And similarly for a finite poset P
we have that P , Irr(J (P )) via the isomorphism q -→ {p : p ∈ P, p ≤ q}. This
establishes a bijection between finite distributive lattices and finite posets (see, e.g., [48,
Theorem 3.4.1]).

Every finite distributive lattice L is graded of length #Irr(L).
A lattice L is semidistributive if it satisfies two specific weakenings of the distributive

law (see [18]). But, like the description of (finite) distributive lattices in terms of order
ideals, there is another more combinatorial way to define semidistributivity. For a
subset S = {s1, . . . , sk} ⊆ L we write ∨S := s1 ∨ s2 ∨ · · · ∨ sk. A join representation
of x ∈ L is way of writing x = ∨S where S ⊆ L is an antichain. We can order the
antichains of L by declaring S ≤ T if for every x ∈ S there exists a y ∈ T with x ≤ y.
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A canonical join representation of x ∈ L is, if it exists, a join representation x = ∨S
such that S ≤ T for every other join representation x = ∨T . There is obviously a dual
notion of canonical meet representation. A lattice L is semidistributive if a canonical
join representation and a canonical meet representation exist for each x ∈ L (see [18,
Theorem 2.24]).

All distributive lattices are semidistributive: the canonical join representation of and
order ideal I ∈ J (Irr(L)) is I = ∨max(I), where max(I) is the set of maximal elements
of I; and similarly for the canonical meet representation.

Unlike distributive lattices, semidistributive lattices need not be graded.
For a poset P and x, y ∈ P with x ≤ y, the (closed) interval from x to y is defined to

be [x, y] := {z ∈ P : x ≤ z ≤ y}. Every interval of a lattice is again a lattice; similarly,
every interval of a distributive lattice is a distributive lattice and every interval of a
semidistributive lattice is a semidistributive lattice.

2.2. Young’s lattice. We also follow standard notation for partitions and Young’s
lattice (as in, e.g., [47, §7.2]) but we will review these briefly here.

A partition λ = (λ1,λ2, . . .) is a sequence λ1 ≥ λ2 ≥ · · · ∈ N of weakly decreasing
nonnegative integers that is eventually zero. The size of λ is |λ| :=

∑∞
i=1 λi and the

length of λ is !(λ) := min{i ∈ N : λi+1 = 0}. We also write λ = (λ1, . . . ,λ!(λ)) as a
shorthand. There is a unique partition of size 0 called the empty shape and denoted ∅.
Young’s lattice Y is the infinite poset of all partitions with ν ≤ λ if νi ≤ λi for
all i = 1, 2, . . .. Young’s lattice is a distributive lattice: in fact we have Y = J (N×N).

We will always consider partitions ordered according to Young’s lattice, and if we
write [ν,λ] for partitions ν,λ, that always means an interval of Young’s lattice.

It is very helpful to visualize partitions via their Young diagrams. So let us briefly
discuss diagrams in general. By a diagram D we mean a finite subsetD ⊆ Z2. We think
of the elements (i, j) ∈ D of a diagram as being “boxes” placed at those coordinates.
We use “matrix coordinates” where the box at (1, 1) is northwest of the one at (2, 2).
A row of a diagram D is the set of boxes (i, j) ∈ D for some fixed i ∈ Z; similarly,
a column of D is the set of boxes (i, j) ∈ D for some fixed j ∈ Z. The transpose
of D, denoted Dt, is the diagram with boxes (j, i) for (i, j) ∈ D. The rotation of D,
denoted Drot, is the diagram obtained from D by rotating it 180◦ about some fixed
point. An important diagram is the rectangle [a] × [b] for a, b ∈ N, where we use the
standard notation [a] := {1, 2, . . . , a}.

The Young diagram of a partition λ is {(i, j) : 1 ≤ i ≤ !(λ), 1 ≤ j ≤ λi}. In other
words, we have λi boxes left-justified in the ith row of the Young diagram. For example,
the Young diagram of λ = (4, 3, 3, 3) is

Note that the initial interval [∅,λ] of Young’s lattice is equal to J (Pλ) where Pλ is the
poset on the boxes of the Young diagram of λ with the partial order induced from Z2.
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We often implicitly identify a partition with its Young diagram. Observe that ν ≤ λ if
and only if the Young diagram of ν is contained in the Young diagram of λ.

For two partitions ν ≤ λ, the skew shape σ = λ/ν is the set-theoretic difference of
the Young diagrams of λ and ν. For example, the skew shape σ = (4, 3, 3, 3)/(2, 1, 1) is

The interval [ν,λ] of Young’s lattice is equal to J (Pσ) where Pσ is the poset on the
boxes of σ = λ/ν with the partial order induced from Z2. We also often refer to a skew
shape as just a shape, and sometimes we refer to an ordinary partition as a straight
shape to distinguish it from a skew shape.

Some straight shapes of particular significance for us, also discussed in Section 1,

are the a× b rectangles ba := (

a︷ ︸︸ ︷
b, b, · · · , b) and the staircases δd := (d− 1, d− 2, . . . , 1).

Observe that the Young diagram of ba is [a] × [b]. For any shape σ, we use σ ◦ ba to
denote the shape obtained from σ by replacing each box with an a × b rectangle. In
this way we get the rectangular staircases δd ◦ ba. For instance, δ3 ◦ 21 is

We say that the shape σ is connected if the poset Pσ on its boxes is connected. If σ
is disconnected we write σ = σ1 / σ2 to denote that σ is the union of the shapes σ1
and σ2, where no box of σ1 is in the same row or column as any box of σ2. If σ is
connected, then we say it has height a and width b if the rectangle ba is the smallest
rectangle which (up to translation) σ is contained within.

Now we review the nonstandard notion of “balanced” shapes from Chan-Haddadan-
Hopkins-Moci [10], which is crucial for the statement of our main result.

Definition 2.1. Let σ = λ/ν be a connected skew shape of height a and width b. We
assume that σ has been translated so that it lies in the rectangle a × b. The main
antidiagonal of σ is the line connecting the northeast and southwest corners of the
boundary of the rectangle a × b. A corner of σ is a point where two line segments
which are part of the boundary of σ meet. We say the corner is outward if no box
of σ intersects both of the line segments (except at the corner point). We say that σ is
balanced if all its outward corners are exactly on its main antidiagonal.

Example 2.2. Let σ = (8, 8, 8, 2)/(4, 4). Below we draw σ with its main antidiagonal
in red and its two outward corners marked with black circles:
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All the outward corners of σ are on its main antidiagonal, so σ is balanced. !

Example 2.3. Let σ = (4, 4, 3, 1)/(2). Below we draw σ with its main antidiagonal in
red and its three outward corners marked with black circles:

Two of the outward corners of σ are off its main antidiagonal, so σ is not balanced. !

It is easy to see that rectangles ba and staircases δd are balanced. Moreover, it is
also easy to see that if σ is balanced then σ ◦ ba is balanced for any a, b ∈ N. So in
particular the rectangular staircases δd ◦ ba are balanced.

We note that there are 3gcd(a,b)−1 balanced shapes of height a and width b, of which
2gcd(a,b)−1 are straight shapes.

Young’s lattice is intimately related to the combinatorics of tableaux, and hence
symmetric function theory. For instance, maximal chains in [ν,λ] correspond exactly
to the “Standard Young Tableaux” of shape σ = λ/ν. But we will not review tableaux
here because we will not need them.

2.3. Weak order. We will now review weak order on the symmetric group. A good
reference for weak order in the more general context of Coxeter groups is [6, §3].

The symmetric group Sn is the group of all permutations of {1, . . . , n}. We write
a permutation w ∈ Sn in one-line notation as w = w1w2 . . . wn with wi := w(i).
Sometimes we refer to these wi as the letters of the permutation. We multiply per-
mutations “on the right” so that w = vu means that w(i) = v(u(i)) for u, v, w ∈ Sn.
The inverse of w ∈ Sn is the permutation w−1 ∈ Sn with w−1(i) = j if and only
if w(j) = i. The reverse-complement of w ∈ Sn is the permutation wrc defined
by wrc := (n + 1 − wn)(n + 1 − wn−1) · · · (n + 1 − w1) ∈ Sn. Inversion and reverse-
complementation commute. We use e to denote the identity permutation of Sn which
has e(i) = i for all 1 ≤ i ≤ n. Note that by abuse of notation we use this same notation
e for the identity element of Sn for all n.

For 1 ≤ i < j ≤ n we use s(i,j) ∈ Sn to denote the transposition of i and j: this
is the permutation with s(i,j)(i) = j, s(i,j)(j) = i and s(i,j)(k) = k for all k /∈ {i, j}.
For 1 ≤ i < n we use si := s(i,i+1) to denote the ith simple transposition. It is well-
known that the simple transpositions si for 1 ≤ i < n generate Sn and satisfy the
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Coxeter relations:

s2i = 1 for 1 ≤ i < n;(2.1)

sisi+1si = si+1sisi+1 for 1 ≤ i < n− 1;(2.2)

sisj = sjsi for 1 ≤ i, j < n with |i− j| ≥ 2.(2.3)

We remark that reverse complementation corresponds to the automorphism of Sn that
swaps generators si and sn−i for all 1 ≤ i < n.

The length !(w) of w ∈ Sn is the minimum length k of an expression w = si1si2 · · · sik
as a product of simple transpositions. (We have !(e) = 0 corresponding to the empty
product.)

An inversion of a permutation w ∈ Sn is a pair (i, j) ∈ Z2 with 1 ≤ i < j ≤ n
such that w(i) > w(j). We use Inv(w) to denote the set of inversions of w. We
write Inv−1(w) := Inv(w−1). Note (i, j) ∈ Inv(w) if and only if (w(j), w(i)) ∈ Inv−1(w).
The length of a permutation is equal to its number of inversions: !(w) = #Inv(w) for
all w ∈ Sn. Hence !(w) = !(w−1) for all w ∈ Sn.

Weak order is the poset (Sn,≤) with u ≤ w for u,w ∈ Sn if and only if there is
some sequence si1 , si2 , . . . , sik of simple transpositions such that w = usi1 , si2 , . . . , sik
and !(usi1 · · · sij) = !(u) + j for all 1 ≤ j ≤ k. Observe that if u " w in weak order
then there is some simple transposition si with w = usi and !(w) = !(u) + 1. It is
well-known that the weak order relation corresponds exactly to containment of inverse
inversions: that is, we have u ≤ w if and only if Inv−1(u) ⊆ Inv−1(w).

Clearly the identity e ∈ Sn is the unique minimal element in weak order. There is
also a unique maximal element in weak order denoted w0 ∈ Sn: this is the permutation
w0 := n(n − 1)(n − 2) · · · 1. Hence weak order is graded of rank !(w0) =

(n
2

)
. It is a

theorem of Björner that weak order is a lattice [5]. In fact weak order is known to be
a semidistributive lattice [13].

We will always consider permutations in Sn partially ordered according to weak
order, and if we write [u,w] for permutations u,w ∈ Sn then we mean an interval of
weak order.

Here are a few basic facts about weak order intervals. First of all, we always have
that [u,w] , [e, u−1w] via the map v -→ u−1v. So, at least if we care only about the
abstract poset structure of these intervals, we lose nothing by restricting our attention
to initial intervals [e, w]. Next, note that [e, w] , [e, w−1]∗ via the map v -→ w−1v.
Finally, note that [e, w] , [e, wrc] via v -→ vrc.

Weak order is very useful for understanding reduced words. A reduced word of w ∈ Sn

is a minimal length way of writing w as a product of simple transpositions: in other
words, it is a choice of sequence si1 , . . . , si!(w)

such that w = si1 · · · si!(w)
. Reduced words

of w correspond bijectively to maximal chains in [e, w]. It is a theorem of Matsumoto
and Tits that all reduced words for w are related by a sequence moves of the form (2.2)
and (2.3), i.e., we never need to use the relation (2.1) to go between reduced words
(see, e.g., [6, Theorem 3.3.1]).

Reduced words are very important in Schubert calculus, but we will not explain the
fundamental objects of Schubert calculus (like “Schubert polynomials”) because we will
not need these.
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As mentioned, weak order is a lattice. Hence we might be interested in its join
irreducible elements. To describe these we need to introduce descents of permutations.

A descent of w ∈ Sn is a pair (wk, wk+1) for 1 ≤ k < n with wk > wk+1; we say this
descent is at position k. The descents of w ∈ Sn exactly correspond to the elements
which w covers in weak order: for 1 ≤ k < n we have wsk " w if and only if w has a
descent at position k. And if (wk, wk+1) is a descent of w ∈ Sn at position k, then we
have Inv−1(w) = Inv−1(u) ∪ {(wk+1, wk)} where u := wsk.

Definition 2.4. A permutation w ∈ Sn is Grassmannian if it has at most one descent.

By definition we have that Irr(Sn) consists of the non-identity Grassmannian per-
mutations.

Let us also explain another way in which the Grassmannian permutations are sig-
nificant. For 1 ≤ k < n we view Sk × Sn−k ⊆ Sn where the first factor acts only
on {1, 2, . . . , k} and the second factor acts only on {k + 1, . . . , n}. This is a so-called
“maximal parabolic” subgroup of Sn, and the general theory of Coxeter groups says
that the cosets of such a subgroup have distinguished minimal length representatives.
The minimal length representatives of the left cosets w(Sk × Sn−k) are exactly the
Grassmannian permutations w ∈ Sn having at most one descent at position k.

As mentioned, weak order is a semidistributive lattice, so we should also be interested
in its canonical join representations. But in fact we will save discussion of canonical
join representations in weak order for Section 4.2.

3. Skew vexillary permutations

3.1. Skew vexillary permutations and sub-families. Our principal objects of in-
terest in this paper are the initial weak order intervals [e, w] where w is a skew vexillary
permutation. In this section we introduce this notion of “skew vexillary.”

Recall that for a permutation w ∈ Sn, the Rothe diagram of w is the diagram which
has boxes (i, w(j)) for all (i, j) ∈ Inv(w).

Definition 3.1. Let σ = λ/ν be a skew shape. We say that w ∈ Sn is skew vexillary
of shape σ if its Rothe diagram can be transformed to σ via some permutation of rows
and columns.2 We say that w is skew vexillary if it is skew vexillary of some shape.

Example 3.2. Consider w = 31542. To draw the Rothe diagram of w ∈ Sn, we can
do the following: place an X at every (i, w(i)) ∈ [n] × [n], and at each X draw a ray
emanating to the right and a ray emanating downwards; the boxes of [n] × [n] which
have no X markings and no rays passing through them are the boxes of the Rothe
diagram of w. So the Rothe diagram in our case looks like:

2Here and throughout “permutation of rows and columns” means that we permute the rows and
columns separately; that is, we are not allowed to replace a row with a column or vice-versa.
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3

1

5

4

2

1

2

3

4

5

1 2 3 4 5

!! x

x

! ! x

! x

x

By applying the permutation πr = 14325 to the rows and πc = 42135 to the columns
of this Rothe diagram, we transform it to the following diagram:

1

4

3

2

5

4 2 1 3 5

!!
!

!!

which is the shape (3, 2, 2)/(1, 1). Hence w is skew vexillary of shape (3, 2, 2)/(1, 1). !

Example 3.3. Consider w = 246153. Its Rothe diagram is:

2

4

6

1

5

3

1

2

3

4

5

6

1 2 3 4 5 6

! x

! ! x

! ! ! x

x

! x

x

We claim that no permutation of rows and columns will transform this Rothe diagram
to a skew shape. Hence w is not skew vexillary. !

We note that the following are obviously equivalent:

• w is skew vexillary of shape σ;
• w is skew vexillary of shape σrot;
• Inv(w) can be transformed to σ via some permutation of rows and columns;
• w−1 is skew vexillary of shape σt;
• (wrc)−1 = (w−1)rc is skew vexillary of shape σ.

Remark 3.4. Our notion of skew vexillary is not standard. Indeed, the term “skew
vexillary” has been used by other authors to mean other things on at least two occasions.
In [4, Proposition 2.3], Billey, Jockusch, and Stanley call a permutation w skew vexillary
if its Schubert polynomial Sw is equal to a flagged skew Schur function. This is morally
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similar to our definition (see Remark 3.9), but not exactly the same. Billey-Jockusch-
Stanley do at one point discuss permutations whose Rothe diagram is a skew shape up
to permutation of rows and columns (see [4, Proposition 2.4]), but they give no special
name to these permutations. Meanwhile, in [23, §5.2] Klein, Lewis, and Morales call a
permutation w ∈ Sn skew vexillary if the complement in [n]×[n] of its Rothe diagram
is a skew shape up to permutation of rows and columns. This is almost the “opposite” of
our notion of skew vexillary! Klein-Lewis-Morales [23, Proposition 5.6] show that their
notion of skew vexillary is characterized by the avoidance of nine patterns. (Recall that
we say the permutation w = w1w2 · · ·wn contains the pattern π = π1 · · · πk if there is
some sequence 1 ≤ i1 < i2 < · · · < ik ≤ n with wi1 · · ·wik order-isomorphic to π1 · · · πk;
and we say that w avoids π otherwise.) As we will discuss below (see Remark 3.8), we
do not believe our notion of skew vexillary is characterized by any pattern avoidance
condition. !

Now let us discuss some important sub-families of skew vexillary permutations.

Definition 3.5. Let λ be a straight shape. We say that w ∈ Sn is vexillary of shape λ if
its Rothe diagram can be transformed to λ via some permutation of rows and columns.
We say that w is vexillary if it is vexillary of some shape.

This definition of vexillary permutations directly motivated our definition of skew
vexillary permutations. Lascoux and Schützenberger [26] (see also Wachs [55]) showed
that a permutation is vexillary if and only if it is 2143-avoiding. Another equivalent
characterization of vexillary permutations: a permutation w is vexillary of shape λ if
and only if its Stanley symmetric function Fw is equal to the Schur function sλ [46,
Theorem 4.1]. We will discuss this characterization more in a moment; see Remark 3.9.
Clearly vexillary permutations are by definition skew vexillary.

Definition 3.6. Let λ be a straight shape. We say that w ∈ Sn is dominant of shape λ
if the Rothe diagram of w is equal to λ. We say that w is dominant if it is dominant
of some shape.

It is well-known that w is dominant if and only if it is 132-avoiding (see, e.g., [31,
Proposition 13.2]). There are other equivalent characterizations of dominant permuta-
tions: for instance, the Schubert polynomial Sw is equal to a single monomial if and
only if w is dominant (see, e.g., [31, Proposition 13.3]). Dominant permutations are
often the “simplest” permutations in the context of combinatorial Schubert calculus.
Dominant permutations are vexillary, and hence skew vexillary.

Definition 3.7. We say that w ∈ Sn is fully commutative if starting from any reduced
word for w we can obtain any other reduced word for w by applying a sequence of
commutation relations (i.e., we only need to use the relations (2.3), not (2.2)).

It is well-known that w is fully commutative if and only if it is 321-avoiding [4,
Theorem 2.1]. Stembridge [49] showed, in the more general context of Coxeter groups,
that the initial interval [e, w] of weak order is a distributive lattice if and only if w
is fully commutative. In fact, in the case of the symmetric group, we can say more
precisely the following (see [4, §2]): if w ∈ Sn is fully commutative, then after deleting
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Skew vexillary

Vexillary
Fully

commutative

Gr.

Inv.
Gr.

Dominant

Figure 1. The containment relationships between the various classes
of permutations discussed in Section 3.1. Permutations which are both
Grassmannian and inverse Grassmannian are called bigrassmannian
permutations. The bigrassmannian permutations include the dominant
permutations of rectangular shape, which are those permutations that
simultaneously avoid 132 and 321.

empty rows and columns and reflecting across a vertical line, the Rothe diagram of w
becomes a skew shape σ = λ/ν; and in this case [e, w] , [ν,λ]. So we see that fully
commutative permutations are skew vexillary. We also see that the intervals of weak
order which are distributive lattices are isomorphic to intervals of Young’s lattice.

In some sense the skew vexillary permutations are the “smallest” natural family of
permutations containing both the vexillary and the fully commutative permutations.

We note that the intersection of the set of vexillary permutations and the set of
fully commutative permutations is exactly the set of permutations which are either
Grassmannian or inverse Grassmannian (see [4, Corollary 2.5]). (Recall the notion of
Grassmannian permutation was introduced in Definition 2.4; and w ∈ Sn is inverse
Grassmannian if its inverse w−1 is Grassmannian.) For an inverse Grassmannian per-
mutation w, we have [e, w] , [∅,λ] for some straight shape λ; and similarly, for a
Grassmannian permutation w we have [e, w] , [∅,λ]∗ for some straight shape λ.

Figure 1 depicts the containment relationships between the various classes of per-
mutations discussed in this section. We remark that all these classes are closed under
inversion, except that the inverse of a Grassmannian permutation is inverse Grassman-
nian, and vice-versa. Meanwhile, all these classes except for the dominant permutations
are closed under reverse-complementation.
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Remark 3.8. As mentioned above, many of the important sub-families of skew vex-
illary permutations are characterized by pattern avoidance conditions. We doubt that
the skew vexillary permutations themselves are characterized by pattern avoidance.
This is because, based on computations with Sage [44, 45], all 120 permutations in S5

are skew vexillary, whereas exactly 682 of the 720 permutations inS6 are skew vexillary.
Thus, if there was a pattern avoidance classification of skew vexillary permutations, it
would have to include at a minimum the avoidance of 38 patterns of length six. !

Remark 3.9. Reiner-Tenner-Yong [39, Theorem 5.1] showed that for any vexillary
permutation w of shape λ, one has E(maxchain[e,w]; ddeg) = E(maxchain[∅,λ]; ddeg).
Let us explain how they did this. First note that if P is a graded poset of rank r then
(3.1)

E(maxchainP ; ddeg) =
#{(C, x, y) : C is a maximal chain of P , y ∈ C, and x" y}

(r + 1) ·#{C : C is a maximal chain of P}
.

Reiner-Tenner-Yong in fact showed something stronger than E(maxchain[e,w]; ddeg) =
E(maxchain[∅,λ]; ddeg) when w is a vexillary permutation of shape λ; they showed
that all of the individual quantities appearing in the quotient (3.1) are the same for
P = [e, w] and for P = [∅,λ]. Here is their argument. First of all, it is clear in this
situation that [e, w] and [∅,λ] are both graded posets of rank !(w) = |λ|. Next, recall
that the number of maximal chains of [e, w] is the number of reduced words of w, and
the number of maximal chains of [∅,λ] is the number of Standard Young Tableaux of
shape λ. These quantities can be read off from the stable Schubert polynomial (a.k.a.,
Stanley symmetric function) Fw of w, and from the Schur function sλ of λ, respectively.
Thus the equality of these two numbers when w is a vexillary permutation of shape λ
follows from the fact that in this case Fw = sλ [46, Corollary 4.2]. (A bijective proof
of this equality is given by the famous Edelman-Greene bijection [15].) Finally, the
quantity

#{(C, x, y) : C is a maximal chain of P , y ∈ C, and x" y}

is the number of “nearly reduced words” for w when P = [e, w], and is the number of
“barely set-valued tableaux” of shape λ when P = [∅,λ] (these terms were coined by
Reiner-Tenner-Yong). These quantities can be read off from the stable Grothendieck
polynomial Gw of w, and from the stable Grothendieck polynomial Gλ of shape λ,
respectively. So the equality of these two numbers when w is a vexillary permutation
of shape λ follows from the fact that in this case Gw = Gλ (see [39, Lemma 5.4], who
cite a formula from [24]). It is reasonable to ask whether the above approach can be
extended to address skew vexillary permutations as well. When w is a skew vexillary
permutation of skew shape σ = λ/ν, we do have that Fw = sλ/ν (this follows from

the work of [38] and [25]; see [4, Proposition 2.4]).3 There is a notion of skew stable
Grothendieck polynomial Gλ/ν going back to Buch [8]. We suspect that when w is a
skew vexillary permutation of shape λ/ν we have Gw = Gλ/ν , but we have not found

3Note however that unlike the situation for vexillary permutations, it is not known whether Fw

being a skew Schur function is equivalent to w being skew vexillary. Complicating matters is the fact
that unlike for usual Schur functions, there can be nontrivial equalities (i.e., beyond sσ = sσrot) for
skew Schur functions [3, 37, 29].
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any statement to this effect in the literature (and we do not have much computational
evidence to support our suspicion). If this were the case, then one could conclude that
E(maxchain[e,w]; ddeg) = E(maxchain[ν,λ]; ddeg) for w a skew vexillary permutation of
shape λ/ν. We do not know if this equality of expectation always holds. Our methods
will avoid any use of Schubert polynomials, Grothendieck polynomials, et cetera, but
will apply only to certain skew shapes σ = λ/ν (the balanced ones). !

Remark 3.10. It is worth contrasting what happens for the maxchain distribution (as
discussed in the previous Remark 3.9) with what happens for the uniform distribution.
First of all, it certainly need not be the case that E(uni[e,w]; ddeg) = E(uni[∅,λ]; ddeg)
when w is a vexillary permutation of shape λ (see [39, Example 5.2]). Even when this
equality of expectations does hold (which we will show happens for instance when λ is
balanced), it need not be the case that the terms of the quotient

E(uniP ; ddeg) = #P/#{y " x ∈ P}

match up for P = [e, w] and P = [∅,λ] (see Examples 3.15 and 3.16 below). This is
another difference from the case of the maxchain distribution. In order to compute
E(uni[e,w]; ddeg) for dominant permutations w of rectangular staircase shape, Reiner-
Tenner-Yong directly computed the number of elements and number of edges of (the
Hasse diagram of) the poset [e, w]. To do this, they explained how for any permuta-
tion w the quantity #[e, w] is given by the number of linear extensions of some other
poset Pw (the noninversion poset of w; see [39, §5.2]), and showed that when w is a
dominant permutation this poset Pw is a forest poset, which means that it has a sim-
ple product formula computing its number of linear extensions. The number of edges
can similarly be obtained by counting linear extensions of certain quotients of Pw. It
appears that the techniques used by Reiner-Tenner-Yong to compute E(uni[e,w]; ddeg)
for dominant permutations rely heavily on very special properties of dominant permu-
tations (e.g., the poset Pw will not be a forest in general), and so cannot be adapted to
other vexillary permutations. We believe it is hopeless to try to compute the number
of elements and number of edges of the poset [e, w] in general.4 We will only obtain
formulas for the edge densities of posets, not for the number of edges or number of
elements. !

3.2. Basic properties of initial weak order intervals for skew vexillary permu-
tations. We want to study the collection of permutations w which are skew vexillary
of some fixed shape σ = λ/ν (or more precisely, the collection of isomorphism classes
of posets [e, w] for such w) as one “family.” Let us review some basic properties of this
family and then go over some examples.

Proposition 3.11. Let w ∈ Sn. Let Γw denote the graph on the boxes of the Rothe
diagram of w where two boxes are adjacent if they belong to the same row or the same
column. Suppose that Γw is disconnected. Then there is some 1 ≤ k < n for which we
can write w = (u, v) ∈ Sk ×Sn−k ⊆ Sn with u (= e and v (= e.

4Indeed, Dittmer and Pak [12] give a precise sense in which counting the number of elements of an
initial interval of weak order is a computationally intractable problem.
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Proof. Imagine building up the Rothe diagram of w row-by-row. Let i be the first
row which contains a box of the Rothe diagram in it (such a row exists because Γw

is disconnected). All the boxes in row i are certainly connected in Γw, so there must
be some other row which has a box in it as well. So let i ≤ k < n and suppose
that the (k + 1)st row of the Rothe diagram contains a box in it. Suppose further
that {1, . . . , k} (= {w(1), . . . , w(k)}. Then let x ∈ {1, . . . , k} be minimal such that
x /∈ {w(1), . . . , w(k)}. Note that w(k) > x; indeed otherwise the (k + 1)st row would
not contain a box of the Rothe diagram in it. Thus there is a box in the (k + 1)st
row and xth column of the Rothe diagram. But there also must be 1 ≤ j ≤ k such
that there is a box in the jth row and xth column, because some j ∈ {1, . . . , k}
must have w(j) > x. So in this case all boxes in the (k + 1)st row belong to the
connected component of Γw containing a box in some previous row. Thus if for each
i ≤ k < n we have that {1, . . . , k} (= {w(1), . . . , w(k)}, by induction we get that Γw

must be connected. Since Γw is disconnected by assumption, there is i ≤ k < n with
{1, . . . , k} = {w(1), . . . , w(k)}. Writing w = (u, v) ∈ Sk × Sn−k ⊆ Sn, we see that
u (= e because k ≥ i; by choosing the minimal such k we can also guarantee v (= e. "

Corollary 3.12. Let σ be a disconnected skew shape. Let w be a skew vexillary per-
mutation of shape σ. Then [e, w] , [e, u] × [e, v], where u is skew vexillary of shape
σ1 (= ∅ and v is skew vexillary of shape σ2 (= ∅, with σ = σ1 / σ2.

Proof. Permuting rows and columns preserves the relationship “being in the same row
or column” for two boxes of a diagram, so σ being disconnected implies that the
graph Γw from Proposition 3.11 is disconnected. Hence there is some 1 ≤ k < n
with w = (u, v) ∈ Sk × Sn−k ⊆ Sn such that u (= e and v (= e. The boxes of the
Rothe diagram in the upper k × k square of [n] × [n] are equal, up to permutation of
rows and columns, to a skew shape σ1 (= ∅. In other words, u is skew vexillary of
shape σ1. Hence, v must be skew vexillary of shape σ2, where σ = σ1 / σ2. The fact
that w = (u, v) implies that [e, w] , [e, u] × [e, v], as desired. "

The properties of posets we are interested in studying (e.g., the CDE property) are
preserved under Cartesian products (at least for graded posets; see, e.g., [39, Propo-
sition 2.13]). So in light of Corollary 3.12, we will throughout the rest of the paper
restrict our attention to connected shapes.

By the initial fixed points of a permutation w ∈ Sn we mean the maximal sequence
of letters w1, w2, · · · , wk for which w(i) = i for all 1 ≤ i ≤ k. Similarly, the terminal
fixed points are the maximal sequence of letters wk, wk+1, · · · , wn for which w(i) = i
for all k ≤ i ≤ n. In the following proposition and corollary, let us use w̃ to denote the
permutation obtained from w by deleting its initial and terminal fixed points and then
reindexing (so w̃ will belong to a smaller symmetric group than w, in general).

Proposition 3.13. Let σ be a connected skew shape of height a and width b and w ∈ Sn

a skew vexillary permutation of shape σ. Then w̃ ∈ Sm where m ≤ a+ b.

Proof. First observe that w̃ is also skew vexillary of shape σ. Now suppose 1 ≤ k ≤ m is
such that (i, k), (k, j) /∈ Inv(w̃) for all i ∈ {1, . . . , k−1} and j ∈ {k+1, . . . ,m}. In other
words, w̃(i) ≤ w̃(k) for all i ∈ {1, . . . , k−1} and w̃(j) ≥ w̃(k) for all j ∈ {k+1, . . . ,m}.
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Figure 2. Example 3.15: the initial weak order intervals corresponding
to vexillary permutations of shape (2, 1).

This implies that w̃ ∈ Sk ×Sn−k. Because w̃ has no initial or terminal fixed points,
both the upper k×k and the lower (n−k)× (n−k) square of [n]× [n] must have some
boxes of the Rothe diagram of w̃ in them. That w̃ ∈ Sk×Sn−k thus implies this Rothe
diagram is disconnected. But that would imply that σ is disconnected. Hence for each
1 ≤ k ≤ m there must be i ∈ {1, . . . , k − 1} with (i, k) ∈ Inv(w̃) or j ∈ {k + 1, . . . ,m}
with (k, j) ∈ Inv(w̃). In other words, each 1 ≤ k ≤ m corresponds to either a row or a
column of σ (possibly both). But the number of rows plus the number of columns of σ
equals a+ b, so indeed m ≤ a+ b. "

Corollary 3.14. Let σ be a connected skew shape of height a and width b. Let w be a
skew vexillary permutation of shape σ. Then [e, w] , [e, u], where u ∈ Sa+b is a skew
vexillary permutation of shape σ.

Proof. Initial and terminal fixed points are not “seen” by weak order, so [e, w] , [e, w̃].
We have w̃ ∈ Sm with m ≤ a+b by Proposition 3.13; then by appending some terminal
fixed points we can obtain the desired u ∈ Sa+b. "

Corollary 3.14 (together with Corollary 3.12) says that for any fixed shape σ = λ/ν,
the collection of isomorphism classes of posets [e, w] for w a skew vexillary permutation
of shape σ is always finite. Let us make a few more remarks about this collection of
(isomorphism classes of) posets.

This collection always contains the distributive lattices [ν,λ] and [ν,λ]∗ which cor-
respond to fully commutative w. It is not hard to show that if σ = ba is a rectangle,
then this collection consists of a single element which is the self-dual poset [∅, ba];
and otherwise, this collection has some other posets in it which are not distributive
lattices (see also Section 7.1). As we will see in the examples below, the distributive
lattices [ν,λ] and [ν,λ]∗ appear to be the “smallest” posets in this collection.

If σ = λ is actually a straight shape, then this collection also always has the
poset [e, w] for w dominant of shape λ. This dominant poset appears to be the “biggest”
poset in the collection.

Another observation about this collection: it is closed under duality. This is because,
as mentioned at the beginning of Section 3.1, if w is skew vexillary of shape σ then so
is (wrc)−1; but [e, w] , [e, wrc], and hence [e, w] , [e, (wrc)−1]∗.

Now let’s see some examples of these collections of posets.
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123456
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314625

12345
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31452 13542 31524
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12345

21345 12354 13245
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3215423514

32514

Figure 3. Example 3.16: the initial weak order intervals corresponding
to skew vexillary permutations of shape (3, 2, 2)/(1, 1).

Example 3.15. Let λ = (2, 1). Up to isomorphism there are three posets of the
form [e, w] for w a vexillary permutation of shape λ: these are [1234, 3142] , [∅, (2, 1)]
for the inverse Grassmannian permutation 3142; [1234, 2413] , [∅, (2, 1)]∗ for the
Grassmannian permutation 2413; and the self-dual poset [123, 321] for the dominant
permutation 321. These are depicted in Figure 2. One can check that all these posets
are CDE with edge density 1. !

Example 3.16. Let σ = (3, 2, 2)/(1, 1). Up to isomorphism there are three posets of
the form [e, w] for w a skew vexillary permutation of shape σ: these are the self-dual
poset [123456, 314625] , [(1, 1), (3, 2, 2)] for the fully commutative permutation 314625;
and the dual posets [12345, 31542] and [12345, 32514]. These are depicted in Figure 3.
One can check that all these posets are CDE with edge density 3/2. !

Examples 3.15 and 3.16 both concern balanced shapes so our main result will explain
why all the posets in these examples are CDE.

4. Toggle-symmetric distributions for semidistributive lattices
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4.1. Toggling for semidistributive lattices. Let L be a semidistributive lattice. We
now explain a canonical labeling of the cover relations (a.k.a., edges of the Hasse dia-
gram) of L which was first introduced by Barnard [2], building on work of Reading [36]
in the case of weak order on Sn.

For any cover relation x" y ∈ L, we define the edge labeling

γ(x" y) := min{z ∈ L : x ∨ z = y}.

The semidistributivity of L guarantees that for any x"y the set {z ∈ L : x∨z = y} has a
unique minimal element (see [2, Proposition 3.4]), and thus that this label γ(x"y) ∈ L
always exists. Moreover, it is easy to see that we always have γ(x" y) ∈ Irr(L).

We call γ the canonical γ-labeling of the edges (of the Hasse diagram) of L. As
mentioned, these labels are join irreducible elements of L.

For example, consider the case of a distributive lattice L = J (P ): for I, J ∈ J (P )
with I"J we have γ(I"J) = p where p ∈ P is such that J = I∪{p}. This fundamental
example explains the “toggling” terminology: the toggles we define below will toggle
the status of p in I (when possible).

It follows from work of Barnard that for any y ∈ L, among edges incident to y (i.e.,
cover relations in which y is involved, either in the form x " y or y " z), each join
irreducible element appears as a γ-label at most once. Indeed, she showed moreover
that the canonical join representation of any y ∈ L is ∨{γ(x " y) : x ∈ P with x" y}
(see [2, Lemma 3.3]).

Barnard’s results allow us to define a notion of toggling in this semidistributive
context (see also Thomas-Williams [54]). For each join irreducible element p ∈ Irr(L)
we define toggling at p to be the involution τp : L → L defined by

τp(y) :=






x if γ(x" y) = p;

z if γ(y " z) = p;

y otherwise.

Note that τp(y) is well-defined precisely because at most one edge incident to y has γ-
label p. This notion of toggle generalizes the toggles studied by Striker andWilliams [53]
in the distributive lattice setting (and discussed in Section 1).

For y ∈ L and p ∈ Irr(L), we say that p can be toggled into y if y " τp(y); similarly,
we say that p can be toggled out of y if τp(y) " y. Let us also define the toggleability
statistics T +

p ,T −
p ,Tp : L → Z by

T +
p (y) :=

{
1 if p can be toggled into y;

0 otherwise;

T −
p (y) :=

{
1 if p can be toggled out of y;

0 otherwise;

Tp(y) := T +
p (y)− T −

p (y).
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Figure 4. Example 4.4: a semidistributive lattice which is tCDE but
not CDE.

Definition 4.1. Let µ be a probability distribution on L. We say that µ is toggle-
symmetric if E(µ;Tp) = 0 for all p ∈ Irr(L).

This notion of toggle-symmetric distribution generalizes the notion for distributive
lattices defined in [10] (and discussed in Section 1).

Proposition 4.2. The uniform distribution uniL is toggle-symmetric.

Proof. For each p ∈ Irr(L) and y ∈ L, we have Tp(y) = −Tp(τp(y)); but y and τp(y) are
equally probable in the uniform distribution. "

For any semidistributive lattice L there are some other toggle-symmetric distribu-
tions, beyond the uniform distribution, coming from “rowmotion.” We will explain
these in Section 6.2.

Definition 4.3. We say that the semidistributive lattice L is toggle CDE (tCDE) if
E(µ; ddeg) = E(uniL; ddeg) for every toggle-symmetric distribution µ on L.

This notion of tCDE generalizes the notion for distributive lattices defined in [22]
(and discussed in Section 1). In [10, Corollary 2.20] it was shown that for a distributive
lattice L the distribution maxchainL is toggle-symmetric; hence, if L is tCDE, then
it is CDE. As the next example shows, for a semidistributive lattice L it need not be
the case that maxchainL is toggle-symmetric, and moreover L being tCDE does not
necessarily imply that is CDE. (At this point the reader may with some cause object
to our terminology.)

Example 4.4. Let L be the semidistributive lattice depicted in Figure 4. In this figure
the edges are labeled by the canonical γ-labels. One can check that in this example
E(maxchainL;T3) =

1
14 , and so maxchainL is not a toggle-symmetric distribution. We

claim that L is tCDE with edge density 4
3 . To see this, one can check that we have the

following equality of functions L → R:

−T2 −
1

3
T3 −

2

3
T4 −

2

3
T5 −

2

3
T6 −

1

3
T7 +

4

3
1 = ddeg,
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where 1 : L → R denotes the constant function 1(x) = 1. Hence, if µ is any toggle-
symmetric distribution on L, then E(µ; ddeg) = 4

3 = E(uniL; ddeg) by taking E(µ; ·) of
both sides of the above equality. But L is not CDE since E(maxchainL; ddeg) =

55
42 . !

In spite of this example, in the rest of this section we will show that in our case
of interest (namely, intervals of weak order) tCDE does imply CDE. We do not know
exactly which properties are required of semidistributive lattices for tCDE to imply
CDE. Note that the L appearing in Example 4.4 is even graded.

4.2. The canonical edge labeling for weak order. We now explain what that the
canonical γ-labels look like for weak order intervals [e, w]. We basically follow the
account of Reading [36, §2]; see that paper for proofs of these statements.

Recall that the join irreducible elements of weak order are the nonidentity Grassman-
nian permutations. We want a way to record these Grassmannian permutations more
compactly. Let (i, j) be a pair with 1 ≤ i < j ≤ n and let x ⊆ {i+ 1, i+ 2, . . . , j − 1}
be any subset. We define the permutation g((i, j),x) ∈ Sn in one-line notation as

g((i, j),x) := 1, 2, · · · , (i−1), x1, x2, · · · , xm, j, i, y1, y2, . . . , y(j−i−1)−m, j+1, j+2, · · · , n

where x = {x1 < . . . < xm} and {y1 < . . . < y(j−i)−m} = {i + 1, . . . , j − 1} \ x. The
unique descent of g((i, j),x) is (j, i) and hence g((i, j),x) is a Grassmannian permuta-
tion. Moreover, all nonidentity Grassmannian permutations are of this form:

Irr(Sn) = {g((i, j),x) : 1 ≤ i < j ≤ n,x ⊆ {i+ 1, i + 2, . . . , j − 1}}.

Let u,w ∈ Sn with u " w. Thus w = usk for some 1 ≤ k < n. Then we have
that γ(u" w) = g((i, j),x) where (i, j) = (uk, uk+1) = (wk+1, wk) and

x = {x : i+ 1 ≤ x ≤ j − 1, (i, x) ∈ Inv−1(w)}.

Recall that in this situation we have that Inv−1(w) = Inv−1(u) ∪ {(i, j)}. So the
canonical γ-labels record which inverse inversion is added/removed along each edge,
but they record more information than this as well.

Once we know the γ-labels for weak order, we know all the canonical join represen-
tations as well: we can just apply Barnard’s result mentioned in Section 4.1 which tells
that the canonical join representation of w ∈ Sn is ∨{γ(u" w) : u ∈ Sn, u" w}.

Finally, we remark that for any initial interval [e, w] of weak order, the γ-labels of
cover relations are exactly the same as in the full weak order. Note in particular that
Irr([e, w]) ⊆ Irr(Sn). (These facts are true more generally for initial intervals of any
semidistributive lattice.)

See Figure 5 for the canonical labeling of S3.

4.3. The maxchain distribution is toggle-symmetric for weak order intervals.
Fix w ∈ Sn. In this subsection we will prove that the maxchain distribution is toggle-
symmetric for the initial weak order interval [e, w].

As explained in the previous subsection, the canonical γ-labels of the edges of [e, w]
contain more information than just which inverse inversion is added/removed along each
edge. But which inverse inversion is added/removed is of particular salience. Thus for
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Figure 5. The canonical γ-labeling for Sn.

any (i, j) ∈ Inv−1(w) we define the toggleability statistics T +
(i,j),T

−
(i,j),T(i,j) : [e, w] → Z

by

T +
(i,j)

:=
∑

g((i,j),x)∈Irr([e,w])

T +
g((i,j),x);

T −
(i,j)

:=
∑

g((i,j),x)∈Irr([e,w])

T −
g((i,j),x);

T(i,j) := T +
(i,j) − T −

(i,j).

The next proposition says that, at least if we are focused on maximal chains, we
do not lose too much information when passing from the Tg((i,j),x) statistics to the the
T(i,j) statistics.

Proposition 4.5. Let u0"· · ·"u!(w) be a maximal chain of [e, w]. Let (i, j) ∈ Inv−1(w).
If Tg((i,j),x)(uk) (= 0 for some x and some 0 ≤ k ≤ !(w), then for any y (= x we have
that Tg((i,j),y)(um) = 0 for all 0 ≤ m ≤ !(w).

Proof. The sequence u!(w), u!(w)−1, . . . , u0 is a “bubble-sorting process” for w, i.e., a
way of starting from w and successively transposing descents to reach the identity
permutation. For instance, with w = 53124 we could have the sequence

53124 → 51324 → 51234 → 15234 → 12534 → 12354 → 12345.

Let us consider the way the one-line notations of the permutations uk evolve during
this process. At some point in this process the letters j and i will become adjacent:
so define k− be the maximal 0 ≤ k− ≤ !(w) such that (j, i) is a descent of uk− . Also,
at some point in this process we will have to transpose j and i: so define k+ to be the
maximal 0 ≤ k+ ≤ !(w) such that (i, j) /∈ Inv−1(uk+). Note k+ < k−. In the above
example, with (i, j) = (2, 5), we have that uk− = 15234 and uk+ = 12534. By definition
of k− we have Tg((i,j),x)(uk−) = −1 for some x. First note that clearly Tg((i,j),y)(uk) = 0
for any y and k− < k ≤ !(w). Next, we claim that for any k+ < k ≤ k−, no letter x
with x ∈ {i + 1, . . . , j − 1} can be between j and i in uk. Indeed, if x is to the left
of j in uk− then it cannot be moved to the right of j because it will not form a descent
with j; and similarly if x is to the right of i it cannot be moved to the left of i; so j
and i act as “barriers” which prevent such an x from coming between them. This
implies that Tg((i,j),y)(uk) = 0 for any y (= x and k+ < k ≤ k−. Now, once we have
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Figure 6. Example 4.6 illustrating Proposition 4.5, and also Exam-
ple 4.9 depicting the T(i,j)-negating involution τ(i,j).

transposed j and i, it is possible for an x ∈ {i+1, . . . , j − 1} to come between i and j.
But if such an x does come between them, then by the same logic which says it cannot
form a descent on the left with j or on the right with i, this x must always remain
between i and j during our sorting process. So in particular if this happens then i
and j will never again be adjacent. This implies that Tg((i,j),y)(uk) = 0 for any y (= x

and 0 ≤ k ≤ k+, completing the proof of the proposition. "

Example 4.6. Let w = 53124. The interval [e, w] is depicted in Figure 6. Note that
in this figure we have suppressed the x information on the γ-labels g((i, j),x) of the
edges, except in the case (i, j) = (2, 5). Observe that there are two values of x ⊆ {3, 4}
with g((2, 5),x) ∈ Irr([e, w]): namely, x = ∅ and x = {3}. The set A of u ∈ [e, w] with
Tg((2,5),∅)(u) (= 0 is A = {12534, 15234}. The set B of u ∈ [e, w] with Tg((2,5),{3})(u) (= 0
is B = {13254, 31254, 13524, 31524}. For any maximal chain C of [e, w], either:

• C ∩A = ∅ and C ∩B (= ∅;
• or C ∩B = ∅ and C ∩A (= ∅.

This is an illustration of Proposition 4.5. The reader can also check in this example
that the same thing happens for (i, j) = (1, 5). !

The next two propositions will allow us to define an involution on the set of maximal
chains which negates the T(i,j) statistic.

Proposition 4.7. Let u0"· · ·"u!(w) be a maximal chain of [e, w]. Let (i, j) ∈ Inv−1(w).

Let k−1 > k−2 > · · · > k−a be all the indices k for which T(i,j)(uk) = −1. Then for any
1 ≤ c ≤ a, the following is also a maximal chain of [e, w]:

u0 " . . ." uk−a −1 " s(i,j)uk−a +1 " s(i,j)uk−a +2 " · · ·" s(i,j)uk−c " uk−c " · · ·" u!(w).
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Proof. That k−a is minimal with T(i,j)(uk−a ) = −1 means that going from uk−a to uk−a −1,
we transposed j and i. Hence, as was shown in the proof of Proposition 4.5, no letter x
with x ∈ {i+1, . . . , j−1} can be between j and i in the one-line notation of uk for any
k−a ≤ k ≤ k−1 ; that is, in the language of that proof we have k− = k−1 and k+ = k−a − 1.
Therefore, for any such k−a ≤ k ≤ k−1 we have that

Inv−1(s(i,j)uk) = {(s(i,j)(x), s(i,j)(y)) : (x, y) ∈ Inv−1(uk), (x, y) (= (i, j)}.

Also note that (i, j) ∈ Inv−1(uk) for all k−a ≤ k ≤ k−1 . Thus for k
−
a ≤ k < k−1 , the fact

that uk " uk+1 implies that s(i,j)uk " s(i,j)uk+1. And we certainly have s(i,j)uk−c " uk−c
because T(i,j)(ukc) = −1. Finally, as mentioned above, uk−a −1 = s(i,j)uk−a , which gives
us uk−a −1 " s(i,j)uk−a +1. "

Proposition 4.8. Let u0"· · ·"u!(w) be a maximal chain of [e, w]. Let (i, j) ∈ Inv−1(w).

Let k+1 < k+2 < · · · < k+b be all the indices k for which T(i,j)(uk) = 1. Then for any
1 ≤ c ≤ b, the following is also a maximal chain of [e, w]:

u0 " . . ." uk+c " s(i,j)uk+c " s(i,j)uk+c +1 " · · ·" s(i,j)uk+b −1 " uk+b +1 " · · ·" u!(w).

Proof. This is directly analogous to Proposition 4.7. "

For C a chain of [e, w] and f : [e, w] → R a statistic, we write f(C) :=
∑

u∈C f(u).
Fix some (i, j) ∈ Inv−1(w). We will now define an involution τ(i,j) on the set of

maximal chains of [e, w], which will negate the T(i,j) statistic. Let C = u0 " · · ·" u!(w)

be a maximal chain of [e, w]. Let k−1 > k−2 > · · · > k−a be all the indices for which
T(i,j)(uk) = −1, and let k+1 < k+2 < · · · < k+b be all the indices for which T(i,j)(uk) = 1.
Note that we must have a, b ≥ 1 because at some point we have to add the inverse
inversion (i, j) to obtain w from e. We proceed to define τ(i,j)(C). First suppose
that a > b. Then define τ(i,j)(C) to be

u0 " . . ." uk−a −1 " s(i,j)uk−a +1 " s(i,j)uk−a +2 " · · ·" s(i,j)uk−b
" uk−b

" · · ·" u!(w),

which by Proposition 4.7 really is a maximal chain of [e, w]. Next suppose that a < b.
Then define τ(i,j)(C) to be

u0 " . . ." uk+a " s(i,j)uk+a " s(i,j)uk+a +1 " · · ·" s(i,j)uk+b −1 " uk+b +1 " · · ·" u!(w),

which by Proposition 4.8 is a maximal chain of [e, w]. Finally, if a = b then we
set τ(i,j)(C) := C. It is easy to see that T(i,j)(C) = −T(i,j)(τ(i,j)(C)) because T(i,j)(C) =
b− a and T(i,j)(τ(i,j)(C)) = a− b. It is also clear that τ(i,j) is an involution.

Example 4.9. Let w = 53124. The interval [e, w] is depicted above in Figure 6 (which
was used also for Example 4.6). Let C be the maximal chain:

12345 " 12354 " 13254 " 31254 " 31524 " 35124 " 53124.

In Figure 6 the chain C is drawn in blue. Note that T(1,3)(C) = −2. We can compute
that τ(1,3)(C) is:

12345 " 12354 " 13254 " 13524 " 15324 " 51324 " 53124.

In Figure 6 the chain τ(1,3)(C) is drawn in red. Observe that T(1,3)(τ(1,3)(C)) = 2. !
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Lemma 4.10. The distribution maxchain[e,w] on [e, w] is toggle-symmetric.

Proof. Let g((i, j),x) ∈ Irr([e, w]). It is enough to show that
∑

C Tg((i,j),x)(C) = 0,
where the sum is over all maximal chains C of [e, w]. To show this sum is zero, we
group together the term Tg((i,j),x)(C) and the term Tg((i,j),x)(τ(i,j)(C)). Indeed, we claim
that Tg((i,j),x)(C) = −Tg((i,j),x)(τ(i,j)(C)). It is clear from the construction of τ(i,j)(C)
that there is some u ∈ C for which T(i,j)(u) (= 0 and for which u ∈ τ(i,j)(C). So thanks
to Proposition 4.5, we conclude that either:

• Tg((i,j),x)(C) = 0 and Tg((i,j),x)(τ(i,j)(C))=0;
• or Tg((i,j),x)(C) = T(i,j)(C) and Tg((i,j),x)(C) = T(i,j)(τ(i,j)(C)).

But as explained above, τ(i,j) negates T(i,j): T(i,j)(C) = −T(i,j)(τ(i,j)(C)). So either way,
we have Tg((i,j),x)(C) = −Tg((i,j),x)(τ(i,j)(C)), as claimed. "

Corollary 4.11. If the initial interval [e, w] of weak order is tCDE, then it is CDE.

Remark 4.12. Reiner-Tenner-Yong defined for any poset P and any m ≥ 0 the
distribution multichain(m)P in which each p ∈ P occurs with probability propor-
tional to the number of multichains of length m in which it is contained [39, Defi-
nition 2.2]. And they called P mCDE if E(multichain(m)P ; ddeg) is the same for all
values of m ≥ 0 [39, Definition 2.3] (see also [22, Proposition 1.4]). For graded P , P
being mCDE implies it is CDE because for such P we have uniP = multichain(0)P and
maxchainP = limm→∞multichain(m)P . For a distributive lattice L = J (P ), the mul-
tichain distributions are toggle-symmetric (see [10, Lemma 2.8] [39, Proposition 2.5])
and hence L being tCDE implies it is mCDE. But in fact the multichain distributions
need not be toggle-symmetric for weak order intervals. Indeed, Reiner-Tenner-Yong
observed that for the permutation w = 53124, the interval [e, w] is not mCDE [39,
Remark 2.7] (this interval is depicted in Figure 6). But this w is a vexillary permu-
tation of the balanced straight shape λ = (4, 2), so it will follow from our main result
that [e, w] is tCDE. We will not consider the mCDE property further in this paper. !

5. Skew vexillary permutations of balanced shape are tCDE

In this section we prove the main result of this paper which says that the initial
weak order intervals corresponding to skew vexillary permutations of balanced shape
are tCDE.

5.1. Balanced shapes. In this subsection we review the results and techniques o
Chan-Haddadan-Hopkins-Moci [10], in order to prepare for the next section where we
will generalize them to apply to weak order intervals.

Recall the definition of balanced shapes from Section 2.2. Chan-Haddadan-Hopkins-
Moci introduced the balanced shapes in order to prove the following theorem about
them.

Theorem 5.1 (See [10, Theorem 3.4]). Let σ = λ/ν be a balanced shape of height a
and width b. Then [ν,λ] is tCDE with edge density ab/(a+ b).

The main technical tool in the proof of Theorem 5.1 was the use of certain “rook”
random variables, which we will now explain.
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Figure 7. The “rook” R(3,2) for a 5× 4 rectangle.

Let a, b ∈ N. Let 1 ≤ i ≤ a and 1 ≤ j ≤ b. The rook statistic R(i,j) : [∅, ba] → Z

on the distributive lattice J ([a] × [b]) = [∅, ba] is the following linear combination of
toggleability statistics:

(5.1) R(i,j) :=
∑

1≤i′≤i,
1≤j′≤j

T +
(i′,j′) +

∑

i≤i′≤a,
j≤j′≤b

T −
(i′,j′) −

∑

1≤i′<i,
1≤j′<j

T −
(i′,j′) −

∑

i<i′≤a,
j<j′≤b

T +
(i′,j′).

For example, Figure 7 depicts the rook R(3,2) for a = 5 and b = 4. In this picture,

the number in the northwest corner of a box (i′, j′) is the coefficient of T +
(i′,j′) in the

rook, and the number in the southeast corner is the coefficient of T −
(i′,j′). We omit the

coefficients of zero.
The following two lemmas explain the significance of the rooks.

Lemma 5.2 (See [10, Lemma 3.5]). For any a, b ∈ N and 1 ≤ i ≤ a, 1 ≤ j ≤ b, and
any toggle-symmetric distribution µ on J ([a]× [b]) = [∅, ba], we have

E(µ;R(i,j)) =
∑

1≤i′≤a

E(µ;T −
(i′,j)) +

∑

1≤j′≤b

E(µ;T −
(i,j′)).

Lemma 5.3 (See [10, Lemma 3.6]). For any a, b ∈ N and 1 ≤ i ≤ a, 1 ≤ j ≤ b, we
have R(i,j)(ν) = 1 for all ν ∈ [∅, ba].

In particular, note that Lemma 5.2 explains the name “rook” for these random
variables: they “attack” in expectation every box in the same row or same column as
the box they are placed on (and they “doubly attack” the box they are placed on).
Lemma 5.2 is immediate from the definition (5.1) of the rooks; but Lemma 5.3 is the
subtle fact which makes rooks useful.

In fact, Chan-Haddadan-Hopkins-Moci [10] defined rooks not just for the boxes of
rectangles, but for the boxes of any skew shape σ = λ/ν: these rooks are statis-
tics R(i,j) : [ν,λ] → Z for (i, j) a box of σ defined exactly as in (5.1). Lemma 5.2
continues to hold for these more general rooks; and Lemma 5.3 holds assuming that
the boxes of σ weakly northwest of the box (i, j) form a rectangle, and that the boxes
of σ weakly southeast of (i, j) also form a rectangle. In the next subsection we will refer
to this situation as (i, j) being a “cross-saturated” box of σ. What makes balanced
shapes special is that they have many cross-saturated boxes: enough to be able to place
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rooks on the cross-saturated boxes so that all the boxes of the shape are attacked the
same number of times.

This same fact (that balanced shapes have many cross-saturated boxes) will also
explain the significance of skew vexillary permutations of balanced shape. Indeed, the
key to proving our main result will be generalizing the rectangle rooks to apply to
permutations, which we do in the next subsection.

5.2. Rooks for permutations. This is the most involved and technical part of the
paper, in which we define rooks for permutations.

Given that Rothe diagrams appear in the definition of skew vexillary permutations,
one might expect that we will place rooks on Rothe diagrams. But actually, rather than
Rothe diagrams we will work with the inverse inversion sets of permutations. This is
because inverse inversion sets are directly related to weak order: recall that u ≤ w if
and only if Inv−1(u) ⊆ Inv−1(w). Of course, there is not really a big difference between
Rothe diagrams and inverse inversion sets: w ∈ Sn is skew vexillary of shape σ if and
only if some permutation of rows and columns transforms Inv−1(w) to σt.

Hence we now take some time to discuss inversion sets in more detail. From now on
in this subsection we fix n ∈ N. Set Φ+ := {(i, j) : 1 ≤ i < j ≤ n}. We view Φ+ as a
poset, but not with the partial order induced from Z2: rather, for (i, j), (i′, j′) ∈ Φ+

we have (i, j) ≤Φ+ (i′, j′) if and only if i ≥ i′ and j ≤ j′. (Thus Φ+ is the positive root
poset of the root system of Type An−1.) The minimal elements of Φ+ are (k, k + 1)
for 1 ≤ k < n; and Φ+ has a unique maximal element (1, n).

For any w ∈ Sn we have Inv(w) ⊆ Φ+, but not all subset of Φ+ arise as inversion
sets of permutations. The first thing we want to review is when a subset of Φ+ is an
inversion set of a permutation. In fact, there is a well-known classification:

Lemma 5.4 (See, e.g., [14, Lemma 4.1] for the more general case of Coxeter groups).
Let S ⊆ Φ+. Then there exists w ∈ Sn with Inv(w) = S if and only if for every
1 ≤ a < b < c ≤ n we have:

• if (a, c) ∈ S, then (a, b) ∈ S or (b, c) ∈ S;
• if (a, b) ∈ S and (b, c) ∈ S, then (a, c) ∈ S.

Now before we define the rooks for permutations, let us explain how the set of
partitions ν ∈ [∅, ba] contained in a rectangle ba arises when studying inversion sets.

Let 1 ≤ k ≤ n − 1. Set "k := {1, 2, . . . , k} × {k + 1, k + 2, . . . , n} ⊆ Φ+. We
consider "k as a poset with its partial order induced from Φ+. Note that we have a
natural isomorphism of posets Ψ : "k , [n− k]× [k] (where [n− k]× [k] = kn−k has its
partial order induced from Z2). This isomorphism Ψ is just the 90◦ clockwise rotation
plus translation which sends (k, k + 1) to (1, 1) and (1, n) to (n− k, k). Consequently,
we also have the natural isomorphism Ψ : J ("k) , [∅, kn−k].

The point of "k is the following:

Proposition 5.5. Let w ∈ Sn and 1 ≤ k < n. Then:

• Inv−1(w) \"k = Inv−1((u, v)) for some (u, v) ∈ Sk ×Sn−k;
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Figure 8. Example 5.6 of Proposition 5.5 showing how toggleable
boxes of Inv−1(w) ∩"k correspond to toggleable boxes of ν ⊆ kn−k.

• viewing u as a permutation πr of the rows of "k, and v as a permutation πc of
the columns of "k, and with Π := πc◦πr : "k → "k and S := Π(Inv−1(w)∩"k),
we have that Ψ(S) ∈ [∅, kn−k];

• for (i, j) ∈ "k with (i, j) /∈ Inv−1(w), we have Inv−1(w) ∪ {(i, j)} = Inv−1(w′)
for some w′ ∈ Sn if and only if Ψ(S ∪ {Π((i, j))}) ∈ [∅, kn−k];

• for (i, j) ∈ "k with (i, j) ∈ Inv−1(w), we have Inv−1(w) \ {(i, j)} = Inv−1(w′)
for some w′ ∈ Sn if and only if Ψ(S \ {Π((i, j))}) ∈ [∅, kn−k];

Before proving Proposition 5.5, let us give an example of this proposition in action.

Example 5.6. Let n = 11. Let w = 10 7 3 1 8 5 6 11 9 4 2 (written in one-line
notation but with spaces between the letters because n > 9) and k = 6. At the top of
Figure 8 we depict Inv−1(w): the (i, j) ∈ Φ+ with (i, j) ∈ Inv−1(w) have black boxes
drawn on them, and the other (i, j) ∈ Φ+ have small black dots drawn on them. In this



30 S. HOPKINS

picture we have drawn in red the boundary of "k. We have also circled in green the
boxes of "k which could be added or removed from Inv−1(w) to remain an inversion
set of a permutation. With the language of Proposition 5.5, we have in this example
that (u, v) = (3 1 5 6 4 2, 10 7 8 11 9). At the bottom of Figure 8 we show Π = πc ◦ πr
acting on Inv−1(w) ∩ "k. Observe that ν := Ψ(Π(Inv−1(w) ∩ "k)) = (6, 6, 4, 2, 2) ∈
[∅, 65]. Also observe that the boxes of "k which can be added to or removed from
Inv−1(w) exactly correspond to the boxes of 65 which can be added to or removed
from ν. !

Proof of Proposition 5.5. As discussed in Section 2.3, Grassmannian permutations with
at most one descent at position k are the unique minimal length coset representatives
for the left cosets of Sk×Sn−k (this follows from the general theory of Coxeter groups;
see, e.g., [6, Corollary 2.4.5]). This also implies that the minimal length coset repre-
sentatives for the right cosets of Sk ×Sn−k are the inverse Grassmannian permuta-
tions w′ ∈ Sn for which (w′)−1 has at most one descent at position k.

Thus for any w ∈ Sn we can write in a unique way w = (u, v) · w′, where w′ is
an inverse Grassmannian permutation such that (w′)−1 has at most one descent at
position k, and (u, v) ∈ Sk × Sn−k. Note that in the one-line notation of w′ the
subsequences 1, 2, . . . , k and k + 1, k + 2, . . . , n appear in increasing order (w′ is a
“shuffle” of these two increasing sequences). It is thus clear that Inv−1(w′) ⊆ "k. It is
also easy to see that Inv−1(w) \"k = Inv−1((u, v)) and that, defining Π : "k → "k as
in the statement of the proposition, we have Π(Inv−1(w) ∩"k) = Inv−1(w′).

Now let S ⊆ "k. We claim S = Inv−1(w′) for some w′ ∈ Sn an inverse Grassmannian
permutation for which (w′)−1 has at most one descent at position k if and only if S
is an order ideal of "k (that is, if and only if Ψ(S) ∈ [∅, kn−k]). To see that this is
true one can employ Lemma 5.4. One can also directly consider the possibilities for
the inverse inversion set of a shuffle of two increasing subsequences.

At any rate, this classification of the inverse inversion sets of inverse Grassmannian
permutations finishes the proof of the proposition. It also explains the fact mentioned
in Section 3.1 that for w′ an inverse Grasmmanian permutation we have [e, w] , [∅,λ]
for some partition λ. "

We now proceed to define the rooks for permutations. But before we do that we
need to introduce the special class of boxes on which we will allow rooks to be placed.
These are the “cross-saturated” boxes of Inv−1(w).

Definition 5.7. Let D ⊆ Z2 be a diagram. Let (i, j) ∈ D be a box of D. We say
that (i, j) is cross-saturated in D if whenever (i, j′) ∈ D is a box of D in the same row
as (i, j) and (i′, j) ∈ D is a box of D in the same column as (i, j), we have (i′, j′) ∈ D.
If (i, j) is cross-saturated in D, then we define its cross-saturation in D to be the set of
all boxes (i′, j′), where (i, j′) ∈ D is a box of D in the same row as (i, j) and (i′, j) ∈ D
is a box of D in the same column as (i, j).

From now in this subsection we fix w ∈ Sn, and fix (i, j) to be a cross-saturated box
of Inv−1(w), with C ⊆ Inv−1(w) its cross-saturation.
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Figure 9. Example 5.8 of a cross-saturated box of an inverse inversion set.

Example 5.8. Let w = 107 3 1 8 5 6 11 9 4 2. Let (i, j) = (5, 8) ∈ Inv−1(w). Figure 9
depicts Inv−1(w), as in Example 5.6. This figure shows that (i, j), which is colored blue,
is a cross-saturated box of Inv−1(w). Its cross-saturation C consists of (i, j) together
with all boxes drawn in green in this figure. The unique 1 ≤ k < n with (k, k + 1) ∈ C
is k = 6. The border of "k is drawn in red in Figure 9. Observe that C ⊆ "k and
that {i, . . . , k} × {k + 1, . . . , j} = {5, 6} × {7, 8} ⊆ C. !

Proposition 5.9. There is a unique 1 ≤ k < n with (k, k+1) ∈ C. Moreover, we have
that C ⊆ "k and that {i, i+ 1, . . . , k}× {k + 1, k + 2, . . . , j} ⊆ C.

Proof. Lemma 5.4 implies that for any i < x < j, we either have (i, x) ∈ Inv−1(w)
or (x, j) ∈ Inv−1(w). We claim that there exists some i ≤ k ≤ j such that for any
i < x < j we have (x, j) ∈ Inv−1(w) if and only if x ≤ k, and (i, x) ∈ Inv−1(w) if and
only if k < x.

To see this, first note that we cannot have for any i < x < j that (i, x) ∈ Inv−1(w)
and that (x, j) ∈ Inv−1(w), because then the cross-saturation condition would require
that (x, x) ∈ Inv−1(w) but Inv−1(w) ⊆ Φ+ and (x, x) /∈ Φ+. Next, observe that
if (i, x) /∈ Inv−1(w) for some i < x < j then (i, x′) /∈ Inv−1(w) for any x′ < x: indeed,
(i, x) /∈ Inv−1(w) implies (x, j) ∈ Inv−1(w), and so if (i, x′) ∈ Inv−1(w) for some x′ < x,
then the cross-saturation condition would imply that (x, x′) ∈ Inv−1(w), which again is
a contradiction because (x, x′) /∈ Φ+. Similarly, if (x, j) /∈ Inv−1(w) for some i < x < j
then (x′, j) /∈ Inv−1(w) for any x′ > x. Together, these observations do imply that
there is some i ≤ k ≤ j such that for any i < x < j we have (x, j) ∈ Inv−1(w) if and
only if x ≤ k, and (i, x) ∈ Inv−1(w) if and only if k < x.
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It is then easy to see that the unique 1 ≤ k < n with (k, k+1) ∈ C is the k from the
previous paragraph. Similarly, it is easy to see from our definition of k that C ⊆ "k

and that {i, i+ 1, . . . , k} × {k + 1, k + 2, . . . , j} ⊆ C, as required. "

Now we can give the formula defining permutation rooks. The rook R̂(i,j) : [e, w] → Z

is the following linear combination of toggleability statistics:

R̂(i,j) :=
∑

i′>i, j′<j,
(i′,j′)∈C

T(i′,j′) +
∑

j′<j,
(i,j′)∈C

T +
(i,j′) +

∑

i′>i,
(i′,j)∈C

T +
(i′,j) +

(
T +
(i,j) + T −

(i,j)

)

(5.2)

+
∑

i′<i, j′<j,
(i′,j′)∈C

∑

g((i′,j′),x)
∈Irr([e,w]),

i∈x

Tg((i′,j′),x) +
∑

i′>i, j′>j,
(i′,j′)∈C

∑

g((i′,j′),x)
∈Irr([e,w]),

j /∈x

Tg((i′,j′),x)

+
∑

j′>j,
(i,j′)∈C





∑

g((i,j′),x)
∈Irr([e,w]),

j∈x

T −
g((i,j′),x) +

∑

g((i,j′),x)
∈Irr([e,w]),

j /∈x

T +
g((i,j′),x)




+
∑

i′<i,
(i′,j)∈C





∑

g((i′,j),x)
∈Irr([e,w]),

i/∈x

T −
g((i′,j),x) +

∑

g((i′,j),x)
∈Irr([e,w]),

i∈x

T +
g((i′,j),x)





+
∑

i′<i, j′>j,
(i′,j′)∈C





∑

g((i′,j′),x)
∈Irr([e,w]),
i∈x,j /∈x

Tg((i′,j′),x) −
∑

g((i′,j′),x)
∈Irr([e,w]),
i/∈x,j∈x

Tg((i′,j′),x)




.

(We use a hat on top of the R just to differentiate it from the rectangle rooks.)
This definition might look like a bit of a mess. One thing to notice right away about

the definition is that for each (i′, j′) ∈ C and g((i′, j′),x) ∈ Irr([e, w]), we have in R̂(i,j)

a term of T +
g((i′,j′),x) and a term of T −

g((i′,j′),x), each with coefficient −1, 0, or +1, and

these are all the terms of R̂(i,j). We give a schematic of what these coefficients look
like in Figure 10. In this figure we have shifted the coordinated system by applying
the map Ψ in order to make it more easily comparable to Figure 7. In this picture,
the number in the northwest corner of a box Ψ((i′, j′)) is the coefficient of T +

g((i′,j′),x)

in the rook, and the number in the southeast corner is the coefficient of T −
g((i′,j′),x). We

omit the coefficients of zero (and we assuming that (i′, j′) ∈ C for the relevant (i′, j′)).
The boxes with “1/1” indicate that we either have a term of T +

g((i′,j′),x) or T −
g((i′,j′),x)

with coefficient 1, but which one depends on the particular x. The boxes with “±1”
in the northwest corner and “∓1” in the southeast corner indicate that we have terms
of T +

g((i′,j′),x) and T −
g((i′,j′),x) with opposing signs, but whether T +

g((i′,j′),x) has a positive

or negative coefficient depends on the particular x.
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Figure 10. A schematic for the coefficients defining the permutation
rook R̂(i,j), where Ψ((i, j)) = (3, 2). Compare to Figure 7.

We want the rooks for permutations defined by (5.2) to “behave like” the rooks for
rectangles defined by (5.1). The previous propositions suggest this might be possible:
Proposition 5.9 says that our cross-saturation C is contained in a rectangle "k; and
Proposition 5.5 says that for any w′ ∈ [e, w] the toggleable boxes of Inv−1(w′) ∩ "k

correspond to toggleable boxes of a partition ν ∈ [∅, kn−k]. Indeed, using these propo-
sitions we will show that any evaluation of one of the permutation rooks is equal to
an evaluation of a rectangle rook, and hence by Lemma 5.3 is always equal to 1. This
explains, to some degree, the complicated form of the permutation rook R̂(i,j) above:
we want it to be that after applying an appropriate row-and-column permutation Π
and the map Ψ, the toggleability statistics appearing in R̂(i,j) (for the toggleable boxes)
correspond to those of a rectangle rook. We will see this in action in Example 5.12
below.

Our goal is now to show that the two fundamental lemmas about the rectangle rooks
(Lemmas 5.2 and 5.3) continue to hold for the permutation rooks. The first of these,
which says that for a toggle-symmetric distribution the rook random variable attacks in
expectation each box in its row and column, again follows essentially from the definition
of R̂(i,j).

Lemma 5.10. For any toggle-symmetric distribution µ on [e, w], we have

E(µ; R̂(i,j)) =
∑

(i′,j)∈Inv−1(w)

E(µ;T −
(i′,j)) +

∑

(i,j′)∈Inv−1(w)

E(µ;T −
(i,j′)).

Proof. For any (i′, j) ∈ Inv−1(w) we certainly have (i′, j) ∈ C, and similarly for any
(i, j′) ∈ Inv−1(w). Hence, the claimed equality follows immediately from the defi-
nition (5.2) of the permutation rook R̂(i,j), together with the fact that for a toggle-

symmetric distribution µ on [e, w] we have E(µ;T +
g((i′,j′),x)) = E(µ;T −

g((i′,j′),x)) and

E(µ;Tg((i′,j′),x)) = 0 for any g((i′, j′),x) ∈ Irr([e, w]). "

The next fundamental lemma, which says that R̂(i,j) is always equal to 1, is more
subtle.

Lemma 5.11. We have R̂(i,j)(w
′) = 1 for all w′ ∈ [e, w].
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Figure 11. Example 5.12 showing an instance of R̂(i,j)(w
′) = 1.
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Figure 12. Example 5.12 showing another instance of R̂(i,j)(w
′) = 1.

Before proving Lemma 5.11, let’s show some examples.
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Example 5.12. Again, let n = 11 and w = 10 7 3 1 8 5 6 11 9 4 2. And let (i, j) =
(5, 8) ∈ Inv−1(w), which is cross-saturated. Recall that the cross-saturation C of (5, 8)
in Inv−1(w) is depicted in Figure 9, and that C ⊆ "k for k = 6. From (5.2), we get
that

R̂(5,8) =T(6,7) + T +
(5,7) + T +

(6,8) + T +
(5,8) + T −

(5,8) +
∑

A⊆{6}

Tg((4,7),{5}∪A) +
∑

A⊆{3,4,6}

Tg((2,7),{5}∪A)

(5.3)

+
∑

A⊆{7}

Tg((6,10),A) +
∑

A⊆{7}

T −
g((5,10),{8}∪A) +

∑

A⊆{7}

T +
g((5,10),A) +

∑

A⊆{6,7}

T −
g((4,8),A)

+
∑

A⊆{6,7}

T +
g((4,8),{5}∪A) +

∑

A⊆{3,4,6,7}

T −
g((2,8),A) +

∑

A⊆{3,4,6,7}

T +
g((2,8),{5}∪A)

+
∑

A⊆{3,4,6,7,9}

Tg((2,10),{5}∪A) −
∑

A⊆{3,4,6,7,9}

Tg((2,10),{8}∪A).

Let’s check that R̂(5,8)(w
′) = 1 for a couple of w′ ∈ [e, w].

First let w′ = 3 1 10 5 2 7, 6 8 9 4 11. The left side of Figure 11 depicts Inv−1(w′) as
subset of Inv−1(w): in this figure the boxes of Inv−1(w′) are filled-in, while the boxes of
Inv−1(w) which do not belong to Inv−1(w′) are outlined. On the right side of Figure 11
we show that the permutation w′ corresponds, in the sense of Proposition 5.5, to the
partition (4, 2, 1, 1) ∈ [∅, 65]. Recalling the definition of the canonical edge labeling for
the weak order from Section 4.2, one can easily check that the g((i, j),x) ∈ Irr([e, w])
with T +

g((i,j),x)(w
′) = 1 are

g((1, 10), {3}), g((2, 7), {3, 5}), g((6, 8), {7}), g((8, 9),∅), g((4, 11), {5, 6, 7, 8, 9, 10}).

And the g((i, j),x) ∈ Irr([e, w]) with T −
g((i,j),x)(w

′) = 1 are

g((1, 3),∅), g((5, 10),∅), g((2, 5), {3}), g((6, 7),∅), g((4, 9), {5, 6, 7, 8}).

So, using (5.3), we see that the terms contributing to R̂(5,8)(w
′) are

R̂(5,8)(w
′) = T +

g((2,7),{3,5})(w
′) + T +

g((6,8),{7})(w
′)− T −

g((6,7),∅)(w
′) = 1 + 1− 1 = 1.

Observe (by looking at the right side of Figure 11) how these terms exactly correspond
to the terms in the evaluation R(3,4)((4, 2, 1, 1)) of the rectangle rookR(3,4) : [∅, 65] → Z:

R(3,4)((4, 2, 1, 1)) = T +
(2,3)((4, 2, 1, 1))+T +

(3,2)((4, 2, 1, 1))−T −
(2,2)((4, 2, 1, 1)) = 1+1−1 = 1.

Note that

(3, 4) = Ψ(Π((5, 8))), (2, 3) = Ψ(Π((2, 7))), (3, 2) = Ψ(Π((6, 8))), (2, 2) = Ψ(Π((6, 7))),

where Π : "k → "k is as depicted in Figure 11 and Ψ : "k , kn−k is the natural
isomorphism.

Next, let us consider w′ = 1 7 3 8 2 10 5 4 6 11 9. The left side of Figure 12
depicts Inv−1(w′) as subset of Inv−1(w). On the right side of Figure 12, we see
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that w′ corresponds to the partition (5, 4, 3) ∈ [∅, 65]. The g((i, j),x) ∈ Irr([e, w])
with T +

g((i,j),x)(w
′) = 1 are

g((1, 7),∅), g((2, 10), {3, 7, 8}), g((4, 6), {5}).

And the g((i, j),x) ∈ Irr([e, w]) with T −
g((i,j),x)(w

′) = 1 are

g((3, 7),∅), g((2, 8), {3, 7}), g((5, 10), {7, 8}), g((4, 5),∅), g((9, 11), {10}).

So the terms contributing to R̂(5,8)(w
′) are

R̂(5,8)(w
′) = −T +

g((2,10),{3,7,8})(w
′)+T −

g((2,8),{3,7})(w
′)+T −

g((5,10),{7,8})(w
′) = −1+1+1 = 1.

These terms exactly correspond to the terms in the evaluation R(2,3)((5, 4, 3)) of the
rectangle rook R(2,3) : [∅, 65] → Z:

R(2,3)((5, 4, 3)) = −T +
(3,4)((5, 4, 3)) + T −

(2,4)((5, 4, 3)) + T −
(3,3)((5, 4, 3)) = −1 + 1 + 1 = 1.

Note that

(2, 3) = Ψ(Π((5, 8))), (3, 4) = Ψ(Π((2, 10))), (2, 4) = Ψ(Π((2, 8))), (3, 3) = Ψ(Π((5, 10))),

where Π : "k → "k is as depicted in Figure 12 and Ψ : "k , kn−k is the natural
isomorphism. !

We proceed to prove Lemma 5.11. To do this we will need a few more preliminary
propositions. Continue to fix w ∈ Sn, with (i, j) ∈ Inv−1(w) a cross-saturated box,
and C its cross-saturation. Also fix k to be the 1 ≤ k < n from Proposition 5.9 for
which C ⊆ "k.

And now let us also fix some w′ ∈ [e, w]. Let (u, v) be the (u, v) ∈ Sk ×Sn−k from
Proposition 5.5 applied to w′, and let Π be the corresponding permutation Π : "k → "k.
Proposition 5.5 tells us that, setting S := Π(Inv−1(w′)∩"k), we have Ψ(S) ∈ [∅, kn−k].

Proposition 5.13. Let (i′, j′) ∈ "k with (i′, j′) /∈ C. Then Π((i′, j′)) (≤Φ+ Π((i, j)).

Proof. Let (i′, j′) ∈ "k with (i′, j′) /∈ C. Because (i′, j′) /∈ C, either (i′, j) /∈ Inv−1(w)
or (i, j′) /∈ Inv−1(w). By Proposition 5.9 we have (i′, j′) (≤Φ+ (i, j). Hence, again by
Proposition 5.9, either (i, j′) ≥Φ+ (i, j) and (i, j′) /∈ Inv−1(w), or (i′, j) ≥Φ+ (i, j) and
(i′, j) /∈ Inv−1(w). Assume by symmetry that (i′, j) ≥Φ+ (i, j) and (i′, j) /∈ Inv−1(w).
Note that this means i′ < i.

Now suppose to the contrary that Π((i′, j′)) ≤Φ+ Π((i, j)). For this to be the case, we
need that (i′, i) ∈ Inv−1(u). In particular, (i′, i) ∈ Inv−1(w). But if (i′, i) ∈ Inv−1(w),
then since (i, j) ∈ Inv−1(w), by Lemma 5.4 we get that (i′, j) ∈ Inv−1(w). This is a
contradiction. Hence, Π((i′, j′)) (≤Φ+ Π((i, j)), as desired. "

Proposition 5.14. Let (i′, j′) ∈ "k with (i′, j′) /∈ C and with Π((i′, j′)) ≥Φ+ Π((i, j)).
Then:

• Π((i′, j′)) /∈ S;
• if Ψ(S ∪ {Π((i′, j′))}) ∈ [∅, kn−k], then Π((i′, j′)) is either in the same row or
same column of "k as Π((i, j)).
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Proof. We begin as in the previous proposition. Let (i′, j′) ∈ "k with (i′, j′) /∈ C.
Because (i′, j′) /∈ C, either (i′, j) /∈ Inv−1(w) or (i, j′) /∈ Inv−1(w). By Proposition 5.9
we have (i′, j′) (≤Φ+ (i, j). Hence, again by Proposition 5.9, either (i, j′) ≥Φ+ (i, j) and
(i, j′) /∈ Inv−1(w), or (i′, j) ≥Φ+ (i, j) and (i′, j) /∈ Inv−1(w). Assume by symmetry
that (i′, j) ≥Φ+ (i, j) and (i′, j) /∈ Inv−1(w).

Now suppose that Π((i′, j′)) ≥Φ+ Π((i, j)). This means Π((i′, j′)) ≥Φ+ Π((i′, j)).
Since (i′, j) /∈ Inv−1(w), certainly Π((i′, j)) /∈ S. But because Ψ(S) ∈ [∅, kn−k], i.e.,
because S is an order ideal of "k, we must have Π((i′, j′)) /∈ S. This establishes the
first bullet point.

Moreover, the only way S ∪ {Π((i′, j′))} could be an order ideal of "k is if we
have (i′, j′) = (i′, j). In other words, this is only possible if Π((i′, j′)) is in the same
column of "k as Π((i, j)). This establishes the second bullet point. "

Proposition 5.15. Let (i′, j′) ∈ Inv−1(w) be a box either in the same row or same
column as (i, j), and with (i′, j′) ≤Φ+ (i, j). Then Π((i′, j′)) ≤Φ+ Π((i, j)).

Proof. Let (i′, j′) ∈ Inv−1(w) be a box either in the same row or same column as (i, j),
and with (i′, j′) ≤Φ+ (i, j). Either we have (i′, j′) = (i′, j) with i′ > i or (i′, j′) = (i, j′)
with j′ < j. Assume by symmetry that (i′, j′) = (i, j′) with j′ < j. Note that we
certainly have (i, j′) ∈ C. Also note that j′ > k, since C ⊆ "k (by Proposition 5.9).

Suppose to the contrary that Π((i′, j′)) (≤Φ+ Π((i, j)). For this to be the case, we
need that (j′, j) ∈ Inv−1(v). In particular, (j′, j) ∈ Inv−1(w). But then (j′, j) would
be a box of Inv−1(w) in the same column as (i, j), and hence we must have (j′, j) ∈ C.
But then the fact that j′ > k means that (j′, j) /∈ "k. This contradicts that C ⊆ "k.
Hence we conclude that Π((i′, j′)) (≤Φ+ Π((i, j)), as desired. "

We can now prove Lemma 5.11.

Proof of Lemma 5.11. We will show that R̂(i,j)(w
′) = RΨ(Π((i,j)))(Ψ(S)) by matching

up their terms.
First of all, we claim that if (i′, j′) ∈ "k is a box for which T ±

Ψ(Π((i′,j′)))(Ψ(S)) = 1

and T ±
Ψ(Π((i′,j′))) has nonzero coefficient in RΨ(Π((i,j))) (where ± is some choice of sign

± ∈ {+,−}), then (i′, j′) ∈ C. In fact, this follows immediately from Propositions 5.13
and 5.14, together with the definition (5.1) of the rectangle rooks.

Now let (i′, j′) ∈ C be a box for which T ±
Ψ(Π((i′,j′)))(Ψ(S)) = 1 and T ±

Ψ(Π((i′,j′)))

has nonzero coefficient in RΨ(Π((i,j))) (where ± is some choice of sign ± ∈ {+,−}).

We know from Proposition 5.5 that T ±
(i′,j′)(w

′) = 1. Hence in particular there is a

unique g((i′, j′),x) ∈ Irr([e, w]) such that T ±
g((i′,j′),x)(w

′) = 1. Explicitly, the x in
question is:

x := {x : i′ + 1 ≤ x ≤ j′ − 1, (i′, x) ∈ Inv−1(w′)}.

What we now want is that the coefficient of T ±
g((i′,j′),x) in R̂(i,j) is the same as the coef-

ficient of T ±
Ψ(Π((i′,j′))) in RΨ(Π((i,j))). Let us explain why this is indeed the case. Propo-

sition 5.15 says that certain possibilities for the relative position in "k of Π((i′, j′))
and Π((i, j)) cannot occur: e.g., this proposition implies that if i′ < i and j′ < j,
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Figure 13. The “diagonal” cross-saturated rectangles of a balanced
shape, highlighted in yellow (and with bullets in them).

then we cannot have Π((i′, j′)) ≥Φ+ Π((i, j)). Among the possibilities for the relative
position in "k of Π((i′, j′)) and Π((i, j)) which do actually occur, this relative position
is dictated by the status of i and j in x. One can then check that the definition (5.2)
of the permutation rook is exactly what is required so that the coefficient of T ±

g((i′,j′),x)

in R̂(i,j) is the same as the coefficient of T ±
Ψ(Π((i′,j′))) in RΨ(Π((i,j))).

Conversely, if g((i′, j′),x) ∈ Irr([e, w]) is such that T ±
g((i′,j′),x)(w) = 1 and T ±

g((i′,j′),x)

has nonzero coefficient in R̂(i,j), then it similarly follows that T ±
Ψ(Π((i′,j′)))(Ψ(S)) = 1

and T ±
Ψ(Π((i′,j′))) has the same coefficient in RΨ(Π((i,j))).

So we have shown that the nonzero terms in R̂(i,j)(w
′) and RΨ(Π((i,j)))(Ψ(S)) can

be matched up, and thus that R̂(i,j)(w
′) = RΨ(Π((i,j)))(Ψ(S)). By Lemma 5.3 we have

that RΨ(Π((i,j)))(Ψ(S)) = 1, and hence that R̂(i,j)(w
′) = 1. "

This completes our development of rooks for permutations. In the next subsection we
will show how to place rooks on the inverse inversion set of a skew vexillary permutation
of balanced shape to deduce that its initial weak order interval is tCDE.

5.3. The rook placement for skew vexillary permutations of balanced shape.
Having done the hard work of constructing the rooks for permutations in the previous
subsection, it will now be easy to use them to prove our main result.

First we prove a fact mentioned earlier: that balanced shapes have enough cross-
saturated boxes to be able to place rooks on cross-saturated boxes so that every box is
attacked the same number of times.

Lemma 5.16. Let σ = λ/ν be a balanced shape of height a and width b. Then there
exist coefficients c(i,j) ∈ Z for the boxes (i, j) ∈ σ such that:

• c(i,j) (= 0 only if (i, j) is a cross-saturated box of σ;
• for any fixed box (i, j) ∈ σ, we have

∑
(i′,j)∈σ c(i′,j) = a and

∑
(i,j′)∈σ c(i,j′) = b;

•
∑

(i,j)∈σ c(i,j) = ab.
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b
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a a a a X

a
′

b
′

Figure 14. An illustration of how to define coefficients c(i,j) in an a′×b′

diagonal rectangle, as in Lemma 5.16. Here X := a+ b− ab
m .

Proof. Let m := gcd(a, b), and let a′ := a/m and b′ := b/m. By considering the possible
locations of outward corners in σ, it is easy to see that we must have σ = σ′◦(b′)(a

′) for σ′

a balanced shape of height and width both equal to m. Because σ′ is balanced of square
dimensions, the “diagonal” boxes of σ′ (i.e., the boxes (m, 1), (m−1, 2), . . . , (1,m)) are
cross-saturated in σ′. Moreover, for each diagonal box of σ′, all the boxes in the a′ × b′

rectangle that this box becomes when we obtain σ from σ′ are cross-saturated in σ.
Figure 13 depicts these “diagonal” cross-saturated a′ × b′ rectangles for a balanced
shape. Within each of these diagonal a′ × b′ rectangles of cross-saturated boxes, let us
define the coefficients c(i,j) as in Figure 14 (if the box is empty in the figure, that means
the corresponding coefficient is zero). It is easy to see that the sum of the coefficients
in each row of the rectangle is b, and the sum of the coefficients in each column is a:
this requires checking

(b′ − 1)a+ (a+ b−
ab

m
) =

ab

m
− a+ a+ b−

ab

m
= b

and

(a′ − 1)b+ (a+ b−
ab

m
) =

ab

m
− b+ a+ b−

ab

m
= a.

Then observe that each row of σ intersects a unique one of these diagonal a′ × b′ rect-
angles, and so does each column. Thus these coefficients satisfy the first two bulleted
conditions. For the third bullet point: we compute that the sum of the coefficients in
each a′ × b′ rectangle is

(b′ − 1)a+ (a′ − 1)b+ (a+ b−
ab

m
) =

ab

m
− a+

ab

m
− b+ a+ b−

ab

m
=

ab

m
;

and there are m such rectangles in σ, so the total sum of the c(i,j) coefficients is ab, as
required. "

Since there is a good way to place rooks on cross-saturated boxes of a balanced
shape, there is also a good way to place rooks on the inverse inversion set of a skew
vexillary permutation of balanced shape. This is because if D is a diagram and (i, j)
a cross-saturated box of D, and if Π is a permutation of the rows and columns of D,
then Π((i, j)) is a cross-saturated box of Π(D). Thus, we have the following:
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Corollary 5.17. Let σ = λ/ν be a balanced shape of height a and width b, and w ∈ Sn

be a skew vexillary permutation of shape σ. Then there exist coefficients c(i,j) ∈ Z for

the boxes (i, j) ∈ Inv−1(w) such that:

• c(i,j) (= 0 only if (i, j) is a cross-saturated box of Inv−1(w);

• for any fixed box (i, j) ∈ Inv−1(w), we have
∑

(i′,j)∈Inv−1(w) c(i′,j) = b and∑
(i,j′)∈Inv−1(w) c(i,j′) = a;

•
∑

(i,j)∈Inv−1(w) c(i,j) = ab.

Proof. That w is a skew vexillary permutation of shape σ means that Inv−1(w) can be
transformed by some permutation of rows and columns into σt, a balanced shape of
height b and width a. Let Π : Inv−1(w) → σt be the permutation that achieves this.
Let the coefficients c̃(i,j) ∈ Z for (i, j) ∈ σt be as guaranteed by Lemma 5.16. Then

define c(i,j) := c̃Π((i,j)) for each (i, j) ∈ Inv−1. These c(i,j) will satisfy the required
properties because Π preserves rows and columns, and hence preserves the property of
being cross-saturated. "

Now we can put everything together and prove the main result:

Theorem 5.18. Let σ = λ/ν be a balanced shape of height a and width b, and w ∈ Sn a
skew vexillary permutation of shape σ. Then [e, w] is tCDE with edge density ab/(a+b).

Proof. Let µ be a toggle-symmetric distribution on [e, w]. Let the coefficients c(i,j) ∈ Z

for boxes (i, j) ∈ Inv−1(w) be as in Corollary 5.17. Consider the statistic

f :=
∑

(i,j)∈Inv−1(w)

c(i,j)R̂(i,j) : [e, w] → Z,

where the rooks R̂(i,j) are defined by (5.2) (this statistic is well-defined because the (i, j)

for which c(i,j) (= 0 are cross-saturated boxes). For any fixed box (i, j) ∈ Inv−1(w), we
have

∑
(i′,j)∈Inv−1(w) c(i′,j) = b and

∑
(i,j′)∈Inv−1(w) c(i,j′) = a, so Lemma 5.10 tells us

that
E(µ; f) =

∑

(i,j)∈Inv−1(w)

(a+ b)E(µ;T −
(i,j)) = (a+ b)E(µ; ddeg).

On the other hand, since
∑

(i,j)∈Inv−1(w) c(i,j) = ab, Lemma 5.11 tells us that f(w′) = ab

for any w′ ∈ [e, w]. Thus, E(µ; f) = ab. Putting these two expressions for E(µ; f)
together, we get that (a+b)E(µ; ddeg) = ab, or in other words, E(µ; ddeg) = ab/(a+b),
as required. "

Corollary 5.19. Let σ = λ/ν be a balanced shape of height a and width b, and w ∈ Sn a
skew vexillary permutation of shape σ. Then [e, w] is CDE with edge density ab/(a+b).

Proof. This follows from Theorem 5.18 and Corollary 4.11. "

5.4. Refined down-degree expectations for the full weak order. Our main re-
sult (Theorem 5.18) applies to the full weak order Sn. This is because Sn = [e, w0]
for the longest word w0 ∈ Sn, and w0 is a vexillary permutation of the staircase
shape δn = (n− 1, n− 2, . . . , 1). In fact, the original result of Reiner-Tenner-Yong [39,
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Theorem 1.1] mentioned in the introduction also applies to the full weak order Sn since
w0 is dominant of shape δn.

But actually, the CDE property is not interesting for the full weak order because
the full weak order Sn is self-dual and has constant Hasse diagram degree n − 1. As
mentioned in the introduction, for such posets the CDE property holds for simple rea-
sons (see [39, Proposition 2.20]). Moreover, for the tCDE property we do not even
need to assume self-duality; that is to say, any semidistributive lattice L which has
constant Hasse diagram degree is always tCDE for simple reasons. Let us explicitly
spell out why this is. Suppose L is a semidistributive lattice of constant Hasse di-
agram degree d and let µ be a toggle-symmetric distribution on L. Then certainly
E(µ;

∑
p∈Irr(L) T

−
p ) = E(µ;

∑
p∈Irr(L) T

+
p ) and hence

E(µ;
∑

p∈Irr(L)

T −
p ) =

1

2



E(µ;
∑

p∈Irr(L)

T −
p ) + E(µ;

∑

p∈Irr(L)

T +
p )



 =
1

2
E(µ;

∑

p∈Irr(L)

T −
p +

∑

p∈Irr(L)

T +
p ).

But (
∑

p∈Irr(L) T
−
p +

∑
p∈Irr(L) T

+
p )(w) = d for any w ∈ Sn since L has constant Hasse

diagram degree d, and thus we have E(µ;
∑

p∈Irr(L) T
−
p ) = d

2 .
So Theorem 5.18 does not yield any interesting result when applied to all of Sn.
However, via our method of rooks we can obtain an interesting result which “refines”

this down-degree expectation for the full weak order. Namely, define for each 1 ≤ k < n
the statistic fk : Sn → Z by

fk :=
k∑

j=1

T −
(j,k+1) +

n∑

j=k+1

T −
(k,j).

Note that
∑n−1

k=1 fk = 2 · ddeg, and this is the sense in which the fk “refine” the down-
degree statistic. The refined down-degree expectation for the full weak order is:

Theorem 5.20. Let µ be a toggle-symmetric distribution on Sn. Then E(µ; fk) = 1
for any 1 ≤ k < n.

Proof. Let 1 ≤ k < n. It is easy to see that (k, k + 1) is a cross-saturated box of
Inv−1(w0) because Inv

−1(w0) = Φ+. Hence we can consider the rook R(k,k+1) : Sn → Z.
By Lemma 5.10 we have that E(µ;R(k,k+1)) = E(µ; fk). And by Lemma 5.11 we have
that E(µ;R(k,k+1))(w) = 1 for all w ∈ Sn. Hence E(µ; fk) = 1, as claimed. "

It would be interesting to find any applications of Theorem 5.20. In the next section
we will explain how this theorem does give a homomesy result for rowmotion acting on
the full weak order.

6. Down-degree homomesy for rowmotion on semidistributive lattices

In this section we explain an application of our result to dynamical algebraic com-
binatorics and the study of the rowmotion operator.
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6.1. Review of rowmotion for distributive lattices. Let L = J (P ) be a distribu-
tive lattice. Rowmotion on L is the map row: J (P ) → J (P ) defined by

row(I) := {p ∈ P : p ≤ q for some q ∈ min(P \ I)},

where min(P \ I) denotes the minimal elements of P not in I. Rowmotion and its
generalizations have been the focus of research of many authors [7, 17, 9, 30, 1, 53, 42,
43, 21, 20, 52].

The first thing to observe about rowmotion is that it is invertible. This might not be
immediately obvious from the above definition, but it does follow from a description,
due to Cameron and Fon-der-Flaass [9], of rowmotion as a composition of toggles:

Theorem 6.1 (Cameron-Fon-der-Flaass [9, Lemma 1]). Let p1, p2, . . . , p#P be any
linear extension of P . Then row = τp1 ◦ τp2 ◦ · · · ◦ τp#P

.

The poset on which the action of rowmotion has been studied the most is the dis-
tributive lattice L = J ([a]× [b]) = [∅, ba] corresponding to the product of two chains.

Example 6.2. Let a = b = 2 and consider rowmotion acting on J ([2]× [2]) = [∅, 22].
Then rowmotion has the following two orbits (where we depict an order ideal ν ∈ [∅, 22]
by shading its boxes in yellow):




· · ·
row
−−→

row
−−→ • row

−−→ • •

•

row
−−→ • •

• •
· · ·




 ;




· · ·
row
−−→ •

•

row
−−→ • • · · ·




 .

In particular, observe that the order of rowmotion is 4, and that the average value
of ddeg along each orbit is 1. !

Initially the main interest was in understanding the orbit structure of rowmotion
acting on J ([a]× [b]), and in particular in computing its order. For example, Brouwer
and Schrijver [7] proved the following:

Theorem 6.3 (Brouwer-Schrijver [7, Theorem 3.6]). The order of row acting on
J ([a] × [b]) is a+ b.

Recently, in the context of dynamical algebraic combinatorics, various authors have
become interested in other aspects of rowmotion beyond its orbit structure. One par-
ticular goal has been to exhibit “homomesies” for rowmotion. So let’s review the
homomesy paradigm of Propp-Roby [34, 16].

Definition 6.4. Let X be a finite combinatorial set, Φ : X → X an invertible operator,
and f : X → R some statistic. We say that the triple (X,Φ, f) exhibits homomesy if
the average of f along every Φ-orbit of X is the same. In this case we also say that
f is homomesic with respect to the action of Φ on X, and we say f is c-mesic if the
average of f along every Φ-orbit is c ∈ R.
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Propp-Roby [34] exhibited homomesies with a number of different statistics for row-
motion acting on J ([a]× [b]). The statistic that will be most relevant for us is the “an-
tichain cardinality” statistic: this is the statistic J (P ) → Z defined by I -→ #max(I),
where max(I) is the set of maximal elements of I.

Theorem 6.5 (Propp-Roby [34, Theorem 27]). The statistic #max(I) is ab/(a + b)-
mesic with respect to the action of row on J ([a]× [b]).

Note that for I ∈ L = J (P ), the antichain cardinality #max(I) is just ddegL(I).
This observation, together with an observation of Striker [50], connects the study of
tCDE distributive lattices to rowmotion homomesies. Let’s review Striker’s observa-
tion:

Lemma 6.6 (Striker [50, Lemma 6.2]). Let O be an orbit of row acting on J (P ). Then
the distribution µ which is uniform on O and zero outside of O is toggle-symmetric.

Proof. For any p ∈ P and I ∈ J (P ), we have Tp(I) = 1 if and only if Tp(row(I)) = −1.
So along a rowmotion orbit, the nonzero values of Tp must alternate 1,−1, 1,−1, . . ..
Hence the average value of Tp along this orbit must be zero. "

Corollary 6.7. Suppose L is tCDE with edge density c. Then the antichain cardinality
statistic #max(I) is c-mesic with respect to the action of row on L.

Proof. Let O be an orbit of row acting on L and let µ be the distribution which uniform
on O and zero outside of O. By Lemma 6.6, µ is toggle-symmetric. Hence because L is
tCDE with edge density c, E(µ; ddeg) = c. But for I ∈ L = J (P ), ddeg(I) = #max(I).
So in other words, the average of #max(I) along the orbit O is c, which is precisely
what was claimed. "

Corollary 6.7 allowed Chan-Haddadan-Hopkins-Moci [10] to deduce from their main
result (Theorem 5.1) that the antichain cardinality statistic is homomesic with respect
to the action of rowmotion on the interval of Young’s lattice corresponding to a balanced
shape:

Corollary 6.8 (Chan-Haddadan-Hopkins-Moci [10, Corollary 3.11]). Let σ = λ/ν
be a balanced shape of height a and width b. Then the antichain cardinality statistic
#max(I) is ab/(a+ b)-mesic with respect to the action of row on [ν,λ].

Observe that Corollary 6.8 is a generalization of Theorem 6.5 to many shapes beyond
rectangles.

6.2. Rowmotion for semidistributive lattices. We want to generalize the story
in the previous subsection to semidistributive lattices. Barnard [2] and Thomas-
Williams [54] recently explained how rowmotion does generalize in a natural way to
the semidistributive setting.

So now let L be a semidistributive lattice, with γ the canonical γ-labeling of the
edges of L from Section 4.1. Recall that γ(x " y) ∈ Irr(L) for every cover relation
x " y ∈ L. Following Thomas-Williams, we define the sets Dγ(y), Uγ(y) ⊆ Irr(L) of
downwards and upwards labels at y for each y ∈ L to be

Dγ(y) := {γ(x" y) : x ∈ L with x" y};
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Uγ(y) := {γ(y " z) : z ∈ L with y " z}.

It follows from the work of Barnard [2] that γ is a descriptive labeling in the sense of
Thomas-Williams; this means that

• y ∈ L is determined by Dγ(y) (in the sense that if Dγ(x) = Dγ(y) for x, y ∈ L,
then x = y);

• y ∈ L is also determined by Uγ(y);
• {Dγ(y) : y ∈ L} = {Uγ(y) : y ∈ L}.

See [54, §6.2] for a proof that the γ-labeling is descriptive.
We define rowmotion to be the map row: L → L as follows:

row(y) := the unique x ∈ L with Dγ(x) = Uγ(y).

Rowmotion is well-defined because the γ-labeling is descriptive. And, also because the
γ-labeling is descriptive, we have that row is invertible.

Note, however, that for arbitrary semidistributive lattices (or even just for our case
of interest, namely, for weak order intervals), rowmotion cannot be computed as a se-
quence of toggles like in Theorem 6.1. In the language of Thomas-Williams, rowmotion
for intervals of weak order cannot be computed “in slow motion.”

At any rate, for our purposes what matters is that the observation of Striker continues
to apply to this semidistributive rowmotion.

Lemma 6.9. Let O be an orbit of row acting on the semidistributive lattice L. Then
the distribution µ which is uniform on O and zero outside of O is toggle-symmetric.

Proof. Exactly the same proof as the proof of Lemma 6.9 works. For any p ∈ Irr(L)
and x ∈ L, we have Tp(x) = 1 if and only if Tp(row(x)) = −1. So along a rowmotion
orbit, the nonzero values of Tp must alternate 1,−1, 1,−1, . . .. Hence the average value
of Tp along this orbit must be zero. "

Corollary 6.10. Suppose the semidistributive lattice L is tCDE with edge density c.
Then ddeg is c-mesic with respect to the action of row on L.

Proof. This follows from Lemma 6.9 just as Corollary 6.7 follows from Lemma 6.6. "

Example 6.11. Let L be the semidistributive lattice L from Example 4.4 depicted in
Figure 4. Then there are two orbits of row acting on L:

{· · ·
row
−−→ 1

row
−−→ 9

row
−−→ 4

row
−−→ 10

row
−−→ 3

row
−−→ 6

row
−−→ 2

row
−−→ 8

row
−−→ 12 · · · };

{· · ·
row
−−→ 5

row
−−→ 11

row
−−→ 7 · · · }.

The average value of ddeg along the first orbit is

1

9
(0 + 2 + 1 + 2 + 1 + 1 + 1 + 2 + 2) =

12

9
=

4

3
,

while the average value of ddeg along the second orbit is

1

3
(1 + 2 + 1) =

4

3
.

This agrees with Corollary 6.10: recall that we showed in Example 4.4 that L is tCDE
with edge density 4

3 . !
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12345

13245 12354

13425 31245 13254

13452 31425 31254 13524

31452 13542 31524

31542 35124

35142

13245 12354

13425 31245 12354 13245

1345231245 1342512354 3124513524

31245
12354

13452 13524

13425
31245

12354 31245 13425 35124

35124 13425

Figure 15. Example 6.13 of rowmotion acting on a weak order interval.
Here the γ-labels are written on the edges in red.

Our main result (Theorem 5.18) together with Corollary 6.10 yields the following
homomesy corollary:

Corollary 6.12. Let σ = λ/ν be a balanced shape of height a and width b, and w ∈ Sn

a skew vexillary permutation of shape σ. Then ddeg is ab/(a+ b)-mesic with respect to
the action of row on [e, w].

Example 6.13. Let w = 35142 ∈ S5, which is a vexillary permutation of the balanced
shape λ = δ4 = (3, 2, 1). The weak order interval [e, w] is depicted in Figure 15, with
its canonical γ-labels written on the edges in red. By Corollary 6.12 we should have
that the action of rowmotion on [e, w] is 3/2-mesic. Let’s check this is the case. The
four orbits of row acting on [e, w] are:

{· · ·
row
−−→ 12345

row
−−→ 13254

row
−−→ 31524

row
−−→ 35142 · · · };

{· · ·
row
−−→ 13245

row
−−→ 31542

row
−−→ 35124

row
−−→ 13425

row
−−→ 31452

row
−−→ 12354 · · · };

{· · ·
row
−−→ 13452

row
−−→ 31254

row
−−→ 13524

row
−−→ 31425 · · · };

{· · ·
row
−−→ 13542

row
−−→ 31245 · · · }.

We can compute that the average down-degrees for these orbits are

1

4
(0 + 2 + 2 + 2) =

6

4
=

3

2
;

1

6
(1 + 3 + 1 + 1 + 2 + 1) =

9

6
=

3

2
;

1

4
(1 + 2 + 1 + 2) =

6

4
=

3

2
;

1

2
(2 + 1) =

3

2
.
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This agrees with Corollary 6.12. !

Our rowmotion down-degree homomesy result (Corollary 6.12) applies to rowmotion
acting on the full weak orderSn. But, as discussed in Section 5.4, because the full weak
order has constant Hasse diagram degree, this homomesy result is not very interesting
(indeed, it is easy to see that the down-degree statistic along any rowmotion orbit will
be d, n − 1 − d, d, n − 1 − d, . . . for some 0 ≤ d ≤ n − 1). However, we can apply our
result about the expectation of the “refined” down-degree statistics (Theorem 5.20) to
obtain a more interesting “refined” down-degree homomesy for rowmotion acting on
the full weak order. (This is reminiscent of various homomesy refinements obtained by
Propp-Roby [34] in their original paper.)

Recall the statistics fk : Sn → Z for 1 ≤ k < n defined by

fk :=
k∑

j=1

T −
(j,k+1) +

n∑

j=k+1

T −
(k,j).

Corollary 6.14. For any 1 ≤ k < n, the statistic fk is 1-mesic with respect to the
action of row on the full weak order Sn.

Proof. This follows by combining Lemma 6.9 and Theorem 5.20. "

Example 6.15. Let n = 3 and consider the full weak order S3 as depicted in Figure 5.
There are two orbits of rowmotion acting on S3:

{· · ·
row
−−→ 123

row
−−→ 321 · · · };

{· · ·
row
−−→ 132

row
−−→ 312

row
−−→ 213

row
−−→ 231 · · · };

With k = 1 we have f1 = 2 · T −
(1,2) + T −

(1,3). We can compute that the averages of f1 for

these orbits are

1

2
(0 + 2) =

2

2
= 1;

1

4
(0 + 1 + 2 + 1) =

4

4
= 1;

With k = 2 we have f2 = T −
(1,3) +2 · T −

(2,3). We can compute that the averages of f2 for

these orbits are

1

2
(0 + 2) =

2

2
= 1;

1

4
(2 + 1 + 0 + 1) =

4

4
= 1;

This agrees with Corollary 6.14. !

An equivalent way to state Corollary 6.14, which avoids the “homomesy” terminol-
ogy, is the following.
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Corollary 6.16. Let O be an orbit of row acting on the full weak order Sn. Let us
use the convention that for any w ∈ Sn, we have w(0) = 0 and w(n+1) = n+1. Then
for any 1 ≤ k < n we have

#{w ∈ O : w(w−1(k)− 1) > k} = #{w ∈ O : w(w−1(k + 1) + 1) > k + 1}.

(In words, the set on the left-hand side consists of the w ∈ O for which the letter k
forms a descent with the letter to its left, and the set on the right-hand side consists of
the w ∈ O for which the letter k + 1 forms an ascent with the letter to its right.)

Proof. The statistic
∑n

j=k+1 T
−
(k,j) is the indicator function for the w ∈ Sn which have

the property w(w−1(k) − 1) > k. And
∑k

j=1 T
−
(j,k+1) is the indicator function for the

property w(w−1(k + 1) + 1) < k + 1. So 1 −
∑k

j=1 T
−
(j,k+1) is the indicator function

for the complementary property w(w−1(k + 1) + 1) > k + 1 (where 1 : Sn → Z is the
constant function 1(w) = 1). By Theorem 5.20 we have

E



µ;
n∑

j=k+1

T −
(k,j)



 = E



µ;1−
k∑

j=1

T −
(j,k+1)





for any toggle-symmetric distribution µ onSn. By taking µ to be the distribution which
is uniform on O and zero outside O (which is toggle-symmetric thanks to Lemma 6.9),
we obtain the desired equality. "

7. Future directions

In this section we briefly discuss some possible threads of future research.

7.1. Constructing all skew vexillary permutations of given shape. Given a
connected shape σ = λ/ν, we showed in Section 3.2 that there are finitely many
permutations w which are skew vexillary of shape σ up to some trivial equivalences
(namely, adding or removing initial or terminal fixed points). But how do we find all of
them? We showed (Proposition 3.13) that if σ has height a and width b then they all
occur inSa+b, but checking each permutation inSa+b is computationally unreasonable.
Is there a better method than brute force?

Let’s show what can be done in the vexillary case. Recall that for w ∈ Sn, the code
of w, denoted c(w), is the vector c(w) = (c1, c2, . . . , cn) ∈ Nn where

ci := #{(i, j) ∈ Inv(w)}.

A vector c = (c1, . . . , cn) ∈ Nn is the code of some permutation in Sn if and only
if ci < n− i for all i = 1, . . . , n.

Let λ be a straight shape. Then clearly a permutation w ∈ Sn is vexillary of shape λ
if and only if it is vexillary (of some shape) and the weakly decreasing rearrangement
of c(w) is equal to λ.

Moreover, there is an explicit description of the codes of vexillary permutations. A
code c = (c1, . . . , cn) ∈ Nn corresponds to a vexillary permutation if and only if it
satisfies the following two conditions:

• if 1 ≤ i < j ≤ n and ci > cj then #{k : i < k < j and ck < cj} ≤ ci − cj ;
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• if if 1 ≤ i < j ≤ n and ci ≤ cj , then ck ≥ ci whenever i < k < j.

This description of vexillary codes appears for instance in the monograph of Macdon-
ald [28, (1.32)]. With this description of vexillary codes, it becomes easy to find all the
permutations which are vexillary of a given shape. We would like a similar description
for skew vexillary permutations (possibly involving both the code and the “cocode.”)

A related problem is to enumerate, exactly or approximately, the number of skew
vexillary permutations in Sn. The number of vexillary permutations in Sn has an
exact formula due to the work of Gessel [19] and West [56], and the asymptotics are
also well-understood. However, as we mentioned in Remark 3.8, we do not believe there
is a pattern avoidance description of skew vexillary, so enumerating the skew vexillary
permutations might be quite different from the vexillary permutations.

7.2. Stable Grothendieck polynomials for skew vexillary permutations. As
discussed in more detail in Remark 3.9, we suspect that for a skew vexillary permutation
w ∈ Sn of shape σ = λ/ν, we have the equality Gw = Gλ/ν , where Gw is the stable
Grothendieck polynomial of w, and Gλ/ν is the skew stable Grothendieck polynomial
of skew shape λ/ν. It would be nice to verify or disprove this suspicion.

7.3. Other semidistributive lattices where tCDE implies CDE. We showed
that for initial weak order intervals, being tCDE implies CDE (Corollary 4.11), but we
also showed that this is not true for general semidistributive lattices (Example 4.4). It
would be nice to find more necessary and/or sufficient conditions for tCDE to imply
CDE in a semidistributive lattice. Note that the counterexample in Example 4.4 is even
a graded semidistributive lattice, so gradedness alone is not sufficient. In conversations
with Emily Barnard, she explained to us that one should be able to extend the results of
Section 4.3 (showing that the maxchain distribution is toggle-symmetric for weak order
intervals) to the intervals of the semidistributive lattice associated to any simplicial
hyperplane arrangement using the theory of shards, as in [35]. We thank her for this
very helpful explanation. Note in particular that the class of semidistributive lattice
associated to simplicial hyperplane arrangements includes the weak order for all finite
Coxeter groups.

7.4. Rowmotion on weak order intervals. Our homomesy result for rowmotion
acting on intervals of weak order (Corollary 6.12) suggests that it might be worth fur-
ther exploring rowmotion acting on intervals of weak order. The problem is knowing
what questions to ask. For instance, it would be nice to give a formula for the order of
rowmotion. The most obvious weak order intervals to consider in this context would
be [e, w] for w a vexillary permutation of rectangular shape λ = ba. However, as men-
tioned in Section 3.2, all of these posets are actually distributive lattices isomorphic
to [∅, ba]. So we don’t get any new examples from vexillary permutations of rectan-
gular shape. The next most obvious case to consider would be [e, w] for w a vexillary
permutation of staircase shape λ = δd. However, by taking w = w0 ∈ Sd, we get as
one poset in this family the full weak order [e, w0] for the symmetric group Sd. And
as observed by Thomas-Williams [54, §7.11], the order of rowmotion acting on the full
weak order seems unpredictable. So, as we said, we cannot think of any questions to
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ask about rowmotion acting on weak order intervals which look like they might have
nice answers. It would be nice to apply Corollary 6.16 to say something more about
rowmotion acting on the full weak order.

7.5. Other types. A natural question is how much of this work can be extended
to “other types,” i.e., to the weak order of other finite Coxeter groups. It is known
that weak order intervals for all finite Coxeter groups are semidistributive lattices [27].
Hence a first step, related to the discussion in Section 7.3, would be to show that
tCDE implies CDE for intervals of weak order in other types. Next, one would want
an appropriate analog of the notion of “vexillary of balanced shape” for elements of a
general finite Coxeter group. As for what these “shapes” should be in other types, it
is reasonable to suspect that, for instance in Type D the shape will be a shifted shape,
i.e., a strict partition. The shifted shapes are d-complete posets in the sense of Proctor
(see [33, 32]) and hence their corresponding posets of order ideals arise as distributive
lattices [e, w] for w a fully commutative element in these other Coxeter groups. A notion
of “shifted balanced shape” was introduced in [22]. But the appropriate Coxeter group
analog of being “vexillary of a given shape” remains elusive.
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[11] Melody Chan, Alberto López Mart́ın, Nathan Pflueger, and Montserrat Teixidor i Bigas. Genera of
Brill-Noether curves and staircase paths in Young tableaux. Trans. Amer. Math. Soc., 370(5):3405–
3439, 2018.

[12] Samuel Dittmer and Igor Pak. Counting linear extensions of restricted posets. arXiv:1802.06312,
2018.

[13] Vincent Duquenne and Ameziane Cherfouh. On permutation lattices. Math. Social Sci., 27(1):73–
89, 1994.

[14] Matthew Dyer. On the weak order for Coxeter groups. arXiv:1108.5557, 2011.
[15] Paul Edelman and Curtis Greene. Balanced tableaux. Adv. in Math., 63(1):42–99, 1987.

http://arxiv.org/abs/1802.06312
http://arxiv.org/abs/1108.5557


50 S. HOPKINS

[16] David Einstein and James Propp. Combinatorial, piecewise-linear, and birational homomesy for
products of two chains. arXiv:1310.5294, 2013.

[17] D. G. Fon-Der-Flaass. Orbits of antichains in ranked posets. European J. Combin., 14(1):17–22,
1993.
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