
MOSafely: Building an Open-Source HCAI Community to Make
the Internet a Safer Place for Youth

Xavier V. Caddle
University of Central Florida

Orlando, U.S.A
xavier.caddle@knights.ucf.edu

Afsaneh Razi
University of Central Florida

Orlando, Florida, U.S.A
afsaneh.razi@knights.ucf.edu

Seunghyun Kim
Georgia Institute of Technology

Atlanta, Georgia, U.S.A
seunghyun.kim@gatech.edu

Shiza Ali
Boston University

Boston, Massachusetts, U.S.A
shiza@bu.edu

Temi Popo
Mozilla Foundation

Canada
eyitemi@mozillafoundation.org

Gianluca Stringhini
Boston University

Boston, Massachusetts, U.S.A
gian@bu.edu

Munmun De Choudhury
Georgia Institute of Technology

Atlanta, Georgia, U.S.A
munmund@gatech.edu

Pamela J. Wisniewski
University of Central Florida

Orlando, Florida, U.S.A
pamwis@ucf.edu

ABSTRACT
The goal of this one-day workshop is to build an active community
of researchers, practitioners, and policy-makers who are jointly
committed to leveraging human-centered artificial intelligence
(HCAI) to make the internet a safer place for youth. This community
will be founded on the principles of open innovation and human
dignity to address some of the most salient safety issues of modern-
day internet, including online harassment, sexual solicitation, and
the mental health of vulnerable internet users, particularly ado-
lescents and young adults. We will partner with Mozilla Research
Foundation to launch a new open project named “MOSafely.org,”
which will serve as a platform for code library, research, and data
contributions that support the mission of internet safety. During
the workshop, we will discuss: 1) the types of contributions and
technical standards needed to advance the state-of-the art in online
risk detection, 2) the practical, legal, and ethical challenges that we
will face, and 3) ways in which we can overcome these challenges
through the use of HCAI to create a sustainable community. An end
goal of creating the MOSafely community is to offer evidence-based,
customizable, robust, and low-cost technologies that are accessible
to the public for youth protection.

CCS CONCEPTS
• Human-centered computing → Human computer interac-
tion (HCI); User studies; • Social and professional topics →

Computing / technology policy.
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1 INTRODUCTION
This workshop seeks to leverage human-centered principles and
innovative machine learning and artificial intelligence techniques
to keep youth safe online. The general approach of using machine
learning to detect online risk behaviors is not new. Yet, the bulk of
the innovation in this space stays locked within academic research
papers or behind corporate walls. We intend to unlock this poten-
tial. We will do this by bringing together a multidisciplinary and
multi-organizational group of researchers, industry professionals,
clinicians, and civil servants to research, build, evaluate, and bring
to market state-of-the-art technologies that detect risk behaviors
of youth online and/or their unsafe online interactions with others
(e.g., cyberbullying, sexual solicitations and grooming, exposure
to explicit content, non-suicidal self-injury, suicidal ideation, and
other imminent risks). Our intention is to maximize societal impact
by centralizing and making our open-source contributions widely
available to the public to address youth online safety directly within
the platforms that online risks are most likely to occur. As such, our
open-source community building initiative, Modus Operandi Safely
(“MOSafely”), will serve multiple end users that include, but are not
limited to, social media platforms, youth safety coalitions, and other
internet-based intermediaries (e.g., Apple iOS and Android smart
devices, multi-player gaming platforms, internet service providers),
who desire to proactively protect youth from serious online risks.
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2 WORKSHOP GOALS
The primary goal of the workshop will be community building.
This workshop will serve as the inaugural launch of MOSafely.org,
an open-source community that leverages evidence-based research,
data, and HCAI to help youth engage more safely online. The name
“Modus Operandi Safely” (i.e., MOSafely) stems from our desire to
help youth engage “more safely” online. As an open-source initia-
tive, we have partnered with Mozilla to learn from their extensive
experience creating open-source solutions. From this partnership
we have learned the importance of have being supported by a di-
verse, committed team, and solidified our desire to work with a
community to provide an online risk-detection platform. Towards
this end, we will bring together a diverse group of researchers,
industry professionals, youth service providers, and policy makers
who have demonstrated a commitment to the mission of youth
online safety and well-being, open innovation, and/or HCAI for
youth risk detection in online contexts. Attendees will help us iden-
tify key stakeholders, best practices, challenges, and solutions for
establishing the MOSafely community as an open source leader in
the HCAI community for youth risk detection and online safety by
addressing the following workshop themes.

3 WORKSHOP THEMES
Theme 1: Approaches for Improving Online Risk Detection for Youth.
Following the rapid growth of social media, youth are increasingly
exposed to harmful content and interactions online, ranging from
pornography to offensive messages through online communities [8,
22, 26]. We would like to call the community to discuss the technical
standards needed to advance the state-of-the-art in online risk
detection. This would include but not limited to various techniques
that could be implemented to further improve the existing online
risk detection systems specifically geared towards youth as well as
way to stimulate participation within the community. We raise the
following questions:

(1) How can we devise more sophisticated detection approaches
that would detect multi-modal online risks through textual,
visual, and meta data?

(2) What technical standards are needed for the centralized devel-
opment of online risk detection algorithms for youth?

(3) What types of contributions (e.g., code libraries, evidence-based
research, data sets, etc.) are needed to advance the state-of-the-
art in the algorithmic risk detection of youth online risks?

Theme 2: Practical, Ethical, and Legal Considerations When Cre-
ating and Deploying Algorithms for Youth Risk Detection.Developing
machine learning models for online risk detection entails practical,
legal, and ethical challenges that need to be taken into account.
Ensuring the protection of the vulnerable populations we are try-
ing to serve is mission critical to our approach. Often, algorithmic
research can fall short if not considering the ethical implications
of scraping, analyzing, and making classifications based on users’
social media data [17]. When using such data specifically related
to youth who are minors, there are numerous aspects that need
to be considered such as consent, assent, and reporting incidents
of child abuse and/or pornography [3]. In the past decade, social
media has amassed a lot of data from youth, but the accessibility
of said data has been limited; recently, there have been movement

towards making it available such as shown in [5, 21]. In this theme
we want to explore the practical, legal, and ethical challenges we
will face using AI in online risk detection for the explicit purpose
of protecting youth.

(1) What are the legal and ethical implications of collecting the
digital trace data of youth?

(2) How can the community be mobilized to work on detecting
risks targeted towards youth online without exposing their data
to the entire community? What infrastructure must be in place
to safely collect and use teen data for risk detection?

(3) How can bias be avoided in youth online risk detection algo-
rithms?

(4) What are the potential unintended consequences of developing
and making widely available algorithms that detect youth risk
behavior online?

Theme 3: Why Human-Centerdness is Needed in AI. It is easy
for Computer Scientists to focus on functionality and performance
while developing computer algorithms. However, the HCI research
community has identified the focus on such metrics without the
incorporation of the human context to be unwise. As such, the need
to have a human-centered approach to algorithm design has been
highlighted in recent literature [2, 4, 12]. It is important to integrate
human-centeredness in the development of MOSafely solutions
to ensure transparency, explainability, and accountability. In this
theme, we want to explore the need to have a Human-centered
lens during risk detection algorithm development for youth online
risk detection. These contributions include but are not limited to
utilizing HCML and HCI methods in different cycles of developing
AI systems for risk detection and online safety, dataset creation
and design, developing and evaluating the systems, how to create
ethical systems that take the most care of youth’s privacy, and how
to remove various types of bias from systems, and technical ML
contributions. Thus, we pose the following questions:

(1) How do we incorporate different stakeholders’ perspectives and
needs in the outputs of MOSafely?

(2) How do the current algorithm design techniques fall short in
being user and stakeholder centered?

(3) What would be the key aspects of human-centeredness in ma-
chine learning that we should consider when trying to overcome
these limitations?

(4) How can the incorporation of a human-centered viewpoint
during algorithm design and development become a focal point
in our community moving forward?

4 CALL FOR PARTICIPATION
We will host a one-day virtual workshop with 40 to 60 participants
from academia, industry, and civil society. To ensure a balanced
mix of participants from HCI, design, social sciences, and other
interdisciplinary fields, we will recruit participants via social media,
social media groups (e.g., CHIMeta, CSCWMeta, CRA-WP), email
list-servs, and appropriate community boards. We will also actively
recruit participants from industry and civil society who are con-
cerned about online safety issues and are interested contributing
to the mission of MOSafely. This broad range of stakeholders will
allow us to understand the needs and goals of our potential commu-
nity members (i.e., contributors) as well as coalesce a large pool of
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potential collaborators with which to engage during the workshop
and beyond.

Workshop papers will be accepted through the MOSafely.org
website: https://www.mosafely.org/workshops/cscw2021. At least
one author of each accepted position paper must attend the work-
shop. Per SIGCHI conference guidelines, all participants must regis-
ter for both the workshop and for at least one day of the conference.
Workshop participants are asked to submit a brief statement of
interest to ensure that their workshop participation is well-aligned
with the workshop goals. Submissions can be structured in mul-
tiple ways: (1) Short bio’s of each attendee with a statement of
motivation/interest for attending the workshop, (2) an academic
position paper (2-4 pages) in the SIGCHI extended abstract for-
mat discussing one or more of the workshop themes, or (3) a case
study on relevant work that demonstrates a contribution towards
HCAI/AI for youth online safety/risk detection. We also encourage
potential attendees to explicitly state their commitment in joining
MOSafely as a meaningful contributor that can help build and sus-
tain the open-source community. We encourage submissions that
are honest and subversive. Note that participants need not have
prior experience with this type of work. Each submissions will be
peer-reviewed by two program committee members and accepted
based on the quality of the submission, relevance of the topic, and
the diversity of the individual(s)’ and their ability to meaningfully
contribute to the workshop discussions and goals.

5 EXPECTEDWORKSHOP CONTRIBUTIONS
AND BEYOND

The expected outcome of the workshop will be a co-created agenda
for establishing an inaugural community of MOSafely contribu-
tors who will play an active role in creating community standards,
contributing code libraries and research, as well as taking on other
leadership positions that support the community’s mission. After
the workshop, the organizers will invite workshop attendees to join
the MOSafely open-source community and will report the work-
shop outcomes in a blog post on the MOSafely.org website. In terms
of long-term outcomes, the MOSafely community will support two
inter-related initiatives:

• An open source project that releases untrained algorithms
relevant to youth online risk detection to the public as a
way to gain market visibility and broad participation, so that
others can train the algorithms with their own data sets and
contribute code and expertise to as part of this open source
project.

• A commercial Software as a Service (SaaS) Application Pro-
tocol Interface (API) that combines these algorithms into an
easy-to-use and accessible service for online risk detection
and mitigation.

The open source platform will provide typical community build-
ing resources, including contribution guidelines, issue tracking,
documentation, and development resources. The project will ini-
tially be maintained by the workshop organizers with additional
contributors gaining administrative roles as they contribute to the
mission of MOSafely. Results from research generated by the com-
munity and code contributions from the open source project will be
used to continuously improve the SaaS API. Developers may build

product solutions by integrating open source code libraries, and
online platforms could leverage the MOSafely SaaS API to detect
and mitigate online risks that are facilitated through their platforms.
Our intention is that this approach will broaden participation and
create a shared societal responsibility of keeping youth safe online.

6 WORKSHOP CO-ORGANIZERS
Xavier Caddle is a PhD student at the University of Central Florida
(UCF) and a member of the Socio-Technical Interaction Research
(STIR) Lab. His current research focuses on conducting customer
discovery and developing open-source standards and best practices
for makingMOSafely a sustainable community that leads the efforts
for HCAI internet safety for youth.

Afsaneh Razi is a Ph.D. candidate at UCF and a member of the
STIR Lab. Her recent works [13, 19] highlighted that online sexual
experiences have become an irrevocable part of teens’ sexual de-
velopment. She discusses ethical challenges and considerations for
data collection and development/deployment of adolescent online
risk detection AI systems [1, 18, 20].

Seunghyun Kim is a Ph.D. student in the School of Interactive
Computing at the Georgia Institute of Technology and a member
of the Social Dynamics and Wellbeing Lab. His recent work high-
lighted the difference between the perspectives of the stakeholders
of cyberbullying and its influence on cyberbullying detection algo-
rithms [14].

Shiza Ali is a Ph.D. student at Boston University in the ECE
Department. She is a member of the Security Lab (SeclaBU). Her
research involves analyzing large datasets to understand malicious
users online and developing mitigation techniques.

Temi Popo is an open innovation practitioner and creative tech-
nologist leading Mozilla’s developer-focused strategy around Trust-
worthy AI and MozFest. She has worked across several industries
in the area of Innovation and Strategic Foresight.

Gianluca Stringhini is an Assistant Professor in the ECE De-
partment at Boston University and the Director of the SeclaBU Lab.
He works in the area of data-driven security, applying computa-
tional techniques to make online users safe. For example, he has re-
centlyworked onmitigating coordinated online harassment [15, 16],
cyberbullying [7], and disinformation [23, 27].

Munmun De Choudhury is an Associate Professor of Inter-
active Computing at Georgia Tech and the Director of the Social
Dynamics and Well-Being Lab. She is best known for her work
in laying the foundation of computational and human-centered
techniques to responsibly and ethically employ social media in
understanding and improving mental health [6, 9–11].

Pamela Wisniewski is an Associate Professor in the Depart-
ment of Computer Science at the University of Central Florida and
Director of the STIR Lab. Her research expertise lies at the inter-
section of social media, privacy, and online safety for adolescents
(ages 13-17). She was one of the first researchers to recognize the
need for resilience-based and teen-centric approaches for online
safety and to back this stance up with empirical data [3, 19, 24–26].

7 PROGRAM COMMITTEE MEMBERS
The following individuals have confirmed their commitment to
serving of the Program Committee. The responsibilities will include
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reviewing 2-5 position papers/bios with statements of interest of
potential workshop attendees, promoting the workshop within
their personal networks, and if possible, attend the workshop to
meaningfully contribute to the MOSafely mission:

• Zahra Ashktorab, Research
StaffMember, IBM Research

• Jeremy Blackburn, Assis-
tant Professor, Binghamton
University

• Lindsay Blackwell, Senior
Researcher, Twitter

• Laura Brown, Senior UX Re-
searcher, Facebook

• Rosta Farzan, Associate Pro-
fessor, University of Pitts-
burgh

• Ana Freire, Researcher and
Lecturer, Pompeu Fabra
University

• Shion Guha, Assistant
Professor, University of
Toronto

• Shirin Nilizadeh, University
of Texas at Arlington

• Vivek Singh, Associate Pro-
fessor, Rutgers University

• Kathryn Seigfried-Spellar,
Associate Professor, Purdue
University

• Thamar Solorio, Associate
Professor, University of
Houston

• Jacqueline Vickery, Asso-
ciate Professor, University
of North Texas
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