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Abstract: Lakes in direct contact with glaciers (ice-marginal lakes) are found across alpine and polar
landscapes. Many studies characterize ice-marginal lake behavior over multi-decadal timescales us-
ing either episodic ~annual images or multi-year mosaics. However, ice-marginal lakes are dynamic
features that experience short-term (i.e., day to year) variations in area and volume superimposed
on longer-term trends. Through aliasing, this short-term variability could result in erroneous long-
term estimates of lake change. We develop and implement an automated workflow in Google Earth
Engine to quantify monthly behavior of ice-marginal lakes between 2013 and 2019 across south-
central Alaska using Landsat 8 imagery. We employ a supervised Mahalanobis minimum-distance
land cover classifier incorporating three datasets found to maximize classifier performance:
shortwave infrared imagery, the normalized difference vegetation index (NDVI), and spatially fil-
tered panchromatic reflectance. We observe physically-meaningful ice-marginal lake area variance
on sub-annual timescales, with the median area fluctuation of an ice-marginal lake found to be
10.8% of its average area. The median signal (slow lake growth) to noise (physically-meaningful
short-term area variability) ratio is 1.5:1, indicating that short-term variability is responsible for
~33% of observed area change in the median ice-marginal lake. The magnitude of short-term area
variability is similar for ice-marginal and nonglacial lakes, suggesting that the cause of observed
variations is not of glacial origin. These data provide a new context for interpreting behaviors ob-
served in multi-decadal studies and encourage attention to sub-annual behavior of ice-marginal
lakes even in long-term studies.

Keywords: Landsat; Optical Remote Sensing; Google Earth Engine; Land Cover Classification; Glac-
ier; Cryosphere; Ice-marginal Lake

1. Introduction

Through the 20th and 21st centuries, lakes in direct contact with glacier ice (ice-mar-
ginal lakes) have undergone rapid change [1]. Ice-marginal lakes can be subdivided into
two groups: (1) proglacial lakes: those found downstream from a glacier terminus and
dammed by bedrock or moraine (Figure 1a) [2,3]; and (2) ice-dammed lakes: those found
on a glacier’s lateral margins and dammed by glacier ice (Figure 1b) [2,4,5]. As glaciers
change in a warming world, they perturb the hydrologic systems at their peripheries. The
associated evolution of ice-marginal lakes has impacts both upstream and downstream,
affecting glacier dynamics [5], stream ecology [6], and natural hazards [7].
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Figure 1. Example false-color satellite images of a typical proglacial lake (a) and ice-dammed lake
(b). False color image is using bands 6 (short-wave infrared), 5 (near infrared), and 4 (visible red).
Proglacial lakes reside beyond the terminus of the glacier, while ice-dammed lakes are dammed
on the side of a glacier. Note the iceberg presence in both examples.

Proglacial lakes provide a body of water into which a glacier may calve [5,8,9] and
can enhance glacier mass loss by subageuous melt [5]. These effects have a negative im-
pact on glacial mass balance [10,11], but the magnitude of the impact is unclear [12]. Fur-
ther, proglacial lakes trap sediment that would otherwise be transported through outflow
streams into the proglacial environment [3,5], which impacts downstream biological pro-
cesses [6]. Finally, ice-dammed lakes can source repeat glacial lake outburst floods
(GLOFs) when the pressure of rising impounded water overwhelms that of the dam,
draining the lake through subglacial channels [2,4,5,7,13,14], posing a threat to down-
stream lives and infrastructure. Therefore, understanding ice-dammed lake dynamics is
important for flood hazards preparedness.

Like many other elements in cryospheric systems, ice-marginal lakes are changing
rapidly in the modern era, increasing in both number and area (e.g. [1,15-18]). Their long-
term behavior is closely tied to glacier change; ice-marginal lake area and volume typically
expand as glaciers retreat [2,19]. Globally, median glacial lake area has increased about
3% over the past two decades (this figure includes both ice-marginal lakes and those very
near but not in direct contact with glacier ice [16]). However, interactions between glaciers
and ice-marginal lakes can drive complex lake behavior that varies on monthly timescales
[2]. For example, a well-documented mechanism for sudden changes in lake area is the
GLOF cycle, a cyclic process in which an ice-dammed lake slowly fills and catastrophic
drains through subglacial channels [2,4,5]. In studies using infrequent temporal sampling
(e.g., a single image taken to be representative of a multi-year period), such short-term
variability could alias with longer-term trends, resulting in erroneous estimates of ice-
marginal lake area change.

Here, we seek to characterize the magnitude of short-term (month to year) variability
in ice-marginal lake area in comparison to longer-term behavior (two to eight years). We
undertake this investigation in south-central Alaska (Figure 2), a region with abundant
ice-marginal lakes [16] that has received relatively little study [15,17,18,20] compared to
other areas (e.g., Himalayas [11,21-23], or Patagonia [24]). We implement and optimize a
spectral land cover classifier to digitally map ice-marginal lakes from Landsat 8 satellite
imagery at monthly time resolution. This high temporal resolution allows quantification
of the magnitude of short-term variability in ice-marginal lake area. This work provides
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context and uncertainty estimates for long-term surveys of ice-marginal lake area change
by describing lake behavior on a short timescale that multidecadal-scale studies cannot
fully capture.

® [ce-dammed Lakes
¢ Nonglacial Lakes
® Proglacial Lakes

Figure 2. Study area, including much of the Alaska, Wrangell, St Elias, and Chugach ranges. Inset
shows study area extent in the state of Alaska. False color image is from Landsat 8 using bands
6/5/4 (short-wave infrared/near infrared/red). Dots show locations of lakes included in final da-
taset. Proglacial lakes (blue) are distributed evenly across glaciated regions of the study area. Mul-
tiple ice-dammed lakes (red) tend to occur along the lateral margins of a single glacier. Nonglacial
lakes (green) are only used as a “control” for comparison with ice-marginal lakes.

2. Methodology
2.1. Classifier Optimization

We developed an automated land cover classification and post-processing routine to
map ice-marginal lakes in Alaska. We utilized a supervised classifier, thereby requiring a
manually-delineated land cover classification dataset for training. In Google Earth Engine
(GEE), we hand-delineated training classes from a Landsat 8 three-month composite (July
through September 2018) to represent the following broad types of land cover: glacier ice,
water, vegetation, and bare rock. Where possible, we broke expansive land cover classes
into multiple, descriptive smaller classes (e.g., debris-covered glacier ice, “clean” glacier
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ice) to improve the quality of the classification. In all, we designated 14 land cover classes
(Supplemental Table S1) for classification.

We sought to optimize our routine for accurate freshwater identification, possibly at
the expense of accuracy in other types of land cover identification. We did not know a
priori which input bands or post-processing steps would produce the best ice-marginal
lake delineations. Therefore, we systematically varied our data processing steps in each
run: i.e.,, changing classifier type, classifier input data, and post-processing parameters.
We then evaluated the accuracy of each run against a hand-delineated validation dataset
produced using Landsat 8 imagery from June-September 2018. By systemically varying
these classifier parameters, we optimized the performance of the classifier and find those
parameter values that were best-suited to our application of delineating Alaskan ice-mar-
ginal lakes.

We evaluated a range of input data, including land surface slope derived from the
ALOS digital elevation model (DEM [25]); several band ratios including the normalized
difference vegetation index (NDVI [26,27]) and the modified normalized difference water
index (MNDWTI [28]); Landsat 8 bands 5 (near infrared), 6 (shortwave infrared), 8 (pan-
chromatic visible), and 10 (thermal infrared); and the variance of the aforementioned
Landsat 8 bands using a variety of kernel sizes (e.g., 1 to 5). This preliminary selection of
input data was chosen from all Landsat 8 bands and several other band ratios, based upon
a manual review of the contrast between water, ice, and other land cover types in the
respective datasets.

Post-processing parameters included a terrain slope cutoff value (tested from 0°-30°)
and the size of morphological processes (tested from a 0 to 7 pixel radius) which were
sampled randomly from a uniform distribution. Finally, we tested both types of mini-
mum-distance classifier available to us in GEE: Euclidean and Mahalanobis classifiers (see
Section 2.3). Overall, we systematically tested over 200 different classifiers, each with a
different combination of input data, post-processing parameters, and classifier method.

We used an F-score metric to assess the performance of each of these classifiers. The
F-score is a performance metric commonly used for quantifying the power of binary clas-
sification methods [29]. The F-score combines measures of precision (the ratio of true pos-
itives to false positives) and recall (the ratio of true positives to false negatives). The closer
the F-score is to 1, the better the performance of the classifier. The F-score, F, is given by

F = o
t, +12(f, + f)

where tp is the number of true positive pixels, fp is the number of false positive pixels, and
fn is the number of false negatives. The classification designation (e.g. true positive) of
each pixel is determined relative to the manually delineated ground-truth validation da-
taset. This dataset is composed of 257 ice-marginal and near-glacial lakes (nonglacial lakes
within 3 km of a glacier) in three test regions (Supplemental Figure S1). After calculation
of F-scores for each set of input parameters, we manually reviewed the classification re-
sults of the best few classifiers to verify satisfactory performance and subsequently se-
lected a final image classification routine by expert inspection of the results.

We note that because we ultimately manually verify the accuracy of all lake classifi-
cations (Section 2.4), the performance of our classifier does not directly affect the quality
of the data used in our study. However, we seek to develop an accurate classifier because
the more accurate delineations we obtain, the larger the size of our final manually-re-
viewed dataset. Nevertheless, the F-score of the classifier should not be taken as a measure
of the physical accuracy of the final curated dataset.

(D

2.2. Lake Cover Classification

We found that the best-performing ice-marginal lake identification was obtained
from a classifier using input data from Landsat 8 band 6 (shortwave infrared reflectance),



Remote Sens. 2021, 13, 3955

5 of 18

NDVI, and the local variance (i.e., standard deviation) of Landsat band 8 (panchromatic
reflectance). The optimal post-processing routine was achieved through a 15° DEM slope
threshold and a 3x3 pixel (90x90 m) kernel for morphological opening followed by mor-
phological closing. This classification and post-processing routine produced an F-score of
0.77 in the best-performing test region and 0.33 in the most challenging. This process suc-
ceeded for the following reasons:

e  Short wave infrared (SWIR) reflectance (Landsat 8 band 6) is useful for water classi-
fication because soil and bare rock are reflective in SWIR, while water is highly ab-
sorptive. SWIR provides the classifier with powerful discriminatory ability between
water and soil/bare rock.

e  NDVI describes the relationship between visible reflectance in red wavelengths and
near-infrared reflectance. It returns a positive value in the presence of vegetation, a
zero value for bare ground, and a negative value for water [27,30]. We find the NDVI
is a better discriminator than the normalized difference water index (NDWI [31]) in
distinguishing ice-marginal lakes from spectrally similar land cover types (e.g., wet
supraglacial debris).

e  Local variance of Landsat 8 band 8 (panchromatic visible reflectance) allows us to
differentiate between land cover types that have similar spectral properties but are
texturally different (i.e., visually smooth/homogeneous vs. visually rough/heteroge-
neous surfaces). Debris-mantled glacier ice is spectrally similar to sediment-laden
cold water. However, the rough texture of rocky debris is much more visually heter-
ogeneous than the smooth surface of a lake. A surface with a homogeneous appear-
ance will have low local variance due to adjacent pixels having similar values, while
a heterogeneous surface (e.g., crevassed glacier) will have high local variance.

e  Although surface water and wet ice or supraglacial debris may appear spectrally
similar, water features are physically flat and glaciers are typically sloped. The 15°
slope threshold strikes a balance between exclusion of sloped terrain while being
large enough to accommodate error in the DEM and slope due to iceberg presence.
This slope threshold also removes false positives in shadowed areas.

e  Morphological opening removes pixel level noise, which tends to appear in the un-
processed classification result in regions of heterogeneous terrain that are spectrally
similar to water, such as regions of wet supraglacial debris or shadowed bare rock.
Morphological closing removes pixel-level holes, which tend to appear in lakes with
small icebergs or sediment plumes. These morphological operations perform best us-
ing a 3-by-3-pixel kernel.

2.3. Implementation of Land Cover Classification Using Google Earth Engine

Land cover classification with high temporal resolution is both a data- and pro-
cessing-heavy task. We utilized Google Earth Engine, a cloud-computing service, to
quickly process large amounts of remote sensing data without the need to download or
store input or intermediate data. Additionally, long-running tasks may be submitted to
the GEE cloud servers to complete in parallel, greatly reducing overall processing time.
Use of GEE streamlined our workflow (Figure 3) by condensing the majority of our land
cover classification routine to a single GEE script. However, Google limits which pro-
cesses are permitted to run on their servers (https://developers.google.com/earth-en-
gine/apidocs), and at the time of our research, maximum-likelihood classifiers were not
implemented in GEE. Thus, we chose to employ a Mahalanobis minimum-distance land
cover classifier, a type of minimum-distance classifier which produces results that closely
resemble those of maximum-likelihood classifiers [32,33].



Remote Sens. 2021, 13, 3955

6 of 18

(

Google Earth\

Monthly
Cloud-free
Composites E N g ine
Processes
Mahalanobis .
Minimum- Stream/River Morphological
Distance Removal Closing/Opening
Classification (AKHydro) (33 pixel)
Data

) products

Vectorization
(0.1 km? min)

RGI Glacier Known Lake Filtered Filtered
Proximity Intersection Lake Shapefiles
(<3 km) (AKHydro) Lake Shapefiles (other times)

Lake
Timeseries

Manual
Review

Spatial Join

Figure 3. Flowchart of land cover classification workflow. Processes are represented by circular
nodes, while input, output, and intermediate data products are represented by rectangles. Steps
completed in Google Earth Engine (GEE) are enclosed in the larger gray box. Input data product
importing, land cover classification, and two post-processing processes are completed within GEE.
Several post-processing steps are then completed outside of GEE, including a manual review of
preliminary lake data.

A standard (Euclidean) minimum-distance classifier minimizes the Euclidean
(straight-line) distance between a pixel’s spectral values and those of its land cover class
centroid. Conversely, a Mahalanobis classifier essentially normalizes for intraclass spec-
tral variance, classifying pixels by minimizing the number of standard deviations between
a data point and the centroid of a class with a potentially irregular shape in spectral space
[30]. Through our search process (Section 2.1), we found the Mahalanobis minimum-dis-
tance method to be the best performing classifier within the limited selection of classifiers
implemented in GEE.

For each year spanning 2013-2019, we produced a monthly, mostly cloud-free com-
posite image for June through September over our study area (Figure 2) using the GEE
simpleComposite() function. We fed our input raster data into the Mahalanobis minimum
distance classifier to obtain an output logical raster of water presence. Our raster post-
processing steps were as follows:

¢  Remove pixel-level noise by a 3x3 morphological opening process (erosion followed
by dilation). Next, we close small holes in our water identifications by a 3x3 morpho-
logical closing process (dilation followed by erosion).

e  Exclude all pixels which are above a 15° slope threshold, using elevation data from
the ALOS Global Digital Surface Model [25]. This removes false positives associated
with shaded slopes and glacier surfaces.

e  Remove streams and rivers from water identifications by masking against the AKHy-
dro stream product. Proglacial streams are as much water as ice-marginal lakes, but
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we seek to exclude these non-lake water features from later analyses. To do this, we

use the National Hydrography Dataset’s AKHydro map of Alaskan stream channels

(available at http://akhydro.uaa.alaska.edu/data/nhd/) to exclude all pixels which

may be in a river or floodplain from the binary water presence map. AKHydro pro-

vides a highly accurate snapshot of water bodies but lacks temporal resolution and
the frequently but partially updated dataset does not present a consistent snapshot
in time.

After post-processing, we vectorized the lake water raster to generate multitemporal
shapefiles of lake perimeters. Our study focuses specifically on ice-marginal lakes, so we
removed lakes further than 3 km from glaciers in the Randolph Glacier Inventory (RGI
[34]; available at http://www.glims.org/RGI/). Note that this retains a number of nongla-
cial lakes within this 3 km glacial buffer. These lakes are included in our study but are not
necessarily the focus of our analyses.

Additionally, we intersected automated lake delineations with AKHydro lake poly-
gons to further remove false positives. Our dataset has much higher temporal resolution
than AKHydro, but this intersection verifies that some part of each automated lake delin-
eation was classified as a lake in AKHydro. Thus, we only included lakes which to some
degree intersect the AKHydro dataset, although they may be a different size and/or shape
than their AKHydro representation. Lastly, we excluded lakes smaller than 0.1 km? in
area, following Post and Mayo [7]. Below this threshold, it is difficult to reliably observe
changes in lake area without using higher-resolution imagery, as lakes below 0.1 km? in
area appear as no more than eleven pixels in Landsat 8 (30 m resolution) imagery.

Generating multitemporal delineations of a single lake can be complicated due to the
lake splitting into several smaller lakes during the low stage, or multiple small lakes com-
bining into one lake during the higher stage. We used a spatial join to aggregate lakes that
appear separate at one snapshot in time, but merge into a larger lake at another time. This
spatial join prevents apparent rapid changes in a lake’s area due to the merging and split-
ting of smaller water bodies.

2.4. Manual Data Review

The process described above (Section 2.3) identified 216 lakes in our study area with
2676 monthly observations in total. Of the possible 28 images over the 2013-2019 study
period (4 composites of each summer month over the course of 7 years), no lake was able
to be identified in every image. We obtained an average of 12.3 observations per lake over
the 2013-2019 study period. Lakes may not be observed in a given image due to physical
obstructions (e.g., clouds) or classifier area, discussed in greater detail in Section 4.3.

Even minor errors in lake delineation could obscure physically-meaningful short-
term variations in the proglacial lake area we seek to characterize. To ensure we were not
interpreting noise, we manually reviewed each delineation of every study lake. We did
not edit the automatically-produced lake delineations or supplement them with hand-
drawn delineations; we simply rejected all imperfect classifications. Lakes which had only
unsatisfactory delineations were discarded entirely from the final dataset. This review
minimizes error associated with classifier performance, image quality, and obstructions
(e.g., cloud or iceberg cover). During the process, lakes were manually classified as pro-
glacial, ice-dammed, or nonglacial.

2.5. Identification of Multi-Annual Trends

Using the manually-reviewed data, we estimated the long-term lake area behavior
by smoothing individual lake area timeseries using locally weighted scatterplot smooth-
ing (LOESS [30]). LOESS smoothing is a non-parametric method that is robust to outliers
and uses tri-cube weights to value close points more than those farther away. The number
of points used for smoothing varies slightly due to the missing data associated with re-
jected lake delineations, but we used no more than 9 (+4) points for smoothing.
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These smoothed timeseries represent multi-annual lake behavior. We used criteria
based on the time rate of change of the smoothed lake area (Supplemental Table S2) to
automatically classify each lake as growing or shrinking, which we then subdivided into
accelerating, constant, decelerating, or reversing change. To avoid over-interpreting the
data, we denoted a neutral “no change” category in which observed change in the
smoothed timeseries falls below the detection limit of Landsat 8 imagery. Lakes were clas-
sified as unchanging if their area change was less than that associated with +0.5 pixel (+15
m) variation along the entire lake perimeter. We simplified calculations by estimating each
lake’s perimeter to be that of a circle of equal area. A lake was classified as unchanging if
its area at the end of the record was within this margin of error from that of its first delin-
eation.

2.6. Characterization of Short-Term Variability

We defined short-term variability as lake behavior unaccounted for by the LOESS
smoothed multi-annual trends. Physically, this short-term variability is driven by pro-
cesses occurring on monthly to annual timescales, such as glacier and/or water balance
fluctuations or glacier lake outburst floods. We quantified a lake’s absolute magnitude of
short-term area variability as the range of the residuals about the smoothed lake area time
series. We defined a relative metric to describe short-term area variability by normalizing
the absolute variability by the lake’s maximum size.

To assess the contributions of short-term variability and long-term trends to observed
variations in a lake’s area time series, we calculated a signal-to-noise ratio. We defined the
signal-to-noise ratio as the ratio of the standard deviation of the signal magnitude to the
standard deviation of the noise magnitude [35]. In our analysis, we considered long-term
area changes of the lake to be the signal. Accordingly, we considered the short-term vari-
ability of the lake to be physically meaningful noise that obscures the long-term signal.
We obtained the signal-to-noise ratio by dividing the standard deviation of signal-driven
variation (signal strength) over the standard deviation of noise-generated variation (noise
strength). Note that “noise” in this context is not synonymous with “error”. Manual re-
view ensures that lakes are correctly mapped; thus, short-term area changes reflect physi-
cal “noise” (e.g., dry months, brief glacier advances, rapid partial draining) obscuring
multi-annual trends.

3. Results

Following manual review of automated lake delineations, we obtain a final dataset
of 119 lakes, including 70 ice-marginal lakes (14 ice-dammed and 56 proglacial), and 39
nonglacial lakes. We stress that this dataset does not sample every single ice-marginal lake
in the study region. Some lakes, particularly ice-dammed lakes, were difficult to consist-
ently delineate accurately and so are omitted from the study.

To quantify the completeness of our dataset, we compare it with hand-delineated
inventories of ice-marginal lakes in the same region. The Field et al. dataset [17] contains
timeseries of 38 lakes in our study area. Twenty-seven of these lakes are also identified by
our method, while 11 are not. The Field et al. dataset [17] does not attempt to describe
every lake in the region however, and 92 of our lakes were not included in that study.
While we do detect many of these lakes at least one time during our study period, most
are discarded after manual review due to a low number of high-quality delineations
and/or imagery. While perfect classifier performance would be ideal, our study goals do
not require a complete inventory of every lake in our study area, just a representative
sample sufficient to characterize typical values of short-term lake area variability. For this
goal, our dataset is adequate, although we later discuss the potential impact of lake omis-
sion upon our results (Section 4.4).

In the study area, nonglacial and ice-dammed lakes are predominately between 0.1
and 1 km? in area. Proglacial lakes are both larger and exhibit a greater diversity of sizes,
generally between 0.3 and 20 km? in area (Figure 4). Our methodology excludes lakes <0.1
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km?, so our estimates of average lake area do not include the many very small lakes pre-
sent in the region.

[ Proglacial Lakes
[ Nonglacial Lakes
[ lce-dammed Lakes

10

5_

101 10° 10! 102
Lake Area [km?]

Figure 4. Distribution of maximum observed lake areas. Ice-dammed (red) and nonglacial (green)
lakes are generally smaller than proglacial lakes (blue). Note the logarithmic binning for the hori-
zontal axis.

Though substantial variation exists in the long-term area trends (Figure 5), of the 119
studied lakes, 58 grew, 12 shrank, and 39 changed less than the detection limit over the
2013-2019 period (Supplemental Figure S3b). Lake area change is quantified as the differ-
ence between the starting and ending values of the LOESS smoothed area time series. Lake
area change behavior varies both by lake type as well as a lake’s starting area. Generally,
proglacial lakes experienced greater area change than ice-dammed or nonglacial lakes
(Figure 6). Smaller lakes, on average, underwent greater relative area change than larger
lakes. For lakes <1 km?, the median proglacial lake grew by 27.3% (interquartile range
(IQR) of 11.8% to 46.7% growth), while the median ice-dammed lake grew by 11.2% with
less variation between growth rates of individual lakes (IQR of 1.7% to 28.6% growth).
Nonglacial lakes smaller than 1 km? did grow, but much less so than ice-marginal lakes.
The median small non-glacier lakes grew by 3.8% (IQR of -2.6% to 12.4% growth).

Proglacial lakes larger than 1 km? dominate area change in absolute terms (i.e., km?),
with 41.0 km? of cumulative proglacial lake growth. The median >1 km? proglacial lake
grew by 0.184 km? (IQR of 0.013 km? to 0.490 km? growth). Larger lakes are growing
slower in relative terms, with the median lake larger than 1 km? growing by 5.5% (IQR of
-0.2% to 14.7% growth). In comparison, the median lake smaller than 1 km? grew by 10.7%
(IQR of 0.6 to 31.5% growth). Note that these values include the relatively unchanging
nonglacial lakes, which themselves are mostly smaller than 1 km? (Figure 4). Excluding
nonglacial lakes, the median ice-marginal lake smaller than 1 km? is growing by 21.8%
(IQR of 9.2 to 43.5% growth).

Overall, proglacial lakes grew in cumulative area by 11.8%, ice-dammed lakes by
29.5%, and nonglacial lakes stayed nearly constant with an overall increase of just 0.9% in
cumulative lake area. The majority of ice-marginal lakes are growing, a behavior which
distinguishes them from nonglacial lakes. Of proglacial lakes, 21% are changing less than
the detection limit, 57% are growing, and 21% are shrinking. These multi-annual trends
provide the longer-term context upon which we analyze short-term variability.
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Figure 5. An example timeseries (a) for a studied ice-dammed lake (Supplemental Figure S2). Loca-
tion is indicated with white arrows identifying the red lake (b), and the location in our study area
(c). Delineations which were manually reviewed and confirmed to be accurate are plotted in blue
squares. These observations were smoothed using LOESS to form an estimate representation of
multi-annual behavior (blue line). The discrete rate of change of this fit is indicated in red. This
example lake was initially losing area at about 5% per year, but over the study period reversed this
loss pattern and began gradually gaining area at a rate of up to 40% per year.
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Figure 6. Final lake areas plotted against initial lake areas where final lake area is plotted in abso-
lute terms (i.e., km?) (a) and relative terms (%) (b). Note log-log axes. The gray zone depicts the
area uncertainty due to sub-pixel border error, which defines the “no change” lake area category
(Section 2.5). Both ice-dammed (red stars) and proglacial lakes (blue crosses) are growing, gener-
ally, while the majority of nonglacial lakes (green circles) lie within the gray “no change” zone.
Smaller lakes are growing faster in relative terms.

Short-term lake area variability is similar between different lake types and generally
scales with lake size, although relative short-term variability is slightly more pronounced
in smaller lakes (Figure 7). The median short-term variability about the long-term area
trend for <1 km? lakes is 0.040 km?2 (IQR of 0.024 km? to 0.073 km?) while it is 0.204 km?
(IQR of 0.128 km? to 0.627 km?) for >1 km? lakes. Expressed in relative terms, the median
short-term variability about the long-term area trend for <1 km? lakes is 11.2% of the total
lake area (IQR of 7.9% to 18.2%), while the median short-term variability for larger lakes
is 8.6% the total lake area (IQR of 4.5% to 11.7%) (Figure 7). The median short-term area
variability for ice-marginal lakes is 10.8% of the lake size (IQR of 6.4% to 19.0%), and the
median variability of nonglacial lakes is 10.5% (IQR of 7.6% to 15.9%). Over lakes of all
sizes and types, the median relative short-term variability is 10.6% (IQR of 6.9% to 17.7%).
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Figure 7. Short-term variability in lake area plotted against lake area. Note log-log axes. Lines of
equal relative variability (Section 2.6) are indicated by gray lines. While nonglacial lakes tend to be
smaller than proglacial lakes (Figure 4) and exhibit less absolute variability, they closely follow the
same relative variability trends as proglacial lakes.

Signal-to-noise (S:N) ratios compare the relative magnitudes of multi-annual trends
(signal) and short-term variability (noise) in the area timeseries of a given lake (Section
2.6, Figure 8). Lakes with strong S:N ratios show clear changes in lake area that persist
over multiple years, while lakes with weak S:N ratios have area change dominated by
sub-annual variation that are not attributable to multi-annual trends. Lakes in the “no
change” category (Section 2.5, Figure 6) generally have low S:N (Figure 8). These lakes
have no discernible multi-annual trends in lake area, and changes in lake area are driven
solely by sub-annual processes.

Generally, proglacial lakes have a greater S:N ratio (median 1.52:1, IQR 0.86:1 to
2.94:1) than that of nonglacial lakes (median 0.80:1, IQR 0.38:1 to 1.84:1). Physically, this
means that the multi-annual behavioral trends of proglacial lakes are more confidently
identified than nonglacial lakes. This does not mean proglacial lakes experience less sub-
annual variability than nonglacial lakes (Figure 7). Instead, proglacial lakes generally
show large multi-annual change, while nonglacial lakes are more stable. This observation
agrees with earlier analyses that showed that the majority of nonglacial lakes are changing
less than the detection limit (Figure 6, Supplemental Figure S3) while showing that the
majority of proglacial lakes display quantifiable long-term growth behavior (Supple-
mental Figure S3). The small sample size of ice-dammed lakes in our dataset prevents a
comparable assessment for this lake type, although they generally appear to overlap with
proglacial lakes in S:N space (Figure 8).
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Figure 8. The relation of long-term trends (signal strength) in lake area to short-term variability
(noise strength) in the studied lakes. Note the log-log axes. Lakes which fall in the “no change”
(Section 2.5) category are shown in gray. The ratio of signal strength to noise strength is the signal-
to-noise ratio (5:N) and lines of equal S:N are shown in dashed gray. The majority of S:N<1:1 lakes
fall into the “no change” category. Most nonglacial lakes (circles) fall further to the upper left than
proglacial lakes (crosses), indicating that they have weaker signal strength and poorer signal-to-
noise ratios than proglacial lakes.

4. Discussion and Conclusion
4.1. Comparison with Previous Work

Our results document an overall growth in the cumulative area of lakes in our study
region driven by the growth of individual proglacial lakes (Figures 7 and 8). This finding
agrees with Field et al. [17] and Rick et al. [18], but disagrees with the findings of Wolfe et
al. [15]. Wolfe et al. [15], who focused primarily on ice-dammed lakes in southern Alaska,
found the numbers of such lakes to have decreased since the 1970s. Our study is biased
towards proglacial lakes, which possibly explains some of the discrepancy with Wolfe et
al. [15], though closer inspection suggests treatment of short-term variability may also
underlie differences. Field et al. [17] found proglacial lakes in the region grew in cumula-
tive area by 59%, while ice-dammed lakes shrank by 17% overall. Our estimate of pro-
glacial lake area change (11.8% growth) agrees in sign with Field et al. (2021) but not in
magnitude. Our estimate of ice-dammed lake area change (29.5% growth) does not show
the same area decrease as Field et al. [17], Rick et al. [18], nor Wolfe et al. [15]. Unlike these
studies, our estimates of lake area change account for sub-annual variation by smoothing
the lake area timeseries before calculating percent change. This reduces our sensitivity to
lake fluctuations and will produce more conservative estimates of area change, but it is
unlikely that such accounting for short-term variation explains the sign difference be-
tween our work and the earlier studies. We likely do not discern the draining behavior of
many shrinking ice-dammed lakes due to the automated method’s poor delineation per-
formance in small iceberg-filled lakes, particularly when they are partially or completely
drained (discussed further in Sections 4.3 and 4.4). Further, it is possible that our results,
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obtained entirely from the last decade, do not agree with those of earlier studies utilizing
the entire Landsat record due to different temporal intervals studied. If that were true, it
would suggest a slowing in the rates of proglacial lake growth over time, as well as a
recent reversal in the multi-decadal trend of ice-dammed lake shrinkage.

4.2. Impact of Short-term Variability on Ice-marginal Lake Area Estimates

The ice-marginal lakes we study exhibit substantial short-term variability in lake area
(Figure 5), with an individual observation differing from the smoothed lake area at the
time by 10% on average (and up to 80%; Figure 8). After manual review of all lake delin-
eations and the input imagery used for classification, we are confident that this variation
is physically meaningful and does not simply reflect classifier error. Potential causes for
these variations might be: brief periods of glacier advance or retreat, prevalence of local
warm and wet versus cold and dry weather, or variations in sediment transport processes.
We do not find temporally synchronous lake behavior over the study area (Supplemental
Figure 54), suggesting that regional-scale weather forcings have limited influence on lake
behavior at this scale. Rather, microclimate and/or glacial-basin-scale processes possibly
drive the short-term area variations observed in this study.

While proglacial lakes display greater absolute area variability due to their larger
average size, proglacial and nonglacial lakes show similar amounts of relative variability,
with the median short-term variation of a given lake found to be about 10.6% of a lake’s
total area, regardless of glacial context (Figure 7). This suggests that these short-term var-
iations are due to non-glacial factors shared by all lake types, such as the regional water
balance (e.g., Wendler et al. [36]). Our high temporal resolution timeseries allow charac-
terization of this sub-annual variability, while studies using single images to represent
lake area for a longer period may identify an area that is significantly different from the
lake’s mean area over the representative time. The estimates of sub-annual lake area var-
iability we present here may be used in future work to characterize the uncertainty in their
observations due to undersampling in time. We emphasize that these errors are associated
purely with aliasing due to physical sub-annual variability. The true error of automated
lake area estimates may be higher due to classifier error (see Section 4.3).

The use of signal-to-noise ratios (S5:N) allows us to distill the relative impact of long-
term trends and short-term variability on an individual lake’s area timeseries down to a
single number (Figure 8). We find that nonglacial lakes have a median S:N of less than 1:1,
indicating that variation in their area is primarily driven by sub-annual forces. Proglacial
lakes have a median S:N between 1:1 and 2:1, indicating that, while area change in pro-
glacial lakes is primarily due to multi-annual trends, sub-annual variations still strongly
impact proglacial lake area. A median S:N of 1.5:1 in proglacial lakes tells us that only
two-thirds of observed lake area change in proglacial lakes is likely to be representative
of long-term behavior. Studies using a limited number of images to represent lake area
for long periods must be cautious that observed lake area at any given point in time may
not be representative of long-term trends.

4.3. Physical Challenges of Remote Sensing Ice-marginal Lake Area

The manual review of 2676 individual images containing an automated lake obser-
vation and 1461 additional images of the same scenes at times when a lake was not delin-
eated provides insight into the difficulties of automated delineation of ice-marginal lakes.
Despite the overall success of the automated method in images without physical obstruc-
tions, it frequently produced inaccurate delineations in low quality imagery. During man-
ual review, we removed any inaccurate lake delineations (Section 2.4), so they do not af-
fect the results presented above. However, it is worthwhile discussing the sources of clas-
sifier error because they highlight general challenges of remote sensing investigations of
ice-marginal lakes. The majority (2362 of 3192, 74%) of missing or incorrect delineations
were due to cloud cover and the presence of icebergs within the lake (Supplemental Figure
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56). These physical obstructions pose fundamental limitations on how well a pixel-based spec-
tral image classifier can delineate ice-marginal lakes.

Pixel-based spectral image classifiers operate with minimal spatial context, with each pixel
classified independent of its neighboring pixels. As a result, pixel-based classifiers are incapable of
distinguishing a pixel of intact glacial ice from that of icebergs floating within the lake. In summer,
calving events distribute icebergs across the lake surface, often resulting in underestimation of the
true lake area. We observe that some icebergs persist for multiple years, and frequently
have spatial distributions that are difficult to filter out algorithmically. While morpholog-
ical filtering can remove isolated small icebergs, large aggregates of icebergs that raft to-
gether at a lake’s outlet are more difficult to distinguish and remove. Finally, clouds often
partially or entirely obscure the lake surface, even in composite imagery, resulting in underesti-
mates of lake area at those times (Supplemental Figure S6a-d).

Beyond these physical obstructions, cold sediment-laden lake water is very similar in spectral
appearance to thinly debris-mantled glacier ice (Supplementary Table S1). This spectral similarity
poses a challenge to spectral pixel-based image classifiers, and can result in erroneously high esti-
mates of lake area if terminal portions of the glacier are classified as part of the ice-marginal lake.
These issues make accurate automated delineation of ice-marginal lake change from remotely-
sensed data challenging, and most frequently result in overestimation of a lake’s true area (Supple-
mental Figure S6e).

Mosaicking multiple images to produce cloud-free composite imagery can mitigate some,
but not all of these issues. Composite imagery simply “smears” floating icebergs across
the lake surface and does not change the spectral similarity of ice-marginal lake water and
debris-mantled glacier ice. Further, the long temporal intervals required to produce high
quality cloud-free imagery fundamentally limit the temporal resolution of Alaskan ice-
marginal lake studies and may conceal important short-term dynamics. As observed in
our monthly composites, short time span composites cannot effectively eliminate all
clouds or ice cover. Thus, the impact of physical obstruction upon automated lake delineation
processes increases in severity as the temporal resolution of the study becomes finer, even if mosa-
icking is used. Recent advances in smallsat earth imaging technology may facilitate daily coverage
and even higher temporal resolution studies [37,38], particularly in regions of high cloud cover like
the Gulf of Alaska.

Without manual review, as was conducted in this study, physical obstruction causes
erroneous variations in lake area estimates that are difficult to distinguish from real fluc-
tuation in lake area. Such erroneous variations confound estimates of physically mean-
ingful lake area change. These classifier errors will be in addition to the physical sub-an-
nual variability in lake area discussed in Section 4.2. Therefore, our suggestion of error
bounds for a single observation of lake area should be taken as a minimum estimate, upon
which classifier error (due to physical obstruction and resulting misclassification) will fur-
ther increase the uncertainty of true lake area.

4.4. Potential Biases in Estimates of Short-term Lake Area Variability

Ice-marginal lakes included in the final dataset are predominantly proglacial (80%;
56 proglacial lakes of 70 ice-marginal lakes), with less representation from ice-dammed
lakes. Ice-dammed lakes can feature periodic outburst floods [7], making their area espe-
cially variable. Ice-dammed lakes that undergo regular outburst flooding often feature
dense iceberg cover: rapid lake stage reduction during drainage cause serac falls from the
ice dam, which then float across the lake’s surface as stage rises again. Due to our encoun-
tered difficulty in automated delineation of iceberg-filled lakes (Section 4.3), our study
likely undersamples ice-dammed lakes that undergo regular drain-and-fill sequences
(e.g., Hidden Creek Lake dammed by Kennicott Glacier, Alaska [39,40]). This under-
sampling of active ice-dammed lakes means that we likely underestimate the true magni-
tude of short-term area variability for ice-dammed lakes. Therefore, the results we present
in Section 3 are likely more reliable for proglacial lakes, and should be taken as a minimum
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estimate of the short-term area variability for ice-dammed lakes, and then only for the
largest and least iceberg-filled ice-dammed lakes.

5. Conclusions

We find that ice-marginal lakes in south-central Alaska have increased in area over
the 2013-2019 period; in contrast, near-glacial but nonglacial lakes demonstrate very little
change. All study lakes exhibit a substantial amount of variability on sub-annual time-
scales, with an individual observation of lake area differing from the lake’s average lake
area at that time by about 10.6% in median, regardless of whether the lake is ice-marginal
or nonglacial. This variability can obscure identification of lake change trends if the lake
is sampled too infrequently. Even in proglacial lakes, which show a strong growth signal
over the study period, only 66% of lake area variation (in median) can be attributed to
long-term patterns, with the remainder caused by sub-annual fluctuations. The magni-
tude of short-term variations for lakes of a similar size is similar between ice-marginal and
nonglacial lakes, suggesting that a non-glacial process such as regional water balance fluc-
tuations may drive the variations. We encourage future studies to critically evaluate the
impact of short-term variability, and associated processes, upon long-term estimates of
ice-marginal lake area change.
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cle/10.3390/rs13193955/s1, Table S1: Average values of each land-cover class in the datasets used for
image classification; Table S2: Categories of lake behavior and cutoff values used; Figure S1: Anno-
tated ground-truth validation dataset; Figure S2: Landsat 8 imagery of an example ice-dammed lake
and automated delineations; Figure S3: Distribution of lakes by changing behavior; Figure 54: Me-
dian lake residuals and interquartile ranges per observational period; Figure S5: Summary results
of manual review of automated delineations; Figure S6: Examples of classification failure modes.
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