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habitual change point detection algorithm, Perfomalist [1], in com-
bination with XGBoost [3] and a time series feature-based voting
classi�er. The supervised classi�cation system corrects the mistakes
made by the automated change point detection system, thereby in-
creasing the accuracy of the annotated change points and reducing
the human workload in this process.

The rest of this work is structured as follows: Section 2 presents
time series features and distance measures we use, as well as the Per-
fomalist change point detection and XGBoost. Section 3 describes
the statistical anaylsis of the MongoDB data. Section 4 presents
our approach, as well as the results of the change point detection.
Section 5 summarizes our results and depicts the future work ahead.

2 BACKGROUND
2.1 Time Series Features
We compare the time series before and after the possible change
point to detect a change point. The time series before the change
point starts with either the �rst measurement or the last con�rmed
change point and ends with the previous measurement of the pos-
sible change point. The other time series includes the possible
change point itself and its subsequent measurement. We assume
that a change point can only be found between the second and the
last value of a measurement series.

To describe a possible change point, we examine how the behav-
ior of the time series changed because of that point. In other words:
We calculate the di�erence (�) of di�erent time series features de-
scribing the time series before and after the possible change point.
The time series features used are listed in Table 1.

Table 1: List of time series features used in our study.

Feature Description

Mean The mean value of the time series
SD The standard deviation of the time series
Hurst The Hurst exponent [7] describes how similar the time

series is to some part of itself
Alpha Parameter for the level component in Holt’s linear trend

method [8] �tted to the time series.
Beta Parameter for the trend component in Holt’s linear trend

method �tted to the time series.

2.2 Time Series Distance
To determine how dissimilar the time series before the possible
change point is to the time series after the change point, we calculate
the time series distance between these two time series. If we apply
a geometric distance, we could, for instance, the dynamic time
wrapping as the time series vary in length. However, the results
would then be di�cult to interpret. Therefore, we use the zoomed
ranking approach [6] applied to time series [2]. Mathematically, the
distance between two time series )8 and )9 is de�ned as:

3 ()8 ,)9 ) :=
5’

<=1

|5)8 ,< � 5)9 ,< |
max

:={1,...,B }/{8 }
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where )1, . . . ,)B are all time series, B is a positive integer, and
5)8 ,1, . . . , 5)8 ,@ are the descriptive time series features of time series
)8 . The distance between two time series is in the interval [0,1),
where 0 means that the time series are equal with respect to their de-
scriptive features. The larger the distance, the more heterogeneous
the two time series are.

2.3 Perfomalist
Perfomalist [1] is a web-based tool for detecting anomalies and
change points. The tool uses a method called SETDS - Statistical
Exception and Trend Detection System, a variation of the Statistical
Process Control method applied to time series data. The central idea
of the method is EV (Exception Value). EV indicates the severity
of anomalies and is a magnitude of exception. This is calculated as
the di�erence between the control limits and the actual anomalous
data points. The �rst occurrence of any change would appear as an
anomaly and then may become a normality (new norm). As a result,
severity analysis of all the anomalies collected over time provides
an opportunity to �nd phases in the data history with di�erent
patterns. To detect change points between phases, all roots of the
following equation must be found:

(⇢+ ) (C) = 0, (2)

where t is the time. Using this method, the Perfomalist returns all
the change points found in the input time series data.

3 STATISTICAL ANALYSIS
To better understand the change points, we examined the provided
dataset using statistical analysis. To this end, for each triaged point
(false or true positive), we calculated the time series features before
and after that point, as described in Section 2.1. Then, we calculated
the delta feature (�) as the di�erence between the feature before
and after a triaged point for each of these points and features. We
also calculated the time series distance for the time series before
and after a triaged point.

In the �rst analysis, we tested the normality for all these cal-
culated features with the Shapiro Wilk test: All features are not
normally distributed. To this end, we perform a median analysis
and show the results in Table 2. The table shows median values of
the features with their 1st to 3rd quartiles for change points (true
positive) and misclassi�ed change points (false positive), respec-
tively. We used the Fisher’s exact test (in the case of fewer than
�ve points) or Chi-square tests to compare the medians between
the two classes: The median values are signi�cantly di�erent, so
there is an actual di�erence between the medians. For instance, the
�Mean exhibits a median value of 0.83 for true change points and
0.37 for misclassi�ed change points. Accordingly, this feature is
a good indicator of whether a particular point might be a change
point.

The second analysis investigates how the time series distance
for change points behaves across the di�erent projects. The results
are presented in Table 3, where we apply the Wilcoxon rank-sum
and signed-rank test to check whether the di�erence is signi�cant.
We also list the number of true and misclassi�ed change points
for each project. It is worth noting that almost all projects have a
similar distance of about 2.4; however, the project sys-perf has a
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True Positive False Positive p-value

�Mean 0.83 [0.69;0.91] 0.37 [0.19;0.60] 2.20E-16
�SD 0.05 [0.02;0.10] 0.14 [0.07;0.20] 2.20E-16
�Hurst 0.19 [0.00;0.40] 0.38 [0.04;0.46] 8.69E-132
�Alpha 0.34 [0.11;0.50] 0.21 [0.09;0.46] 6.86E-79
�Beta 1.00 [0.96;1.00] 1.00 [1.00;1.00] 5.61E-01
Distance 2.53 [2.20;2.86] 2.42 [2.15;2.68] 2.17E-56

distance of 1.79 and 1.44, and thus, the change points in this project
may be harder to detect.

Table 3: Comparison of time series distances across di�erent
MongoDB projects. We list the true positives and false posi-
tives as TP and FP, respectively.

Project Median Distance p-value Number
TP FP TP FP

����������� 2.83 2.41 9.34E-294 1362 2513
������������4.2 - 1.91 - 0 13
������������4.4 2.30 2.65 2.42E-04 12 914
������������5.0 2.79 2.48 7.04E-45 674 598
�������� 2.47 2.36 2.51E-15 3204 2944
���������4.0 1.77 1.04 4.71E-05 20 36
���������4.2 2.44 2.42 7.17E-01 69 216
���������4.4 2.67 2.35 9.90E-23 291 905
���������5.0 1.79 1.44 4.98E-04 1358 202

Lastly, we are interested in how well the points can be separated
by splitting the data according to the median of the total population
of a particular time series feature see Table 4. To investigate whether
the distribution of the points is signi�cant, we apply the Chi-square
test. Since we used the median value of the total population, the
number of points below and above the median is ’identical’. For
example, if we use only the �Mean to classify triaged points into
true change points and misclassi�ed change points, we can detect
5708 out of 6910 true change points.

4 DETECTION OF CHANGE POINTS
4.1 Voting based on Time Series Features

(Classi�cation)
Based on the statistical analysis performed in Section 3, we build
a voting system for classifying change points (see Figure 1). More
speci�cally, for a potential change point, we calculated the time
series features before and after the possible change point and calcu-
lated the di�erence between the two sets of features, as described
in Section 2. Then, for each of these delta features, we perform a
binary decision (1 = change point; 0 = no change point), as shown in
Figure 2. To not rely on a single delta-features, we applied a voting
system. Each delta feature has a weight (derived from the statistical
analysis), and the weighted decisions are summed up. Then the
sum is normalized by the sum of the weights (⇠3.46), and if the

Table 4: Comparison of time series features according to the
change points.

True Positive False Positive p-value

�Mean >= 0.62 5708/7666 1958/7666 2.20E-16
�Mean < 0.62 1282/7665 6383/7665
�SD >= 0.09 2016/7666 5650/7666 2.20E-16
�SD < 0.09 4974/7665 2691/7665
�Hurst >= 0.31 2729/7666 4937/7666 3.88E-136
�Hurst < 0.31 4261/7665 3404/7665
�Alpha >= 0.26 3963/7666 3703/7666 7.09E-52
�Alpha < 0.26 3027/7665 4638/7665
�Beta >= 1.00 3572/7666 4094/7666 1.34E-02
�Beta < 1.00 3418/7665 4247/7665
Distance >= 2.48 4012/7666 3654/7666 6.32E-63Distance < 2.48 2978/7665 4687/7665

Table 5: Evaluation of the voting approach.

Accuracy Sensitivity Speci�city

Without distance 0.6962 0.7721 0.6056
With distance 0.7797 0.8065 0.7476

normalized sum is greater than 0.5, the potential change point is a
real change point.
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Figure 2: Voting system used for change point classi�cation
using the time series features.

To investigate this voting system, we classify each triaged point
(false positive or false positive). We also investigate whether using
the time series distance increases or decreases the accuracy. The
results are given in Table 5. Without the distance, the voting system
has an accuracy of ⇠70%, while using the distance, the accuracy is
⇠78%.

4.2 Perfomalist (Detection)
In addition to the classi�cation based on the voting system, we also
require the detection of change points (see Figure 1). To this end, we
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Table 2: Median analysis of the considered time series fea-
tures.
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applied Perfomalist to �nd change points within a time series. We
investigated only the time series that contained labeled points (false
negative, true positive, not triaged, or under submission) to have
ground truth. The results are shown in Table 6. Overall, Perfomalist
found 4691 of 6990 true change points (true positive) and 2110
misclassi�ed change points (false positive) in these time series. In
addition, Perfomalist labeled 1490 not triaged points as change
points and found 9930 change points that were not annotated.

Table 6: Distribution of change points discovered by Perfo-
malist.

True Positive False Postive Not Triaged Not Annotated

4691 2110 1490 9930

Based on the true and false positive labeled change points in the
data set, we calculated the accuracy of the detection of Perfomalist.
The results are listed in Table 7. Perfomalist exhibits an accuracy
of ⇠71%.

Table 7: Accuracy, Sensitivity and Speci�ty of the change
points identifed by Perfomalist.

Accuracy Sensitivity Speci�city

0.7124 0.6898 0.7305

4.3 Perfomalist information with Voting in
XGBoost

To combine the classi�cation of the voting system and the detection
by Perfomalist, we use XGBoost [3] as an intermediary between
these two approaches (see Figure 1). The idea is that XGBoost gets
the time series features, the decision of the voting system, and the
information from Perfomalist to detect and classify change points.
More speci�cally, XGBoost should learn whether the voting system
or Perfomalist classi�ed a change point or made a mistake based
on the time series features.

To train XGBoost, we split the time series containing labeled
points into 90% training and 10% test. To avoid arbitrary splitting,
we split the data set ten times. For each split, the XGBoost model
receives as input the time series features (�Mean, �SD, �Hurst,
�Alpha, �Beta, and Distance), the decision of the voting system
and the detection results from Perfomalist and as label whether a
point is a change point or not.

The results of testing the XGBoost model are shown in Table 8.
The values given are the averages over the ten splits. Combining
the voting system with the information provided by Perfomalist
increases the accuracy to ⇠83% and has a sensitivity and speci�city
above ⇠80%.

4.4 Threats to Validity
We perform all experiments only with the time series containing
labeled points. Therefore, we cannot generalize the results to the
entire data set. However, we are con�dent that our approach would

Table 8: XGBoost results in an increase of accuracy, sensitiv-
ity, and speci�city in detecting and classifying change points.

Accuracy Sensitivity Speci�city

Voting 0.7797 0.8065 0.7476
Pefomalist 0.7124 0.6898 0.7305
XGBoost 0.8290 0.7906 0.8609
Max. improvement 0.1166 0.1008 0.1304

provide similar accuracy for the rest of the data set. The methods
and time series features used were selected by trial-and-error. There
may be better features or methods available. Finally, the entire
approach is trained based on the labels of the data set, i.e., the
approach relies on the correctness of these data.

5 CONCLUSION
MongoDB’s automatic performance tests triggered after each com-
mit allow them to �nd performance regressions and maintain the
quality of their software. Although they apply a detection algorithm
to �nd potential change points, the labeling is done by experts. To
avoid or reduce humans in the loop, we propose an automatic ap-
proach to change point detection and classi�cation in this paper.
The key idea is to combine time series features describing the time
series behavior before and after a potential change point, a voting
system based on statistically determined rules, and an anomaly
detection algorithm to address this task. Our results show that we
are able to automatically detect and classify change points in the
MongoDB dataset with 83% accuracy. Based on these results, we
are con�dent that our approach can reduce the human e�ort in this
process.
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