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ABSTRACT

The ease of reproducibility of digital artifacts raises a growing con-
cern in copyright infringement; in particular, for a software product.
Software watermarking is one of the promising techniques to verify
the owner of licensed software by embedding a digital fingerprint.
Developing an ideal software watermark scheme is challenging be-
cause i) unlike digital media watermarking, software watermarking
must preserve the original code semantics after inserting software
watermark, and ii) it requires well-balanced properties of credibil-
ity, resiliency, capacity, imperceptibility, and efficiency. We present
SoftMark, a software watermarking system that leverages a func-
tion relocation where the order of functions implicitly encodes a
hidden identifier. By design, SoftMark does not introduce addi-
tional structures (i.e., codes, blocks, or subroutines), being robust
in unauthorized detection, while maintaining a negligible perfor-
mance overhead and reasonable capacity. With various strategies
against viable attacks (i.e., static binary re-instrumentation), we
tackle the limitations of previous reordering-based approaches. Our
empirical results demonstrate the practicality and effectiveness by
successful embedding and extraction of various watermark values.
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1 INTRODUCTION

Today, a vast usage of digital data makes our life convenient by
sharing them with others due to its trivial reproducibility by na-
ture. However, the ease of both data duplication and distribution
raises unfavorable consequences, that is, copyright infringement
when digital contents (e.g., pictures, movies, TV episodes, software)
are illegally copied, distributed, or publicly presented without the
owner’s permission. The number of disputes over copyrights on pi-
rated materials gradually increases; in particular, software piracy is
a significantly growing concern. According to the survey conducted
by BSA [10], 37% of the whole software around the globe have been
estimated as illegitimate or unlicensed with the commercial value
of $46.3 billion.

Digital watermarking is one of promising techniques for recog-
nizing the originality of digital works. It covertly inserts a unique
digital fingerprint into digital contents such as text, image, audio,
and video so that the ownership of the contents can be identified
by revealing the embedded fingerprint. In a similar vein, software
watermarking is a technique that aims to provide the digital finger-
print of a software product by inserting certain information that
represents its owner or distributor. Then, the identifier of every
software copy offers the traceability because it belongs to a unique
customer upon the purchase of software.

Software watermarking is effective against an adversary who
wants to run a copyrighted program free of charge, revealing nei-
ther the identity of the attacker nor the original owner of the pro-
gram. The adversary may attempt to reverse-engineer a watermark
embedding process as well as unauthorized detection. While it is
nearly impossible to achieve complete prevention against all viable
attacks, a desirable software watermarking scheme should be able to
provide a sufficient level of stealthiness and resilience that renders
such attacks extremely expensive, or severely discourages attackers.
To this end, as with previous work [14, 21, 23, 27, 42, 49, 67], we
identify key properties (requirements) of software watermarking
techniques: Credibility, Capacity, Imperceptibility, Resiliency, Spread,
and Efficiency (See ğ2 in detail).

For the last few decades, diverse software watermarking [23,
28, 70] approaches have been proposed, including reordering-
based [22, 30, 51, 53, 55], graph-based [14, 18, 32, 48, 49, 69],
obfuscated-based [4, 5, 11, 15, 33, 41, 66], and branch-based [26]
approaches. Depending on where/how the watermark is inserted
and verified, software watermarking techniques in the literature
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can be classified into static [4, 22, 30, 32, 41, 48, 49, 51, 53, 55] or
dynamic [14, 18] approaches. A static watermarking technique
does not need to run a program whereas a dynamic watermark-
ing technique extracts a watermark at runtime. Unfortunately, we
observe that the existing approaches have difficulty in achieving
desirable balances between the properties, particularly resiliency
and imperceptibility.

In this paper, we propose SoftMark, a software watermarking
technique on top of a function relocation scheme. Since reliable re-
location of binary functions is extremely challenging, our technique
is highly resilient against varying attacks including unauthorized
detection, illegal corruption and collusion. Moreover, SoftMark is
implicitly encoded, leveraging the location of pre-selected functions
in a target program; each order of the functions maps into a secret

identifier.
Our watermarking scheme has addressed several drawbacks of

previous reordering based approaches [22, 42] by adopting fruit-
ful strategies that impose significant challenges to watermark-
ing corruption techniques via static binary instrumentation. First,
SoftMark does not introduce any codes, blocks, or subroutines to a
target program, which empirically demonstrates negligible runtime
and space overheads. Second, the presence of a watermark is diffi-
cult to reveal by a statistical analysis or inference unless multiple
instances are collusively collected. Third, SoftMark conveys a rela-
tively high capacity for watermark encoding, which is proportional
to the size of a program (i.e., A set of n functions can represent up to
⌊log2 n!⌋ bits). Fourth, the design of SoftMark shows a reasonable
resiliency even under semantic-preserving code transformation by
inserting multiple watermarks across a broad spectrum of functions.
It is noteworthy mentioning that we select a set of unique functions
with a variety of strategies that make reliable code transformation
challenging. To implement SoftMark, we employ CCR [35], a spe-
cial compiler toolchain that emits metadata for instrumenting a
variant with a watermark.

In summary, we make the following contributions:

• We propose SoftMark, an efficient watermarking system via a
function relocation based encoding, resolving most of the prior
limitations.
• We have designed and implemented a prototype of SoftMark

to meet the requirements of a practical software watermarking
technique against various viable attacks.
• We experimentally evaluate SoftMark with real world appli-
cations, demonstrating the effectiveness and practicality of our
approach.

The source code of SoftMark will be publicly available in the near
future to foster further watermarking research.

2 SOFTWARE WATERMARKING

In this section, we discuss the definition, requirements, existing
approaches and threat model of software watermarking.

2.1 Problem Definition

The objective of software watermarking is to provide a reliable iden-
tification service to be able to claim the ownership of a software
product. In a nutshell, software watermarking consists of two sepa-
rate processes: i) embedding a unique signature and ii) extracting

the signature for verification. Formally, the processes of software
watermarking are defined as follows:

Definition 1. Given an original program (P ) and a watermark
(W ), software watermarking consists of two functions; i) a water-
mark embedder function is Fembed (P ,W ) = PW where PW is a
program with the embedded watermarkW , and ii) a watermark
extractor function, Fextract , extracts the watermarkW ′ from PW

with metadataMv , and verifies the extracted watermarkW ′ with

Fextract (PW ,Mv ) =

{

W
′ ifW =W ′ (Valid),
−1 ifW ,W ′ (Invalid)

2.2 Requirements

As with previous work [14, 21, 23, 27, 42, 49, 67] on software wa-
termarking, we informally define six key properties (metrics) to
evaluate the effectiveness of the watermarking scheme. Note that
any watermarking system exhibits a trade-off between these metrics;
a high capacity (data rate) implies low stealth and resilience.

• Resiliency: A watermark must be robust against varying cor-
ruption attempts: waterwark invalidation, tampering, addition
or deletion. Moreover, even when a target software with the
watermark has been altered, an ideal watermark scheme should
maintain its validity or (at least) remain partially recoverable.
• Spread: An ideal watermark should be distributed all over a
program to protect as many parts as possible. A well-distributed
watermark offers probabilistically better resiliency.
• Credibility: A watermark should be reliably recoverable for the
proof of the authorship. A false positive case (i.e., extracting a
watermark from software without a watermark) or false negative
case (i.e., failing to extract a watermark from software with a
watermark) should be minimal.
• Capacity: A watermarking algorithm should be able to convey
a certain amount of information (i.e., data rate) within a target
program. It is desirable to quantitatively compute the maximum
length of the watermark that can be encoded inside the program.
• Efficiency: A watermarking scheme should have a negligible
impact on a target program in terms of performance and space
overhead.
• Imperceptibility: A watermark should be stealthy (like invisi-
ble or inaudible data from video/audio files) enough not to be
detected by an adversary. A program with the watermark must
be indistinguishable from another without the one.

2.3 Threat Model

It is a common belief that, a determined adversary with a suffi-
cient amount of resources will eventually be able to defeat any
watermarking systems. Hence, our objective is to develop a wa-
termarking technique that substantially thwarts every reasonable
effort with feasible resources in practice, rather than building an
unbreakable scheme. With this in mind, in this section, we describe
a threat model with several assumptions, followed by a group of
viable attacks.

Code Signing. A program can be digitally signed to prevent unau-
thorized changes [34]. Code signing involves with a cryptographic
signing process using a public/private key pair that uniquely be-
longs to a program owner where the public key has been certified
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bits as in Table 1. In principle, an individual watermark has a one-
to-one mapping with a particular order of selected functions; e.g.,
112 can be encoded at the order of F3śF1śF2 in Figure 1 (b).

Table 1: Function Order and Watermark Mapping.

Function Order F1śF3śF2 F2śF1śF3 F2śF3śF1 F3śF1śF2

Watermark Value 002 012 102 112

Watermark Embedding. In our scheme, inserting a watermark
essentially means generating a variant of the original program with
relocated functions where the order of functions representing the
watermark. Such code transformation inherently involves with a
vast number of updating instructions such as immediate operands.
Going back to the example, direct call/jump instructions (e.g., E8 or
E9 in x86) can be trivially updated by recalculating the immediate
operands ( A ). However, indirect call/jump instructions require
reference updates in a jump table that resides in the data region ( B ),
which is non-trivial. A runtime error would occur if any exercising
code pointer update were failed. Moreover, successful function
relocation requires a clear function boundary ( C ) because it may
break the original semantics otherwise.

To exemplify, the values at 0x400998 in (b) in the data section
point to the call instructions at 0x4006FC and 0x400706 that
have been relocated from 0x40089D and 0x4008A7. If any of those
addresses has not been updated properly, the program would cause
a runtime error. Similarly, the function pointers at 0x400210 in
(b) that point to the function 2 and 3 must be appropriately up-
dated according to the functions’ new addresses. This imposes a
non-trivial challenge to those who attempt to compromise our wa-
termark by relocating functions. Moreover, another challenge is
to identify an accurate boundary between code pointers and raw
data. In this example, the values in purple at 0x402040 in (a) and
0x400220 in (b) are scalar data (i.e., not code pointers) between
two jump tables, which are indistinguishable from surrounding
code pointers. To launch a successful attack, an adversary should
be able to differentiate the boundary of code and data, which is
undecidable. SoftMark takes advantage of a special compilation
toolchain [35] that produces metadata for reliable static binary in-
strumentation (e.g., function boundary and jump table), and record
unique information for a watermark when generating a mutation
corresponding to the watermark. Note that the metadata produced
by [35] is critical and kept secret from adversaries (Details in ğ7).

Watermark Extraction. It is straightforward to extract an em-
bedded watermark. We can identify the order of functions with the
recorded information, followed by decoding a watermark according
to Table 1. Ensuring the integrity of a target binary, we discuss the
case when the binary has been compromised in ğ4.4.

4 SOFTMARK DESIGN

This section describes the design of SoftMark that satisfies the
requirements (ğ2.2) against various attacks (ğ2.3) when embedding
and extracting a watermark.

4.1 Overview

Figure 2 depicts aworkflow of SoftMark. First, we employ a special
compiler toolchain [35] to compile a given program from the source

code. During the compilation, the toolchain generates metadata
(e.g., locations of functions) for reliable static binary instrumenta-
tion, required for our watermarking embedding. We call the pair
of the binary and metadata master binary. Second, we analyze the
binary and choose n reorderable function candidates that can repre-
sent k bits of data with different orders of the n functions. Then, we
generate a variant of the target program with a unique fingerprint
via reordering of n functions. We also record the fingerprint and
its associated identifier in a ledger (accessible merely by a product
owner). Third, we extract the watermark from a binary by identify-
ing the function order. Finally, a user associated with the extracted
watermark is identified by looking it up the ledger.

4.2 Benefits of Our Approach

The benefit of a static approach, including SoftMark, is twofold:
i) inexpensive; it can be easily adopted in large-scale applications
at a low cost, ii) robust; a dynamic approach relatively suffers from
watermark corruption as reversing techniques advance.

Advantages over Existing Techniques. We aim to mitigate pre-
vious drawbacks to meet the requirements of software watermark-
ing (ğ2.2). Our function-reordering-based watermark approach of-
fers the following three advantages. First, reordering functions is a
semantic preserving transformation; that is, watermark insertion
does not affect the original program’s semantic because SoftMark

does not introduce any additional code, blocks or subroutines to a
target program. While the relocated functions may change cache
behaviors at runtime, our assessment demonstrates that its impact
on the performance overhead is negligible (ğ6.5.2). Second, intro-
ducing no supplementary structure gives a relatively lower chance
for attackers to recognize the presence of a watermark with a statis-
tical analysis or inference. One conceivable scenario is a collusive
attack that acquires multiple instances with different watermarks,
which may unveil the presence of a watermark (i.e., by identify-
ing the locations of the same functions between the instances).
Nonetheless, our watermark stays resilient against any attempt
of watermark extraction (ğ4.4) because the mapping information
between a watermark and an order is still concealed in a private
ledger. Third, the number of reorderable functions can reach up to
an increasingly large number of encodings (i.e., n!with n functions);
e.g., 10 different functions can produce millions of permutations,
offering a high data-rate encoding as the size of an application (and
typically the number of functions) increases.

Existing Reordering-based Approaches. Reordering-based
techniques are the closest existing approaches to SoftMark. How-
ever, unlike SoftMark, they suffer from three major limitations.
First, they are perceptive; Myles et al. [42]’s approach could be
easily detectable because its implementation relies on inserting a
large number of GOTO statements to maintain the original con-
trol flow. Second, they are forgeable; rearranging a structure can
be accomplished with a trivial effort [52, 53, 55]. Third, they are
fragile; watermarks were not resilient to arbitrary modifications at
the instruction level [28].

4.3 Watermark Embedding

In this section, we develop various techniques used in SoftMark

to enhance the effectiveness of watermark embedding.
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6.4 Capacity

We compare our approach with the one from Davidson et al. [22]
that is based on basic block reordering in terms of capacity. As
shown in Table 6, the data rate of SoftMark is significantly higher
than that of the Davidson’s approach (up to 15 times for 482.sphinx3).
This is because our approach depends on the number of possible
function candidates, in contrast, Davidson’s approach predomi-
nately relies on the maximum number of basic blocks within a
function. The downside of the latter approach arises from which
the largest number of basic blocks has nothing to do with the size
of a program, which may not be sufficient to represent a watermark.
For example, 403.gcc has 2.5 timesmore functions than 400.perbench,
however, the maximum representable bits is rather 20% smaller. We
discuss the capacities of other watermarking techniques that cannot
be directly compared with SoftMark in ğ7.

Table 6: Comparison of capacity (i.e., maximum number of

representable bits) between SoftMark and Davidson’s ap-

proach [22] that relies on the largest block size in a function.

Program SoftMark Davidson-Myhrvold

Name Size (KB) Functions Bits Basic Blocks Bits

400.perlbench 1,423 895 7,491 683 5,451
403.gcc 3,728 2,206 21,326 534 4,073
433.milc 148 88 446 20 61
445.gobmk 3,923 857 7,119 135 765
456.hmmer 339 237 1,532 46 191
458.sjeng 156 78 382 74 357
464.h264ref 685 259 1,708 160 945
482.sphinx3 210 155 909 20 61

addr2line 1,180 704 5,649 142 815
ar 1,213 739 5,982 142 815
bfdtest1 1,165 686 5,479 142 815
cxxfilt 1,179 705 5,659 142 815
nm-new 1,195 721 5,810 142 815
objcopy 1,410 867 7,217 181 1,101
objdump 2,474 988 8,409 186 1,139
ranlib 1,213 739 5,982 142 815
size 1,180 708 5,687 142 815
strings 1,180 705 5,659 142 815
strip-new 1,410 867 7,217 181 1,101
ctags 1,495 1,150 10,039 178 1,078
lighttpd 195 136 772 85 426
vsftpd 118 143 822 87 439
pscp 713 664 5,273 99 518
psftp 722 671 5,338 99 518
puttygen 391 328 2,273 144 829
cgtest 405 335 2,332 141 808

6.5 Efficiency

6.5.1 Size Overhead. The size of a watermark-inserted binary stays
identical because SoftMark does not introduce additional struc-
tures such as codes, blocks or subroutines to a target program (ğ4.3).
We confirmed that each binary with a watermark for evaluation
does not increase a code size.

6.5.2 Performance Overhead. The rightmost column in Table 4
shows the performance overheads of SPEC CPU2006 binaries af-
ter embedding a watermark with SoftMark. For each binary, we
measured the overall CPU user time for the completion of all in-
ternal tests by taking the average time across five runs, using both
the original and its corresponding variant with a watermark. The

Table 7: Differences in embedding time according to water-

mark values and size changes (related to Figure 7, 8). Embed-

ding time only shows a difference of less than 1 second on

the alteration of a watermark value or size.

Embedding Value (256 bits) Embedding Bits

Name Value #1 Value #2 Value #3 64 128 256

456.hmmer 1.8 1.8 1.8 1.7 2.6 1.8
nm-new 10.0 10.4 10.2 10.3 10.2 10.4
objdump 21.5 21.8 21.5 22.5 22.3 21.7
puttygen 2.1 2.1 2.1 2.1 2.2 2.1

largest overhead is reported with 456.hmmer , 1.1%, which is neg-
ligible. Interestingly, the performance of 400.perlbench, 433.milc,
445.gobmk, and 458.sjeng demonstrates slightly better than their
original (master) binaries. We attribute those speedups in better
caching behavior from a code region due to different code localities
after function relocations, which aligns with the results from [35].

6.5.3 Efficiency of Embedding and Extraction. We evaluate the ef-
ficiency of our watermarking embedding and extraction process.
Recall that we operate two different modes for a watermarking
extraction depending on the assumption of a binary status: i) un-
modified (identical) and ii) modified (compromised). Both cases
refer a bookkeeper to identify the location of every function, but
SoftMark carries out a block search differently; the former em-
ploys a regular expression for performance where the latter em-
ploys a disassembly for deep binary inspection to recognize code
alteration.

Unmodified Binaries. A default watermarking extraction with a
regular expression in Table 4 shows pre-analysis, embedding and
extraction of three different watermarks. A pre-analysis step exam-
ines the property of a function such as its uniqueness and indirect
branches within. 403.gcc takes the longest time; that is, 346, 97, and
5, 5 seconds for pre-analysis, embedding, and extraction, respec-
tively. Except for three programs (403.gcc, 445.gobmk, objdump), an
embedding process takes less than 20 seconds, which is reasonable
in practice. An extraction process takes up to 5.5 seconds where
most of cases can be done within a few seconds.

Modified Binaries. Watermarking extraction with a disassembly
in Table 4 shows that it takes longer time than handling a unmodi-
fied binary. This is mainly due to a substantial analysis to investigate
potential attacks such as code transformation. A pre-analysis time
varies, ranging from 12 seconds for 433.milc to 55.6 hours (220, 270
seconds) for 403.gcc, depending on the size of a program. However,
it is a one-time processing per each binary. The duration of em-
bedding time is quite close to that of a unmodified binary case. An
extraction process also takes longer than embedding, ranging from
5 seconds (vsftpd) to 39 miniutes (gcc).

Different Values. We test three watermark values (Value #1-#3)
by running inserting and extracting them 10 times. Note that each
value can be generated by a software vendor as a secret identifier.
Figure 7 and Table 7 depict the results of four representative pro-
grams’ results by the number of functions including 456.hmmer

(237 functions; small), puttygen (328 functions; small), nm-new (721
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Constraints on Function Relocation with CCR. To avoid in-
troducing new instructions for binary instrumentation, CCR inher-
ently restricts the positions for relocating functions when the size
of a reference (e.g., operand for a relative jump or call) is not large
enough (e.g., one or two bytes). We obey the same constaint with
CCR, however, the rate of such limited relocations is small (around
1%), which rarely affects the capacity of SoftMark. For example,
403.gcc in our dataset has 51 out of 4,329 functions (1.12%) were
constrained by this limitation.

Capacity of Other Existing Techniques. Along with ğ6.4, we
discuss the capacity of other software watermarking techniques
that cannot be directly compared to SoftMark. Sha et al. [52]
leverages an equation’s operand coefficient to encode a watermark
in Java programs, whose data rate is comparable to SoftMark

because it uses a permutation of the coefficient. A branched-based
technique [26, 43] relies on the number of branch instructions for
embedding a watermark. Although it could hold a higher data
rate even for a small program that contains many branches, the
possible encoding capacity overall may be fluctuating. Meanwhile,
an obfuscation-based approach [68] defines a hard-coded limit of
1,000 different instruction groups (i.e., 1,000 bits), which is difficult
to be expanded. Several other works [18, 20, 21, 57] demonstrate
a scheme that allows one to embed a unlimited watermark in size
by adding additional data or method into a binary. However, such
approaches are highly susceptible to be perceptible and thus easily
eliminated. A graph-based approach [12, 14, 46, 59, 65, 69] generates
a topological structure at runtime when a certain input is given.
While they have unlimited capacity since they explicitly add code
segment for the watermark, they are trivially detectable due to the
added code and data.

8 RELATED WORK

A variety of software watermarking schemes have been proposed
for the last two decades [23, 28, 70]. Software watermark technique
can be classified as either static [4, 22, 30, 41, 51, 53, 55] or dy-
namic [14, 18] according to the way of extraction, that is, a static
watermarking does not need to run a programwhereas dynamic wa-
termarking does because a watermark can be extracted at runtime
(i.e., the execution state of the program). Note that static water-
marking is more common because it is relatively handy. In this
section, we outline a major approaches for software watermarking
techniques and CCR [35], a compiler-rewriter model for our static
binary instrumentation.

Reordering-basedApproach. Diversifying code is one of promis-
ing techniques for securing and protecting software since early
days. The idea of early patents [30, 51] places an identifier into a
pre-determined (and random) location of code or data. Similarly,
Davidson et al. [22] introduces a means of inserting a signature by
relocating a group of pre-selected basic blocks. Shirali-Shahreza et
al. [55] suggest an equation reordering technique that swaps the
safe operands of mathematical equation in source code, and later
FDOS [53] introduces a scheme of function dependency-oriented
sequencing on top of reordering equations. Although the basic idea
of łreorderingž aligns with our SoftMark, the above approaches
are susceptible for i) revealing (resiliency) as it merely relies on lo-
calized piece of code; ii) being removed as a watermark is not widely

spread (i.e., poor part protection), and iii) insufficient data rate as
it depends on the largest component (e.g., number of functions or
operands) that limits encoding bits, and iv) reliable binary instru-
mentation when inserting a watermark at a binary level lacks [22].

Graph-based Approach. Another line of static watermarking
is based on a graph theory [14, 32, 48, 49]. Qu et al. [48] apply a
graph coloring (GC) problem to a register allocation of variables,
which inserts a watermark by adding edges in a given graph of
G (V ,E). Later, Jiang et al. [32] presents a software watermarking
scheme based on public-key cryptograph with GC. However, graph
coloring has no efficient algorithm (known NP complete problem).
Collberg et al. [14] proposed a dynamic watermarking technique
(dubbed CT) that is stored in the execution state of a program (e.g.,
through a graph structure on the heap).

Obfuscation-basedApproach. Balachandran et al. [4] suggest an
obfuscation algorithm that interlaces blocks across functions with
anti-disassembly techniques for concealing them.Monden et al. [41]
demonstrates the insertion of watermark into dummy methods and
opaque predicates in Java programs. Myles et al. [42] carefully an-
alyze the effectiveness between the Davidson’s reordering-based
approach [22] and Monden’s obfuscation-based approach [41] with
actual implementations using the Sandmark tool [13]. Lu et al. [39]
propose an obfuscation-based steganography technique by leverag-
ing ROP gadgets to embed certain information that can be extracted
at runtime by running the ROP gadgets. While steganography has
a slightly different purpose from watermarking, we believe it can
also be used to implement a watermark.

Other Approaches. A spread-spectrum watermarking
scheme [20, 57] has been suggested from the signal detec-
tion model in multimedia watermarking, extracting a vector from
the properties of a running program (e.g., call graph depth). Preda
et al. [21] presents a formal framework for modeling a software
watermarking technique at a semantic level by viewing attackers
as abstract interpreters. Cousot et al. [18] introduces a dynamic
watermark scheme that leverages abstract interpretation to insert
a watermark into values that are assigned to local variables at
runtime. Nagra et al. [44] suggest a precise taxonomy in the area
of software watermarking.

Compiler-assisted Code Randomization. Relocating functions
from a stripped binary is, in general, non-trivial because of impre-
cise disassembly [2], binary function recognition [1, 3, 6, 47, 54, 61],
and varying optimizations at compilation. To this end, we adopt
a compiler-rewriter cooperation approach [35] that allows for ro-
bust and fast code transformation. Simply put, it stores a minimal
set of supplementary information (including a layout, basic block,
and fixup or reference that must be adjusted after function dis-
placement) into a master binary as metadata, enabling us to carry
out static binary instrumentation without recompilation [35, 50]
on demand. The master executable is maintained along with wa-
termarking information by a program owner where those who
purchase the software possess a mutant (i.e., reordered version)
with a watermark alone.

9 CONCLUSION

In this paper, we propose a function reordering-based software wa-
termarking technique, SoftMark. It embeds a watermark, mapping
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every order of certain functions into a hidden identifier. SoftMark

does not introduce any additional code or data, making it more
stealthier than existing approaches while achieving other proper-
ties including resiliency, capacity and efficiency for a robust water-
mark scheme. Our analysis results show that SoftMark is resilient
to varying attacks while maintaining a negligible performance
overhead and reasonable capacity. Our empirical evaluation on 26
binaries (from eight SPEC CPU2006 programs and 18 real-world
programs) demonstrates that SoftMark is highly practical and
effective in embedding and extracting a watermark.
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