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Abstract— We consider the task of faithfully simulating a
distributed quantum measurement, wherein we provide a pro-
tocol for the three parties, Alice, Bob and Charlie, to simulate a
repeated action of a distributed quantum measurement using a
pair of non-product approximating measurements by Alice and
Bob, followed by a stochastic mapping at Charlie. The objective of
the protocol is to utilize minimum resources, in terms of classical
bits needed by Alice and Bob to communicate their measure-
ment outcomes to Charlie, and the common randomness shared
among the three parties, while faithfully simulating independent
repeated instances of the original measurement. To achieve this,
we develop a mutual covering lemma and a technique for random
binning of distributed quantum measurements, and, in turn,
characterize a set of sufficient communication and common
randomness rates required for asymptotic simulatability in terms
of single-letter quantum information quantities. In the special
case, where the Charlie’s action is restricted to a deterministic
mapping, we develop a one-shot performance characterization
of the distributed faithful simulation problem. Furthermore,
using these results we address a distributed quantum rate-
distortion problem, where we characterize the achievable rate
distortion region through a single-letter inner bound. Finally,
via a technique of single-letterization of multi-letter quantum
information quantities, we provide an outer bound for the rate-
distortion region.

Index Terms— Quantum measurement, distributed measure-
ments, measurement compression, channel simulation, mutual
covering, quantum Shannon theory.

I. INTRODUCTION

EASUREMENTS interface the intricate quantum world
with the perceivable macroscopic classical world by
associating a classical attribute to a quantum state. However,
quantum phenomena, such as superposition, entanglement,
and non-commutativity contribute to uncertainty in the mea-
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surement outcomes. A key concern, from an information-
theoretic standpoint, is to quantify the amount of “relevant
information” conveyed by a measurement about a quantum
state.

Winter’s measurement compression theorem [1] (also elab-
orated in [2]) quantifies the “relevant information” as the
amount of resources needed to faithfully simulate the output
of a quantum measurement applied on a given state in an
asymptotic sense. Imagine that an agent (Alice) performs a
measurement M on a quantum state p, and sends a set of
classical bits to a receiver (Bob). Bob intends to faithfully
recover the outcomes of Alice’s measurements without having
access to p, while preserving the correlation with the post-
measured state of Alice’s reference. One of the salient features
of the measurement compression theorem is that it achieves
the following asymptotic performance. If at least quantum
mutual information (I(X; R)) amount of classical information
and conditional entropy (S(X|R)) amount of common shared
randomness are available, then one can achieve faithful sim-
ulation of the measurement M with respect to the quantum
state p, where R denotes a reference of the quantum state,
and X denotes the auxiliary register corresponding to the
random measurement outcome. Wilde et al. [2] extended the
measurement compression problem by considering additional
resources available to each of the participating parties. One
such formulation allows Bob to further process the infor-
mation received from Alice using local private randomness.
In analogy with [3], this problem formulation is referred to
as non-feedback measurement simulation, while the former
is termed as simulation with feedback. This quantified the
benefit of private randomness in terms of enhancing the trade-
off between classical bits communicated and common random
bits consumed. In particular, the use of private randomness
increases the requirement of classical communication bits,
while reducing the common randomness constraint.

The problem of quantifying the information gain of a
measurement has been studied extensively. Early works
include [4]-[6]. Later on, Buscemi et al. [7]-[9] proposed
the quantum mutual information with respect to a classical-
quantum state as the measure to characterize the correspond-
ing information gain. Subsequently, Berta et al. [10] provided
a universal measurement compression theorem, generalizing
the Winter’s measurement compression theorem for arbitrary
inputs. They identified the quantum mutual information of a
measurement as the information gained by performing the
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measurement, independent of the input state on which it
is performed. The proof was based on a new “classically
coherent state merging protocol” - a variation of the quantum
state merging protocol [11], [12], and the post-selection tech-
nique for quantum channels [13]. Recently, Anshu et al. [14]
considered the problem of measurement compression with
side information in the one-shot setting. They presented a
protocol employing convex-split lemma for classical-quantum
states [15], [16] and position based decoding [17], and
bounded the communication in terms of smooth max and
hypothesis testing relative entropies. On a similar note, Renes
and Renner [18] studied the problem of sending classical
messages in the presence of quantum side information in the
one-shot setting. We direct an interested reader to [19], [20]
for a detailed discussion and results pertaining to one-shot
quantum information theory.

The measurement compression theorem [1] finds its appli-
cations in several quantum paradigms. It is a predecessor to
the quantum reverse Shannon theorem [3], [21], [22], useful
in determining the communication cost of the local purity
distillation protocol [23]-[26], and also helpful in the first
step of the so-called grandmother protocol [27] which involves
distillation of entanglement from noisy bipartite states. This
theorem was later used by Datta et al. [28] to develop a
quantum-to-classical (q-c) rate-distortion theory. The problem
involved lossy compression of a quantum information source
into classical bits, with the task of compression performed by
applying a measurement on the source. In this problem, the
objective is to minimize the storage of the classical outputs
resulting from the measurement, while being able to recover
the quantum state (from classical bits) within a fixed level
of distortion as measured by an observable. To achieve this,
the authors in [29] advocated the use of the measurement
compression protocol, and subsequently characterized the so-
called rate-distortion function in terms of single-letter quantum
mutual information quantities. The authors further established
that by employing a naive approach of measuring individual
output of the quantum source, and then applying Shannon’s
rate-distortion theory to compress the classical data obtained
is insufficient to achieve optimal rates. Further, the problem
of measurement compression in the presence of quantum side
information was studied in [2]. The authors here combined the
ideas from [1] and [30] to reduce the classical communication
rate and common randomness needed to simulate a mea-
surement in presence of quantum side information. Recently,
authors in [14] came up with a completely different technique
for analyzing the measurement simulation protocols, while
considering the problem of quantum measurement compres-
sion with side information. They provide a protocol based
on convex-split and position-based decoding, and bound rates
from above in terms of smooth max and hypothesis testing
relative entropies (defined in [14]).

In this work, we consider scenarios where the quantum mea-
surements are performed in a distributed fashion on bipartite
entangled states, and quantify “relevant information” for these
distributed quantum measurements in an asymptotic sense.
As shown in Fig. 1, a composite bipartite quantum system
AB is made available to two agents, Alice and Bob, where
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Fig. 1. The diagram of a distributed quantum measurement applied to a
bipartite quantum system AB. A tensor product measurement M4 ® Mp is
performed on many copies of the observed quantum state. The outcomes of the
measurements are given by two classical bit streams. The receiver functions
as a classical-to-quantum channel 3 mapping the classical data to a quantum
state.
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they have access to the sub-systems A and B, respectively.
Two separate measurements, one for each sub-system, are
performed in a distributed fashion with no communication
taking place between Alice and Bob. Imagine that there is
a third party, Charlie, who is connected to Alice and Bob
via two separate classical links. The objective of the three
parties is to simulate the action of repeated independent
measurements performed on many independent copies of the
given composite state. To achieve this objective, Alice and Bob
send classical bits to Charlie at rate R; and Ra, respectively.
Further, pairwise common randomness at rates C; and Co
are also shared between Alice and Charlie, and Bob and
Charlie, respectively. Charlie performs classical processing
of the received bits and common randomness. We study
two settings, based on whether or not Charlie has access to
private randomness. As an application of this quantification,
we consider the quantum-to-classical distributed rate distortion
problem where Charlie is allowed to use classical-to-quantum
channels. In this work, we focus on memoryless quantum
systems in finite-dimensional Hilbert spaces. We summarize
the contributions of this work in the following:

« We formulate the problem of faithful simulation of dis-
tributed quantum measurements that can be decomposed
as a convex-linear combination (incorporating Char-
lie’s stochastic processing) of separable measurements,
as stated in Definition 1. The asymptotic performance
limit for this problem is given by the set of all communi-
cation rates (Rj, Ry) and all common randomness rates
C1 and Cy, referred to as the achievable rate region, under
which the above-stated measurement is distributively
simulated. We devise a distributed simulation protocol
for this problem, and provide a quantum-information
theoretic inner bound to the achievable rate region in
terms of computable single-letter information quantities
(see Theorem 2). This is the first main result of the paper.

« In the special case of the above problem formulation,
where the Charlie’s action is restricted to a deterministic
mapping, we develop a one-shot performance characteri-
zation of the distributed faithful simulation problem (see
Theorem 3). This characterization is based on a modular
approach. As a corollary to this result, we develop a
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characterization of an inner bound to the asymptotic
performance limit (see Theorem 4).

« As an immediate application of our results on the simula-
tion of distributed measurements, we develop an approach
for a distributed quantum-to-classical rate distortion the-
ory, where the objective is to reconstruct a quantum state
at Charlie, with the quality of reconstruction measured
using an additive distortion observable. The asymptotic
performance limit is given by the set of all communi-
cation rate pairs (R;, R2) at which the distortion D is
achieved. For the achievability part, we characterize an
inner bound in terms of single-letter quantum mutual
information quantities (see Theorem 5). This is the second
main result of the paper. The classical version of this
result is called the Berger-Tung inner bound [31].

« We then develop a technique for deriving converse bounds
based on a combination of tensor-product and direct-
sum Hilbert spaces (also referred to as a multi-particle
system). Using this technique, we derive a single-letter
outer-bound on the optimal rate distortion region (see
Theorem 6), by converting a multi-letter expression into
a single-letter expression. This is the third main result of
the paper.

As was pointed out in [26], the measurement compression
theorem [1] is a generalization of the classical reverse Shannon
theorem [14] and can be viewed as a quantum-to-classical
channel simulation problem. Similarly, the distributed mea-
surement compression problem addressed in our work can be
viewed as a distributed multi-party quantum-to-classical chan-
nel simulation problem. and can pave the way to considering
the multi-party extensions of problems such as entanglement
distillation and remote state preparation. Further, this work
also develops new tools such as the mutual covering lemma
and the mutual packing lemma which can be promising tools
for many emerging quantum network applications. Moreover,
in the recent applications of the distributed paradigms, a net-
work of limited qubit-capacity quantum computers, connected
through classical and quantum channels, are used to solve
problems in a distributed manner by casting known centralized
algorithms into their distributed versions [32]-[35].

The organization of the paper is as follows. In Section II,
we set the notation and state requisite definitions. In Section III
we state all the main results developed in this work. Toward
developing the proof of these results, for pedagogical reasons,
we first consider a special case in Section IV. For this special
case, we restrict the processing at Charlie to a deterministic
function and characterize the performance of a faithful simu-
lation protocol in a one-shot setting. We achieve this by first
obtaining a one-shot measurement compression theorem in a
point-to-point setting (Theorem 7), wherein Bob is absent.
Then we employ this result on the individual components
(M4 and Mp) of the joint measurement M 4p, separately,
to obtain a theorem characterizing the performance of a dis-
tributed measurement compression protocol (see Theorem 3).
As a corollary, we further provide an asymptotic quantum
information-theoretic inner bound to the achievable rate region
of the distributed measurement compression problem (see
Theorem 4). As a result, faithful simulation of M 4 is possible
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when at least nI(U; R4) classical bits of communication
and nS(U|R4) bits of common randomness are available
between Alice and Charlie. Similarly, a faithful simulation of
Mp is possible with nI(V; Rp) classical bits of communi-
cation and nS(V|Rp) bits of common randomness between
Charlie and Bob, where R4 and Rp are purifications of
the sub-systems A and B, respectively, and U and V' denote
the auxiliary registers corresponding to their measurement
outcomes. The challenge here is that the direct use of single-
POVM compression theorem for each individual POVMs,
M 4 and Mp, does not necessarily ensure a “distributed” faith-
ful simulation of the overall measurement, M 4. To accom-
plish this, we develop a Mutual Covering Lemma (see
Lemma 4), which also helps in converting the information
quantities in terms of the reference R of the joint state p4p.

Further, an interesting aspect about the distributed setting
is that one can further reduce the amount of classical com-
munication by exploiting the statistical correlations between
Alice’s and Bob’s measurement outcomes. The challenge here
is that the classical outputs of the approximating POVMs
(operating on n copies of the state p4p) are not independent
identically distributed (IID) sequences — rather they are
codewords generated from random coding. For this we develop
a proposition for mutual packing (Proposition 2), that charac-
terizes the binning rates in term of single-letter information
quantities. This issue also arises in classical distributed source
coding problem which was addressed by Wyner-Ahlswede-
Korner [31] by developing the Markov lemma and the Mutual
packing lemma. The idea of binning in quantum setting has
been explored from a different perspective in [30] and [36] for
quantum data compression involving side information. Toward
the end of the section, we also provide an example to illustrate
the inner bound to the achievable rate region.

In Section V, we apply this special setting of the distrib-
uted measurement simulation with deterministic processing
to the g-c distributed rate distortion problem. Since the proof
of the inner bound of this rate distortion problem requires only
the special case of distributed measurement simulation, this is
another reason for providing the special case in the previous
section.

In Section VI, we consider the non-feedback measure-
ment compression problem for the point-to-point setting. The
authors in [2] have discussed this formulation and provided
a rate region with a proof of achievability and converse.
However, in their proof, the authors assume two inequalities
[2, Eq. 53 and 54], which may not necessarily be true [37]
(further details are provided in Section VI). A stronger version
of this theorem is also developed in [10] using a different
technique, wherein the authors have extended the Winter’s
measurement compression for fixed independent and identi-
cally distributed inputs [1] to arbitrary inputs. Since the result
is crucial for the distributed simulation problem with stochastic
processing, to be proved in the next section (Section VII),
we formally state the problem and provide an alternative proof
of the direct part for completeness (see Theorem 8).

Finally, the above proof of non-feedback simulation in
the point-to-point setting provides us with necessary tools
for the next task, namely, distributed quantum measurement
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simulation with stochastic processing. The objective of incor-
porating the additional processing at the decoder is to reduce
the required shared randomness. Our objective in the distrib-
uted problem, considered in Section III-B, was to simulate
M4 ® Mp. We achieve this by proving that a pair of POVMs
that can faithfully simulate M4 and Mp individually, can
also faithfully simulate M4 ® Mp (Lemma 4). However,
it will be shown that, because of the presence of Charlie’s
stochastic processing, decoupling the current problem into two
symmetric point-to-point problems is not feasible. Therefore,
we perform a non-symmetric partitioning while being analyti-
cally tractable. Toward this we develop a non-product covering
lemma (see Proposition 7). Moreover, we provide a single-
letter achievable inner bound that is symmetric with respect
to Alice and Bob. We conclude the paper with a few remarks
in Section VIII.

II. PRELIMINARIES

We here establish all our notations, briefly state few nec-
essary definitions, and also provide Winter’s theorem on
measurement compression.

Notation: Given any natural number n, let the finite set
{1,2,--- ,n} be denoted by [1,n]. Let B(H) denote the
algebra of all bounded linear operators acting on a finite-
dimensional Hilbert space H. Further, let D(H) denote the set
of all unit trace positive operators acting on H. Let I denote
the identity operator. The trace distance between two operators
A and B is defined as |A — B 2y |A — B|, where for any
operator A we define |A] 2 J/ATA. The von Neumann entropy
of a density operator p € D(H) is denoted by S(p). The
quantum mutual information for a bipartite density operator
paB € D(Ha ®Hp) is defined as

I(4; B), 2 S(pa) + S(pB) — S(pap)-

Given any ensemble {p;, p; }ic[1,m]> the Holevo information,
as in [38], is defined as

x({pi, pi}) 2 S(me) = 2, piS(pi).

A positive operator-valued measure (POVM) acting on a

Hilbert space H is a collection M é{Am}mE;( of positive
operators in B(H) that form a resolution of the identity:

Zszl,

reX

Ay >0,Vz e X,

where A is a finite set. If instead of the equality above,
the inequality >, A, < I holds, then the collection is said
to be a sub-POVM. A sub-POVM M can be completed to
form a POVM, denoted by [M], by adding the operator
Ao 2(I — .. Az) to the collection. Let ¥%, , denote a purifi-
cation of a density operator p € D(H.4). Given a POVM
M é{A;;‘}gce;‘g acting on p € D(H ), the post-measurement
state of the reference together with the classical outputs is
represented by

(id @ M)(W5,1) £ Y [oXa @ Tral(IF @ AR} (1)
TeX
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Consider two POVMs My = {AZ},cx and Mp =
{Af}yey acting on H 4 and Hp, respectively. Define M4 ®
Mp 2{A2 ® AP} ex yey. With this definition, M ® My is
a POVM acting on H4 ® Hp. By M®" denote the n-fold
tensor product of the POVM M with itself.

Definition 1  (Joint  Measurements): A  POVM
Map é{AfB}ZeZ, acting on the joint state pap €
D(Ha ® Hp), is said to have a separable decomposition
with  stochastic integration if there exist POVMs
My é{Af}ueu and Mp é{Af}vev and a stochastic
mapping Py v : U x V — Z such that

AZP éZ:PZ\U,V(ZWW)Af ®A], Vzez,

u,v

where U,V and Z are some finite sets. Further, if the mapping
Pzy,v is a deterministic function then the POVM is said to
have a separable decomposition with deterministic integration.

Measurement Compression Theorem: Here, we provide a
brief overview of the measurement compression theorem [1].
A key concern, from an information-theoretic standpoint,
is to quantify the amount of “relevant information” con-
veyed by a measurement about a quantum state. Winter
quantified “relevant information” by measuring the minimum
amount of classical information bits needed to “simulate” the
repeated action of a measurement M on a quantum state p.
In this context, an agent (Alice) performs an approximating
measurement M (™) on a quantum state p®" and sends a set
of classical bits to a receiver (Bob). In addition, Alice and Bob
share some amount of common randomness. Bob intends to
faithfully recover the outcomes of the original measurement
M without having access to the quantum state based on
the bits received from Alice and the common randomness.
The objective is to minimize the rate of classical bits under
the constraint that the approximating measurement M (™) is
faithful to the actual measurement M®" with respect to the
state p®". This is formally defined in the following.

Definition 2 (Faithful Simulation [2]): Given a sub-POVM
M é{Aw}m_;/\g acting on a Hilbert space H 4 and a density
operator p € D(Ha), a sub-POVM M é{f\z}zex acting on
‘H 4 is said to be e-faithful to M with respect to p, for ¢ > 0,
if the following holds:

SHUSHED N NZESES SN |

TeX

+ Tr{([ - ZAz)p} +Tr{(I - Zf\z)p} <e.
2

Alternatively, one can complete the POVMs M and M by
associating [ — >, v Ay and I — 3, A, with additional
symbols 0 and 0, respectively, and thus obtaining POVMs [M ]
and [M], defined on X [ J{0,0}. Stating the above definition
for [M] and [M] gives the same as in [2, Definition 3].
Further, the above trace norm constraint can be equivalently
expressed in terms of a purification of state p using the

following lemma.
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Lemma 1: [2, Lemma 4] For any state p € D(H) with any
purification U/, ,, and any pair of POVMs M and M acting
on H, the following identity holds

|(d@M) (W5 4) = (id@MY W ) |1 = n/p(Az = Aa) /ol
3)

where A, and ]Xx are the operators associated with M and
M, respectively.

Theorem 1: [I1, Theorem 2] For any ¢ > 0, any density
operator p € D(H,4), any POVM M acting on the Hilbert
space H 4, and for all sufficiently large n, there exists a
collection of POVMs M (" for y e [1,N], each act-
ing on H%", and having at most 2"% outcomes such that
% (n) & ¥ 2 M) s e-faithful to M®" with respect to
p 103 1f

1
R>I(U;R)s, and Elog2N+R>S(U)U,

where oy 2(id ® M)V 4).
Remark 1: A strong converse of the above result is also
provided in [1, Theorem 8§].

III. MAIN RESULTS

In this section, we provide the main results of the paper.

A. Simulation of Distributed POVMs With Stochastic
Processing

We begin by considering the simulation of distributed
POVMs with stochastic processing. Consider a bipartite com-
posite quantum system (A, B) represented by a Hilbert Space
Ha ® Hp. Let pap be a density operator on H4 ® Hp.
Consider a joint measurement M4p on the system. Imagine
that three parties, named Alice, Bob and Charlie, are trying
to collectively simulate the joint measurement, using two
measurements, one applied on each sub-system. The resources
available to these parties are: some amount of classical com-
mon randomness pairwise shared among them, and classical
communication links of specified rates between Alice and
Charlie, and Bob and Charlie. Alice and Bob perform mea-
surements MXL) é{Afi} and M](gn) é{Al]i’} on n copies of
sub-systems A and B, respectively. The measurements are
performed in a distributed fashion with no communication
taking place between Alice and Bob. Based on their respective
measurements and the common randomness, Alice and Bob
send some classical bits to Charlie. Upon receiving these
classical bits, Charlie applies a stochastic processing operation
on them, given by P(+|l1,[2), and then wishes to produce an n-
letter classical sequence. The objective is to construct n-letter
measurements MXL) and M ](Bn) that minimize the classical
communication and common randomness bits while ensuring
that the overall measurement induced by the action of the three
parties is close to M%7, Further, the operators of the given
measurement M 4p admit a decomposition of the form given
in Definition 1. We formally define the problem as follows.
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Fig. 2. The diagram depicting the distributed POVM simulation problem
with stochastic processing. In this setting, Charlie additionally has access to
unlimited private randomness.

1) Problem Formulation: The problem is defined in the
following.

Definition 3 (Distributed Protocol): For a given finite set Z,
and a Hilbert space H4 ® Hp, a distributed protocol with
stochastic processing with parameters (n, 1,0z, N1, No) is
characterized by

1) a collection of Alice’s sub-POVMs Mé’“),m € [1, V]
each acting on H%" and with outcomes in [1,©;].

2) a collection of Bob’s sub-POVMs M}B’“),ug € [1, No]
each acting on H$" and with outcomes in [1, Os)].

3) a collection of Charlie’s classical stochastic maps
Pr2) (271 1y) for all Iy € [1,041],12 € [1,04],2™ € 27,
w1 € [1,N1], and ps € [1, No].

The overall sub-POVM of this distributed protocol, given
by Map, is characterized by the following operators:

1
Z P(“h”?)(znﬂl,lg)
NNy = 11€[1,01],l2€[1,02]

X Al‘?’(’“) ®Ai’(“2), V2" e Z",

T A
A B

where Afi’(“ Y and Ag’(“ 2) are the operators corresponding to

the sub-POVMs M {"*) and NI*?), respectively.

In the above definition, (©1,©03) determines the amount
of classical bits communicated from Alice and Bob to Char-
lie, respectively. Ny and N, denote the amount of pair-
wise common randomness. The classical stochastic maps
P(““Q)(znﬂl, lo) represent the action of Charlie on the
received classical bits.

Definition 4 (Achievability): Given a POVM M 4p acting
on Ha ® Hp, and a density operator pap € D(Ha ® Hp),
a quadruple (Rq, Ra,C1,Cb) is said to be achievable, if for
all ¢ > 0 and for all sufficiently large n, there exists a
distributed protocol with stochastic processing with parameters
(n, 01,02, N1, N2) such that its overall sub-POVM Mg is
e-faithful to M} with respect to p&7 (see Definition 2), and

1 1
—log,©; < R;+e€, and —log, N; <C;+e i=1,2.
n n

The set of all achievable quadruples (R;, R2, Cy, Cy) is called
the achievable rate region.

2) Main Result: The following theorem provides an inner
bound to the achievable rate region. The proof of the theorem
is provided in Section VII, while some of the tools required
for the proof are developed in Section VI.
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Theorem 2: Given a density operator pap € D(HAQHp),
and a POVM Map = {A2B} .z acting on H 4 @ Hp having
a separable decomposition with stochastic integration (as in
Definition 1), a quadruple (R;, R2,C1,C9) is achievable if
the following inequalities are satisfied:

Ry 2 I(U; RB)o, — I(U;V)gy,

Ry =2 I(V;RA)y, — I(U; V)4,
Ri+Ry 2 I(U; RB)o, + I(V; RA)6y,—I(U; V) gy,

Ri+C1 2 I(U;RZ) 6y — I(U; V),

Ro+Cy =2 I(V;RZ) oy — I(U; V)ps,
R1+Ry+Cy 2 I(U;RZ) 5y + I(V; RA) 6,—I(U; V) s,
Ri+Ry+Cy =2 I(V;RZ)py + I(U; RB) oy —I(U; V),
Ri+Re+C1+Cy 2 I(UV; RZ )0y, 4

for some decomposition with POVMs M4 = {A2},c and
Mp = {AJ},ev and a stochastic map Py v :U XV — Z,
where the above information quantities are computed
for the auxiliary states RUB =(idp ® My ®
idp) (V55), ofAY S(idn @ idA ® Mp)(VEip),
and ogiivZ 2 2w NPAB (Ad ®AD) Jpas ®
Prju,v (zu,v) [uXul ® [vXv] ® [2Xz]. and WET, is a
purification! of p4p.

Remark 2: An alternative characterization of the above rate
region can be obtained in terms of Holevo information. For

this, we use the canonical ensembles {7}, p'}, {\F, pP} and
{)\w ,pAB} defined as

STe{A%pa}, ABETr{ABpg),
)\AB STr{(A2® AB)pAB} and

~AA
pli‘:A—A\/pAAu\/pA, Py = AB\/pBA VPB;
o A
Pav = AAB VPas(AL @ AY)Npas. ®)

Note that the post-measurement states corresponding to the
outcomes u and v are given by ()T, (pE)T and (p2AE)T,
where transposes are defined with respect to the eigenbasis
of the corresponding density operators. This entails that the
states p-*, p5 and pAP defined above have the same spectrum
as the states 1nduced on the purifying reference R after the
measurement. However, these canonical states are not on
the same “operational level” as the latter. Further, we define
the following ensemble {)\., p.} as

Az 2 Z Z )\ffPZ|UV(z|u,v) and

uel veV
A A ~AB
p== 2 D) Puviz(uvl2)pi?,
ueU vey

with Py iz(u,vlz) = AP - Pruv(z|u,v)/A. for all

(u,v,2) € U x V x Z. With this ensemble, we have
(U RB)G'I - X ({Auapf}) V RA - X ({Av 7ﬁ'u })’
and I(UV;RZ),, = IUV;Z) + X({/\w aly) -

x ({Az, p2})-

!The information theoretic quantities remain independent of the purification
used in their definitions.
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B. One-Shot Simulation of Distributed POVMs With
Deterministic Processing

We now consider simulation of distributed POVMs with
deterministic processing. Recall from the discussion in
Section I that the motivation behind the restriction to deter-
ministic processing is that the proof becomes modular, and
also forms a first pedagogical step towards the distributed
simulation with stochastic processing (Theorem 2). Due to the
modularity of the proof, we were able to develop a one-shot
version of the proof. In the following, we state the problem
formulation and provide the theorem statement.

1) Problem Formulation: In this formulation, Charlie’s
processing is restricted to a deterministic mapping. More
precisely, in the (n,©1,02, N1, N3) protocol as defined in
Definition 3, the Charlie’s action is given by the collection
of decoding maps f(#1:#2) . [1,0;] x [1,03] — Z™ for
H1 € [LNI]vMQ € [LNQ]

The overall sub-POVM of this distributed protocol, given
by Map, is characterized by the following operators:

A

1 A1) o A Bi(n2)
AZ":M—NZ D L 1y 1=y Ay Y @ A2

2#1;#2 l1€[1,08],
lgE[l,@]

(6)

Vz" € Z", where Afz’(’“) and Ag’(’“) are the operators

corresponding to the sub-POVMs MX”) and M ](3“2), respec-
tively. The achievable rate region can also be defined in a
correspondingly straightforward way.

2) Main Results: We now provide two theorems character-
izing the performance of faithful simulation protocols, one in a
one-shot and the other in an asymptotic quantum information
theoretic settings which form our main results on faithful
simulation of distributed measurements with deterministic
processing. The proofs of these theorems are provided in
Section IV-B and IV-C.

Theorem 3 (One-Shot Distributed Faithful Simulation):
Consider a density operator pap € D(Ha ® Hp) and a
sub-POVM M p £{A4 ® AP}, vey acting on Ha ® Hp.
Suppose there exists total subspace prOJectors 1I,,,1I,,, and
codeword subspace projectors {I12},c/, {12} ¢y, acting on
Ha and Hp, respectively, satisfying:

TY{H/)Aﬁu} z1—e, TI‘{HI)BpAvB} z1—e,

Te{II} p3} 21— e, T{IIZpP} > 1— e, (7a)
Tr{HPA} < Dla Tr{HPB} < D2a
1
M puThy < 10, TPV < 3 g ab)
2
HPApAH/)A < pA7 HpoBHpB X PB,
o TLy < pry, TP pPTE < pf, (7c)
1 _
My, pall,, < FHPA7 VPA il < lePA7

HPB7 \/pBiln B < fQHpsv (7d)

where €; € (0,3), 0 < d; < D;, and f;, F; > 0 for i = 1,2,
and p2 and pZ are defined in (5). Let W € U x V be an

1
HPB pBHPB < F
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arbitrary set. Let K7 and K» be arbitrary positive integers
such that |U/| > K7 and |V| > Ks. Then for any T; < K; for
i = 1,2, there exists a distributed protocol with deterministic
processing for the finite set &/ x ) and the Hilbert space
Ha ® Hp, with parameters (1,73, T, N1, N2) such that

EpAB(MAB,MAB) <oy +ap+ap,

where
A /\ 261
aA(ElleaKl):
(1+61 V- uZeZ:/{
K1€1d1 1
0 4D N- _ 260
+ f(e1,601) + 4D, 1eXp[ 12 + 204,
(8)
A 262
ap(ez, No, Ko) = ————————— > 4/ +
(1 +62 N ;
K2€2d2 2
0 4D+ N- _ = 26
+ f(e2,62) + 4D, QGXP[ A2 + 204,
9)
aP(€1;€2;K1;K27N1;N27T17T2aW)éZOéA+2aB

2 [ ML IWIK L K
(]. + 61)(1 + 62) (]. - 91)(1 - 92)T1T2

A B B
L KWy <1 L MK ) L KaWpAR
(1 - 00Ty 1-0s)) " (=0T,

(rs 280 55
-0 ) |k
ME2T (AP (A ® A)
AL B, Wy 2 maxyey {u (u,v) €

Wp & maxuey [{v @ (u,0) € W}, Af}l

maxy, )\A and
A A
M2 0121 — 2 M, 6,21 — 3, AB,

e, )=[4\/E+4«/e+2 e+ 4v2( 1—9)«/e+\/2]/(1 +
¢), and AMB(We) & 2uvyewe NAB.

Remark 3: Note that the terms o4 and o can be identified
as the one-shot expressions for the errors induced in approxi-
mating each of the sub-POVMs {Aﬁ}ueu and {A%},ey, using
their respective approximations. This approximation employs
the one-shot version of the measurement compression theorem
(Theorem 7), which is developed as a part of the proof in
Section IV-B. Within a4, the exponential term corresponds
to the error probability that the approximating operators do
not constitute a valid sub-POVMs in random coding, the
term involving square-root of the probabilities corresponds
to the classical soft covering error, and the term f(e,®)
corresponds to the error incurred because of the use of gentle
measurement lemma with regard to the total subspace and
codeword subspace projectors. Likewise, the term ap captures
the additional error introduced by compressing the classical
outcomes of the above distributed measurement using the
technique of binning. The binning is used to reduce the
rate of transmission by exploiting the classical correlations
present in the measurement outcomes, using a many-to-one
transformation. The information lost in this transformation
is recovered at the receiver using a relation modeled by a

+ 2248 (We) +

(10)

and with  marginals

WH,

max, \B

v s
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bipartite sub-graph W of U x V. The twice of a4 +ap within
ap captures the effect of binning on the event corresponding to
not being able to cover the sources using the approximating
sub-POVMs. A4B(W¢) captures the event where under the
original sub-POVM, the measurement outcomes do not satisfy
the above set relation. The final term captures the error due to
binning of the approximating sub-POVMs.

As a corollary to the above theorem, we obtain the following
asymptotic inner bound to the achievable rate region.

Theorem 4: Given a density operator pap € D(Ha @ Hp)
and a POVM Mg é{A?B}Zez acting on H 4 ®H g, and hav-
ing a separable decomposition with deterministic integration
(as in Definition 1), a quadruple (R1, Ra, C1, C2) is achievable
if the following inequalities are satisfied:

Ry =2 I(U;RB)y, — I(U;V)s,, (11a)
Ry > I(ViRA)y, — I(U;V)s,, (11b)

Ry + Ry 2 I(U; RB),, + I(V;RA),,
—I(U;V)ps, (11c¢)
Ri+Ci= S(U|V)g3, (11d)
Ry 4+ Ca= S(V|U) s, (11e)
Ry +Ro+C1=2 I(V; RA) g, + S(U|V)o,,  (111)
Ri+ Ry +Cy= I(U;RB)gl +S(V|U)g3, (11g)
Ri+ R+ C1L+Co= S(U,V)g,, (11h)

for some decomposition with POVMs M4 = {A2},c and
Mp = {AB},cy and a function g : U x V — Z, where the
information quantities are computed for the auxiliary states

RUB =(idp @ M4 ® ldB)(\I/l;éqBB) U?AV (idp ® ida ®
MB)(\III;{ABB) and O'RUV (ldR X MA X® MB)(\I/?{%BB) with
Wi, being a purification of pap.

Remark 4: An alternative characterization of the above rate
region can be obtained in terms of Holevo information. Using
the canonical ensemble, we obtain

I(U; RB)g, = S(RB)g, — S(RBIU)UI
=S Nepd) = 2 S (h) = x (AL} s
ueld ueld

where the second equality follows by noting S(RB),, =
S(pa), pa = Y.y MNapiy, and using the result from
[39, Eq. 11.54]. Similarly, we get I(V;RA),, =

x ({AB,pE}) . Also, I(U;V)g,, and S(U,V),, are equal to
the classical mutual 1nf0rmat10n and joint entropy with respect
to the joint distribution {\AF}, respectively.

uv

C. Distributed Rate-Distortion Theory

As an application of faithful simulation of distributed mea-
surements (Theorem 4), we consider the distributed extension
of g-c rate distortion coding [28]. This problem is a quantum
counterpart of the classical distributed source coding. In this
setting, consider a memoryless bipartite quantum source, char-
acterized by pap € D(HA®Hp). Alice and Bob have access
to sub-systems A and B, characterized by pa € D(Ha)
and pp € D(Hp), respectively, where ps = Trp{pas}
and pgp = Tra{pap}. They both perform a measurement
on n copies of their sub-systems and send the classical bits
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to Charlie. Upon receiving the classical bits sent by Alice
and Bob, a reconstruction state is produced by Charlie. The
objective of Charlie is to produce a reconstruction of the source
pap within a targeted distortion threshold which is measured
by a given distortion observable.

1) Problem Formulation: We first formulate this problem as
follows. For any quantum information source, characterized by
paB € D(Ha ® Hp), denote its purification by U725

Definition 5 (q-c Source Coding Setup): A q-c source
coding setup is characterized by a triple (¥75%5, Hy,A),
where U7 € D(Hr @ Ha ® Hp) is a purification of pap,
H  is a reconstruction Hilbert space, and A € B(HrR®H ),
which satisfies A > 0, is a distortion observable.

Next, we formulate the action of Alice, Bob and Charlie by
the following definition.

Definition 6 (q-¢ Protocol): An (n,01,03) g-c proto-
col for a given input and reconstruction Hilbert spaces
(Ha®Mp, Hy) is defined by POVMs M ") and M " acting
on H®” and H®” with ©7 and ©5 number of outcomes,
respectlvely, and a set of reconstruction states .S; ; € D(Hg’?")
for all 4 € [1,04],7 € [1,O2].

The overall action of Alice, Bob and Charlie, as a g-c
protocol, on a quantum source p4p is given by the following
operation

Ny gy pAgHZm (A @AD)REY Siy, (12)
%]

where {A/'} and {AF} are the operators of the POVMs M

and M ](3”), respectively. With this notation and given a q-c
source coding setup as in Definition 5, the distortion of a
(n =1,01,03) g-c protocol is measured as

) ST {A (([dr @ Ny, ) (F5)) } -

For an n-letter protocol, we use symbol-wise average dis-
tortion observable defined as

_ ZA X ®I®n]\l,

d(pAB7NABt—>X

13)

where A R, %, is understood as the observable A acting on the
ith instance space Hp, ® Hy, of the n-letter space H®" ®
H®" With this notation, the distortion for an (n, ©, @2) q-c
protocol is given by

d(pR N s prscr)
A n)(; B
:Tr{A( )(1d®./\/ WB”}—)X")(\II?{:’A"B")}

where U725, g is the n-fold tensor product of W77, which
is the given purification of the source.

The authors in [28] studied the point-to-point setup of the
above formulation wherein Bob is absent. They considered a
special distortion observable of the form A = }; sc Az ®
|£XZ|, where Az > 0 acts on the reference Hilbert space and
X is the reconstruction alphabet (please see [28, Sec. 4] for
more details). In this paper, we allow A to be any non-negative
and bounded operator acting on the appropriate Hilbert spaces.
Moreover, we allow for the use of any c-q reconstruction
mapping as the action of Charlie.
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Definition 7 (Achievability): For a q-c source coding setup
(U5, Hy, A), a rate-distortion triplet (Ry, Rz, D) is said
to be achievable, if for all ¢ > 0 and all sufficiently large n,
there exists an (n,©1,03) g-c protocol satisfying

1
—log,©; < Ri+¢, =12,
n

d(pRE N yn gy xn) < D +e,

where N npgnsxn 18 defined as in (12). The set of all
achievable rate-distortion triplets (R, R, D) is called the
achievable rate-distortion region.

Our objective is to characterize the achievable rate-distortion
region using single-letter information quantities.

2) Main Result: An Inner Bound: We provide an inner
bound to the achievable rate-distortion region which is stated
in the following theorem. We employ a gq-c protocol based
on a randomized faithful simulation strategy involving a time
sharing classical random variable () that is independent of the
quantum source. This can be viewed as a conditional version
of the faithful simulation problem considered in Section III-B.
The proof of the theorem in provided in Section V.

Theorem 5: For a g-c source coding setup (U, H ¢, A),
any rate-distortion triplet (R, R, D) satisfying the following
inequalities is achievable

Ry

Ry

= I(U; RB|Q)01 _I(U§V|Q)037
=1
Ri+Ry =1
D>=d

Va RA|Q)02 - I(Ua V|Q)U3v
U; RB|Q)U1 + I(Va RA|Q)02 -

paBsNyp, %)

I(U; V|Q)os,

/\r\/\/—\

for POVM of the form Map = ¥, o Po(q)Mi®M}, where

A A
for every g € Q, MY ={A}9} ey and ML ={AB9},cy are
POVMs acting on H 4®H g, and reconstruction states {Sy, 4}
with each state in D(H ), and some finite sets ¢/, and
Q. The quantum mutual information quantities are computed

puses quQ Q(@)(idr®
B A

M4 ® idp)(Vi) © loXal, o3*V9RY, o Pola)

(idp @ ida ® MLV ® lgXql, and
A . )AB

o3 VO SN o Polq)idr ® M4 @ ME) (W) ® laXal,

where (U, V) represents the output of Mg, and N, , ¢ :
pAB = Zuﬂ;,q PQ (q) TI'{(Af’q ® Af’q)pAB} Su:'”v‘]'

according to the auxiliary states o}

Remark 5: Note that for the auxiliary state o1, we have

J{%Q = TI‘UB{O'{%UBQ}

= ZPQ ) Truap {Z{ (Irp @ AD)(VELR) ® IUXUI}

ueld

® |gXql
= ZPQ ) Tragp {{(IRB ® ) AZ)(‘I’%%BB)}} ® lgXq
ueU
= PR ®ZPQ ) laXal,

which gives I(R;Q),, = 0. Similar statements hold for the

states oo and o3.
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One can observe that the rate region in Theorem 5 matches
in form with the classical Berger-Tung region when p4p is a
mixed state of a collection of orthogonal pure states. Note that
the rate region is an inner bound for the set of all achievable
rates. The single-letter characterization of the set of achievable
rates is still an open problem even in the classical setting.
Some progress has been made recently on this problem which
provides an improvement over Berger-Tung rate region [40].

3) Main Result: An Outer Bound: In this section, we pro-
vide an outer bound for the achievable rate-distortion region.
The proof of this theorem is provided in Section V.

Theorem 6: Given a q-c source coding setup
(VA Hy, A), if any triplet (Ri, Ry, D) is achievable,
then the following inequalities must be satisfied

Ry = I(Wy; R|Ws, Q) (14a)
Ry = I(Wa; RIW1,Q)s, (14b)
Ry + Ry = I(W1, Wa; R|Q)o, (14c)
D> Tr{AaRX}, (14d)

WiWaRQX

for some state o which can be written as

oMW QRX (id ®NAB>—>W1 W2QX)(‘P§%BB%

where W1, W5 and @ represent auxiliary quantum states, and
NauBsw,waox 1S @ quantum test channel with I(R; Q) = 0.

Remark 6: One may question the computability of the outer
bound provided in Theorem 6. The computability of this bound
depends on the dimensionality of the auxiliary space Hq
defined in the theorem. Currently, we are unable to bound
the dimension of the Hilbert space Hq, but aim to provide
one in our future work. As a matter of fact, the current outer
bounds for the equivalent classical distributed rate distortion
problem still suffers from the computability issue. The first
outer bound to the classical problem was provided in [31] and
a recent substantial improvement was made by authors in [41].
Both of these bounds suffer from the absence of cardinality
bounds on at least one of the variables used, and hence cannot
be claimed to be computable using finite resources.

IV. PROOFS: DISTRIBUTED SIMULATION OF POVMS
WITH DETERMINISTIC PROCESSING

A. Overview of Proof Technique and an Illustrative Example

Before providing a proof in the next section, we briefly
discuss two corner points of the rate region with respect to
the common randomness available. To reduce the number
of free parameters, let C éCl + C5. Firstly, consider the
regime where the sum rate (R; + Rp) is at its minimum
achievable, i.e., equation (11c) is active. This requires the
largest amount of common randomness, given by the constraint
C = S(U|RB)y, + S(V|RA),,. Next, let us consider the
regime where C' = 0. This implies R1+Ry > S(U,V),,. This
regime corresponds to the quantum measurement M4 ® Mp
followed by classical Slepian-Wolf compression [42]. Fig. 3
demonstrates the achievable rate region in these cases.

We encounter two challenges in developing the single-
letter inner bound to the achievable rate region as stated in

1093

N
R
2 m c=0
SW) gy} B C>SUIRB),, +S(VIRA),,
1(V; RA),, €~}--
S(UIV)g,
I(V;RA),, — I(U,V),,
S0 SWay g

I(U; RB),,, ~ 10, V), 100;RB),,

Fig. 3. The inner bound to the achievable rate region given in Theorem 4
at two planes: 1) with no common randomness, i.e., C' = 0 (green color),
and 2) with at least S(U|RB)s, + S(V|RA)s, amount of common
randomness (blue color). As a result, the latter region contains the former.

Theorem 4: 1) The direct use of single-POVM compression
theorem, proved using random coding arguments as in [1], for
each individual POVMs, M4 and Mp, does not necessarily
ensure a “distributed” faithful simulation for the overall mea-
surement, M 4 ® Mp. This issue is unique to the quantum
settings. One of the contributions of this work is to prove
this when the two sources A and B are not necessarily
independent, i.e., pap # pa ® pp (see Lemma 4).

2) The classical outputs of the approximating POVMs
(operating on n copies of the source) are not independently
and identically distributed (IID) sequences - rather they
are codewords generated from random coding. The Slepian-
Wolf scheme [42] (also referred to as binning in the litera-
ture) is developed for distributed compression of IID source
sequences. Applicability of such an approach to the problem
requires that the classical outputs produced from the two
approximating POVMs are jointly typical with high proba-
bility. This issue also arises in classical distributed source
coding problem which was addressed by Wyner-Ahlswede-
Korner by developing the Markov Lemma and the Mutual
Packing Lemma (Lemma 12.1 and 12.2 in [43]). Building
upon these ideas, we develop quantum-classical counterparts
of these lemmas for the multi-user quantum measurement
simulation problem (see the discussion in Section VII-A.2 and
Proposition 2).

Let us consider an example to illustrate the above inner
bound.

Example 1: Suppose the composite state pap is described
using one of the Bell states on H4 ® Hp as

1
A
ptP = B (100 45 + |11} 4 5) (K00| 4 g + 11| 4 5) -

Since 74 = Trp pA8 and 78 = Tr, pAB, Alice and Bob
would perceive each of their particles in maximally mixed
states 4 = % and 78 = ;, respectively. Upon receiving
the quantum state, the two parties wish to independently

measure their states, using identical POVMs M, and Mp,
1 1 1 1
given by §|OX0| , §|1><1| , §|+X+| , §|—><—| . Alice and

Bob together with Charlie are trying to simulate the action of
M4 ® Mp using the classical communication and common
randomness as the resources available to them (as described
earlier). We compute the constraints given in Theorem 4.
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Considering the first constraint from (11a), we evaluate o' ?

as

U%[B (|0><0|U®|0><0|B+|1><1|U®|1><1|B
+[2X2ly ® [+X+[p + 13)3ly ® |-X~I5 )
where the vectors {|0>,[1);,[2); ,|3);} denote a set of
orthogonal states on the space . Based on this state, we get
S(0f7F) = 8(o7F) =2, S(ofF) = 5(0
S(o¥) = 2.

This gives I(U; RB),, to be equal to 1 bit. Similarly, from

the symmetry of the example, we also get I(V; RA),, to be

equal to 1 bit. Similarly, we can evaluate oy as

1 . -
V= (52 iXily ®1iXily
i+4

Z Z Z><Z|U(>§|H10d (.75 )XmOd (.77 )|V>7

z 0j=i+2

2 =1,

which gives

S(U,V)g, =35 and I(U;V)y, = 0.5.

Therefore, we can write the constraints given in Theorem 4
as

R =205, R;>0.5, R+ Ry >1.5, R1+Cl>1.5,
Ro+Cy 215, Ri+R+Cp =2
Ri+ Ry +Cs > 2.5, and R1+R2+01+02235

Consider the case when C' = C7 + Cy > 2 is available.
By approximating M4 and Mp individually, we receive a
gain of 1 bit, decreasing the rate from S(U),, = 2 bits to
I(U;RB),, = 1 bit and similarly from S(V'),, = 2 bits to
I(V;RA),, = 1 bit. Binning of these approximating POVMs
(as discussed in Section (VII-A.2)), gives an additional gain
of half a bit, which is characterized by I(U; V)., = 0.5, thus
giving us the achievable sum-rate of 1.5 bits.

B. Proof of Theorem 3

We begin the proof of the theorem by restating the measure-
ment compression theorem (Theorem 1) in a one-shot quantum
information theoretic setting. This restatement allows us to
develop a one-shot mutual covering lemma, which is a crucial
part of the current proof. The theorem is stated as follows:

Theorem 7 (One-Shot Point-to-Point Faithful Simulation):
Consider a density operator p € D(H) and a sub-POVM
M é{AI}I@-‘( acting on H, and let {\,, P, }zcx be the canon-
ical ensemble? of M with respect to p. Suppose there exists a
total subspace projector 11, and codeword subspace projectors
{I1,},ex acting on H satisfying:

Te{Il, .} > 1—¢ (15a)
Tr{ll,p,} > 1—¢ (15b)
Te{IL,} < D (15¢)

2Note that {\z } zex is a sub-probability vector, i.e., a vector of non-negative
real numbers whose sum is not greater than 1.
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—_

1L, < < 1L, (15d)
L1l < po (15¢)
1,1, < p, (15f)

where € € (0,3), 0 < d < D. Then there exists a collection
of sub-POVMs M) for ;i € [1,N] each with at most K
outcomes, with K < |X |, and acting on H such that

M, M VA +
=l )< (1+e)VN IEZX
Ke?’ch_1
+ f(€,9) =+ 4DN€Xp [—W:l + 26,
where Mé%Z“M(“), 621 — Dwer Az, and fle,0)2

[4\/2 +AyJe+ 208 +4V2(1 — O)n/e + \E] /(1= e).

Proof: The proof is provided in Appendix A. O
Moving ahead with the proof of the current theorem,
assume that the operators of the original sub-POVM M 4p =
Ma ® Mp are denoted by {Af}ueu and {AB},cy, respec-
tively, where U and V are two finite sets. The proof fol-
lows by constructing a protocol for faithful simulation of
M4 ® Mp. We start by generating the canonical ensembles?
corresponding to M4 and Mp. Let I1,,, and II,, denote the
total projectors for marginal density operators p4 and pp,
respectively. Also, for any u € U and v € V, let 1T and 112
denote the codeword projectors. Let the canonical ensembles
be {\4, 2} and {\B, pB}. For each u € U and v € V define

~A' A

pA AT, A pATATL,,, AP 21, PP TP, (16)

With the notation above, define oA and o8 as

A A A~A B' A 1 B =B’
J - 1_91 ZAu Pus O _(1_92)Z>\UPU'

ueL{

A7)

Let II* and TIZ be the projectors onto the subspaces
spanned by the eigenstates of o' and o corresponding to
eigenvalues that are larger than €;/D4 and e2/Dp, respec-
tively. Lastly, define

A éﬂAﬁﬁ’ﬂA7 ~B A HB B M2,

and p;, (13)

for all w € U, and v € V and o4 = HAO'A/ﬁA,
B _ [IBgB'TIB,

1) Construction of Random POVMs: In what follows,
we construct two random POVMs one for each encoder. Fix
positive integers K1, Ko, N1 and Na. Let ;1 € [1, N1] denote
the common randomness shared between the first encoder and
the decoder, and let us € [1, N3] denote the common random-
ness shared between the second encoder and the decoder. For
each p1 € [1,N1] and ps € [1, N3], randomly and indepen-
dently select K; x Ko pairs denoted by (U1 (1), V(#2)(k))
from the set & x V according to the distribution:

A\NB
P (000).V 0 0) = () = g

19)

3Note that {A\2},ers and {AB},cy are sub-probability vectors.
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for u € U,v € V. Let C»1:#2) denote the collection
(U (1), V(W)(k)}{ze[LKl],ke[l,Kzl}- Construct operators*

A 200 (ot and

Bq()MZ)éCq()Hz) (\/p_Blﬁf\/P_B1>v (20)
where
(n1) 2 A u b =
hNETTo vzl
¢ (= ) [k : V) (k) =} o2

(14 e2)Ko
Let 1 (sP-1} denote the indicator random variable corre-

sponding to the event that {Aq(f Vel } forms a sub-POVM
for all py; € [1, Ny]. Similarly define 1 (sP-2; with regard to

(B [1, N,]

construct M,

cveVHIf ﬂ{sP-l} = 1, then, for each pu; €
(1) for i = 1,2, as in the following:

v ={A1(j“) cu e U}, MQ(MZ) é{BI()“Q) cv €V}

These collections Ml(“ 1 and M, (12) are completed using
&7 - Dueu Aq([“) and B(’”) a7

D vey B(” z), and these operators are associated w1th sym-
bols Oy and Oy. In the case of the complementary event,
ie., Lgpqy = 0, we define M, (1) {I} for i = 1,2,
and denote the output as Oy or OV, respectively. Hence by
construction M{*) and M{"*) are sub-POVMs for all y; €
[1, V;], for ¢ = 1,2. For a fixed {C(M’M)}ule[LNl],qu[l,Nz]’
the probability distribution P induced on (U v {0p}) x (V U
{0y}) has the following salient features.

the operators A(“ !

P{(u,v)} = Ligp 1y Ligp- 2}N i D1 e, ,,

if (u,v) €U xV, and
P(Uviog}) x (Vu {OV})\(U xV))

Z Z,y(m (Mz)Q )

1,2 Uy

= l{sP-l}]l{sP-Z} (

+@—1

where €, ,, is defined as

Qo 2 Tr {\/pA ®pp (5L ®pP)pa ®pBilpAB}-
(22)

N1N2

{sP-l}]l{sP-z}) )

Binning of POVMs: We introduce the quantum counterpart
of the so-called binning technique which has been widely
used in the context of classical distributed source coding.
Fix positive integers (7%,72) and choose a (w1, o) pair.
For each symbol u € U assign an index from [1,7}] ran-
domly and uniformly, such that the assignments for different
sequences are done independently. Perform a similar random
and independent assignment for all v € V with indices chosen

4The inverse used in \/ﬁ_l refers to the generalized inverse as defined in
[38, Section 5.6].
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from [1,T5]. Repeat this assignment for every pq € [1, V1]
and p2 € [1, NQ] For each i € [1 Ty] and j € [1,T3], let
B (5) and BY2)(j) denote the it" and the j** bins, respec-
tively. More precisely, 81” 1)( ) is the set of all u symbols with
assigned index equal to ¢, and similar is Bé“ 2)(j ). Define the
following operators:

AN

F?’(M) A Z Ag“),

ueB" (i) veBy"2)(j)
for all ¢ € [1,71] and j € [1,T3]. Using these operators,
we form the following collection:

M,gm)é{rf(ul)}ie[l,TlL Mgu) é{F?(HZ)}je[l,Tz]- (23)
Note that if M**) and MQ(” 2) are sub-POVMs, then so are
MX“) and M}(BH2
> Bk

ZF;‘L(/H) — Z Aq(;‘ul)v and Z]_—\jB7(1w) _
L J vey

ueld
To make MY and M) complete, we define T ")
and T B, (p2) as T, A (pa) Z FA (k1) and FB (m2) _
I — Z FB (”2), respectlvely Now, we intend to use the

completlons [MXL "] and [M ](3" #2)] as the POVMs for each
encoder. In event that I1gp; = 0, for ¢ = 1,2, then the
symbols Oy and 0y are mapped to 0. Also, note that the effect
of the binning is in reducing the communication rates from
(log(K1 + 1),log(K2 + 1)) to (log(Th + 1),log(T + 1)).
Decoder Mapping: Note that the operators {Al(f v ®
Bq(,m)}ueu,vey are used to simulate M4 ® Mp. Binning can
be viewed as partitioning of the set of classical outcomes into
bins. Suppose an outcome (U, V') occurred in the measurement
process. Then, if the bins are small enough, one might be
able to recover the outcomes by knowing the bin numbers.
For that we create a decoder that takes as an input a pair of
bin numbers and produces a pair of symbols (U, V). More
precisely, we define a mapping F(#1:#2), for (u, j12), acting
on the outputs of [M U @M ](3“2)] as follows. On observing
(1, p2) and the classical indices (i,5) € [1,71] x [1,7T%]
communicated by the encoders, the decoder populates

BI()M) ,

. This is due to the relations

i,J

plrinz) A {(u,v) eC(Hp2) (u,v) € W and

(u,v) € B (i) x Bgm(j)},

where W is an arbitrary subset of i x V. For every p; € [1, N{],
for I = 1,2, and ¢ € [1,K;] and j € [1,K>], define
the function F(#1:#2)(; ) = (u,v) if (u,v) is the only
element of D(’;l”“); otherwise F(#1:#2)(,7) = (0y,0y).
Further, F(#1:#2) (4, j) = (0y,0y) for i = 0 or j = 0. With
this mapping, we form the following collection of operators,
denoted by M AB,

Aan2 A Lsp-13lsP- 2}2 Z

A,(/L1) Bv(HQ)
N Yrier;

p=z=1 (1) P 0002 (3.§) = (u,0)

+ (1= Tp-13 1isp-2)) (I ® D)L (u.0)=(00.0v )}
SNote that T (1) — 71—y /4 0m0)

Iﬁzue(/[ A”(Lﬂl) and 1—*337(#2) —
I — Z FB (H2) =7 _Z v B(HQ)
vE v :
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Y(u,v) € (U J{0u}) x (V{J{Ov}). Note that by construction
MAB is a sub-POVM.

2) Analysis of POVM and Trace Distance: We show that
M 4B 18 a sub-POVM that is faithful to the sub-POVM M4 ®
Mg, with respect to p4 . More precisely, we provide a bound
on

A

Gpan =E(Map, Mag). (24)

PAB

Step 1 (M{“) and MQ(MZ) Are Sub-POVMs and Individually
Approximating): As a first step, one can show that M 1(“ V) and
MQ(” 2) individually approximate the corresponding POVMs in
the expected sense. More precisely the following lemma holds.

Lemma 2: For the POVM ensemble described above,

we have

E(
E(

[1]

[1]

pa(Ma, M) < aa(er, K1, N1),
B (MB,MQ)) < aB(625K25N2)7

where M; 2 X M) and M, 2 2 M),
Proof: Follows from the proof of Theorem 7, as the
assumptions of that theorem (which M4 and Mp have to
satisfy) are met as a part of the current theorem statement
(see (7a-7¢)). O
Step 2 (Isolating the Effect of Un-Binned Approximating
Measurements: In this step, we separate out the effect of
un-binned approximating measurements from G in (24). This
is done by adding and subtracting an appropriate term within
the trace norm and applying triangle inequality, which bounds
G as G <51+ S5, where

$1 = |(id @ [Ma] ® [M]) (W)
- 2 @ M@ (MY ) (W)
NNy A L
52 3 (@D S M) (Vhas)
— ((d® [Map])(Yiap) ; (25)
where S; captures the effect of using approximating

sub-POVMs M7 and M5 instead of the actual sub-POVMs M 4
and Mp, while Sy captures the error introduced by binning
these approximating sub-POVMs. Before we proceed further,
we provide the following lemma which will be useful in the
rest of the paper.

Lemma 3: Given a density operator pap € D(Hap),
a sub-POVM My 2 {Af (Y € y} acting on Hp, for some
set ), and any Hermitian operator I'4 acting on H 4, we have

> |Vpas (T4 @A) ypas, < |vpa T4pal,» 26)

yey
with equality if Z Af = I, where pa éTrB{pAB}.

€
Proof: The %rg)}of is provided in Appendix B-A. 0
Next, we provide a bound on \S; using the following Mutual
Covering Lemma.
Lemma 4: (Mutual Covering Lemma) Suppose a
sub-POVM M x 1S ex-faithful to Mx with respect to

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 68, NO. 2, FEBRUARY 2022

px, and a sub-POVM My is ey-faithful to My with respect
to py, where px = Try {pxv} and py = Trx {pxy}. Then
the sub-POVM M x ® My is (ex + ey )-faithful to the POVM
Mx ® My with respect to pxy .
Proof: The proof is provided in the Appendix B-B. [J
Using Lemma 4 with pxy = pap, Mx = N%ZM Ml(’“),
My = &3, M), My = [Ma] and My = [Mg],
and Lemma 2, we have E(S;) < (e, N1, K1) +
ap(e2, Na, Ko). For later convenience, we state the following
lemma which will be used in analyzing the binning operation:
Lemma 5: We have

22

ueU veY

1
+ Lgp_yLgpooy (1 — NN, Z Z Y, L)

U,V [1,H2

+(1- l{st1}]1{sP72}) < 51,

1
AB
Auw — NN, ) 75”1)C5“2)Qu,v]1{sP—1}]1{sP—2}

1,12

27)

where (,, ,, is defined as in (22).
Proof: The proof follows from Lemma 2 in [2]. O

Step 3 (Analyzing the Effect of Binning): In this
step, we provide an upper bound on Ss. For (u,v) €
B (i) x BY*) (5), define e(:#2) (u, v) 2 F(r112) (4. 5). For
any (u,v) ¢ Cr2) define e(#1:#2)(u,v) = (O, 0y ). Note
that e(#1:#2) captures the overall effect of the binning followed
by the decoding function F(#1:#2) For all u € U and v € V, let
Dy 2 |u, vXu,v|. With this notation, we simplify Sy using
the following proposition.

Proposition 1: S5 can be simplified as

Sy =33+N112TI‘<<I— Z A&””)pA)

H1 ueU

e Zm((-ger )

vey
+2 (2 —lLpo1y — ]l{sP-Z}) ;
where

1
S 2 Lby Lsba oy, 2 2 X

p1,p2 ueU veY

%5“1)@(}“2)Qu,y-
1

'q)u,v - q)e(m,uz)(uw)

Proof: The proof is provided in Appendix C-A. O
In the next proposition we provide a bound on the expec-
tation of Ss.
Proposition 2 (Mutual Packing): We have

E[SQ] S Oép(El,EQ,Kl,KQ,Nl,NQ,Tl,TQ,W).

Proof: The proof is provided in Appendix C-B. O
Combining the results from the mutual covering and mutual
packing lemmas we obtain

G < aa+ap+ap.

This completes the proof of the theorem.
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C. Proof of Theorem 4

We develop a proof as a corollary to Theorem 3. Assume
that the operators of the original POVM M 4 p are decomposed
as

AEEN L= AE®AE, Ve 2, (28)

u,v

for some POVMs M4 and Mp with operators denoted by
{A} e and {AB},cy, respectively, and for some function
g :UxYV — Z where U,V and Z are three finite sets. In what
follows, we show the existence of an (n,T7,Ts, N1, N2)
distributed protocol with the associated sub-POVM MXB
that is e-faithful to M4p with respect to p%’é (according to
Definition 2), where ¢ > 0 can be made arbitrarily small for
all sufficiently large n. More precisely, we plan to show that

DI e%s (27 = RAP) /oS5 <.

Next we claim that it is sufficient to show that there exists
a distributed protocol for the finite set &/ x V' and the Hilbert
space Ha ® Hp, with parameters (n,T1,7>, N1, N2) such
that the associated sub-POVM ]\?Xg = {AP o funeyn wmevn
satisfies = on (M$" ® Mg",MXg) < e. This is because
one can always apply the function g(-,-) componentwise on
(u™,v™) to yield a sub-POVM with operators

Az"é Z Z l{g"(u",U”L)=z"L}Af’§v”7

umn EM"L um EV"L

(29)

V" e Z™,

that satisfies the constraint (29) as

2 [DIETRIR (/7 AR I

zn llyn yn

_ AAB

V(AL @ AL
— MABON R
Vo @ AL — Rt/ |

Fix three free parameters 6 > 0, ¢ > 0, and
€2 > 0. We make the following identification with regard
to Theorem 3. (a) Let pap < pi’f)%, My o MO,
and Mp < M®", which implies that A4 < \4,, \F « \B,
and MAB & MB (b LetU « T (U),V & T (V), and
W o T"(U, V), where T, (U), ™ (V) and T, (U, V)
are the §-typical sets defined for {\2}, {A\P} and {N\AB},
respectively. (¢) Furthermore, let II,, < II,, s II,;, <
I, s H;j‘ - Hf”’é, and Hf > Hfﬂ,’é, where 1I,, s and
II,, s denote the J-typical projectors (as in [39, Def. 15.1.3])
for marginal density operators ps and pp, respectively.®
Also, for any u™ € T,"(U) and v" € T,™(V), let I 5
and Hfﬂ,ﬁ denote the strong conditional typical projectors

1

<2 2 Lgrewm=2n)

PR TR
)

1

-y

un,un

SNote that I, ,,s and II,, s also depend on n, however, for ease of
notation, we do not make this explicit.
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(as in [39, Def. 15.2.4]) for the canonical ensembles {\2, 52}
and {\B, 5B}, respectively.

With the above identification, and using the prop-
erty of typical sets and typical projectors, we  now
find the values of the variables Dy, Do, dy,ds, F1, Fo, f1
and fo that satisfy the hypotheses of Theorem 3.
Firstly, using the properties of strong typical and con-
ditional typical projectors [39, Properties 15.2.4 and 15.2.7]
we have the first four inequalities (hypotheses (7a)) sat-
isfied for all e;,e2 € (0,1), and for all sufficiently
large n. Next, using [39, Property 15.1.2], there exist func-
tions d1(d),d2(6) N\, 0 as § \, 0, such that for all sufficiently
large n, the first two inequalities of hypotheses (7b) are satis-
fied for Dy 2 27(S(RB)oy +61(9) and Dy 2 27(S(RA)05 +82(8))
Further, using [39, Property 15.2.3], there exist functions
93(8),04(6) N\ 0 as 6 N\, 0, such that for all sufficiently
large n, the next two inequalities of hypotheses (7b) are sat-
isfied for d; 2 27(S(RB|U)oy =63(9)) g, & 9n(S(RA|V)oy —64(0))
The next four inequalities of hypotheses (7c) follow from
the definition of projectors II,, s, I1,, 5, I, 5 and II5, ;.
And finally, the four inequalities of hypotheses (7d) are
satisfied by using [39, Property 15.1.3] and by defining
Fy 2 9n(8(RB)oy =61(9)) [, & 9n(S(RA)0,=02(8))  and fi 2D,
and f2 é DQ.

This implies the existence of a distributed protocol with
parameters (n, 17,72, N1, Na) with EPAB(MAB,MAB) <
ay + ap + ap. We now evaluate the upper bound. For this
we let T; = 2" N, = 27Ci and K; = 2"F+, for some non-
negative real numbers R;, C;, and R; fori = 1, 2. Moreover,
we assume that S(U)y, = Ry and S(V)s, = Ry. If not, then
faithful simulation can be achieved in a trivial way.

Using the property of strongly typical sets, note that for
all sufficiently large n we have [U| < 27(5(U)os+05(9))
V| < 2n8WMostds(0)) (A < 27n(S(W)e5=05(9))
B < 27(8(V)e3=95(%)) - Furthermore, we have the bounds:
W| < 2USUV)es +35(9) W, < 2MSUIV)es+35(8))  and
Wp < 2n(EWVIV)es+95(9) where 65(8) N\, 0 as § \, 0. For
all sufficiently large n we have 6; < ¢; for ¢ = 1,2. Hence
for ¢ = 1,2, the term (2¢;/(1 + €;)) + f(€;,6;) can be made
arbitrarily small by a suitable choice of €; and n.

Next we see that

1 \/7 _n(p _ _
M < 2[~3(Ri+C1=5(U)e5=385)]  ang

B < o3 (Rt CamS(V)oy —36)]

1
VN2 Ko UZE‘:}

and hence can be made arbitrarily small for all sufficiently
large n if

Ry +C1 > 8(U)s, +305 and Ry + Cy > S(V)g, + 305.

Moving on, we have

Kye3dy D7t
D1N1 exp [—71 411;2 1 ]

on(R1—I(RB;U),, —51—53%?

41n2 ’

< 2(S(RB)gy +C1+41) exp l_
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Koeddo D
DQNQ exXp [—72 421r122 2 ]
2n(R2—I(RA;V)62—52—54)63

41n2 ’

< 2(S(RA)oy +C2+52) exp l_

which can be made arbitrarily small for all sufficiently large
n if

Ry > I(U; RB) 4, +6,1+03, and Ry > I(V; RA),, +02+0s.
Next we have

AAB (Wc) — )\AB

wn,un )

2,

(um™,v™)¢Ts(U,V)

which can be made arbitrarily small for sufficiently large n.
Finally, we have

AWK K KiWakh (1 n Ah Ko >
- 0)(1—6)TnT T~ (1—60T =
KaWpAE,

<1+ A K >]f1f2
(1—92)T2 (1 —91) F1Fy

92n(61+65) |:2[n(R1+I§2R1RZI(U:V)U3+365)]

< -
(1—01)(1 - 62)
T 2[n(}%ﬁRﬁI(U:v)%+255)]

+ Q[n(ﬁ?l +Ry—R1—I(U:V) g3 —S(V)oy+385)]
+ 2[n(1§1+R27R271(U:V)U37S(U)U3+365)]
n Q[n(ég—Rg—I(U:V)%+265)]]7
which again can be made arbitrarily small for all sufficiently
large n if
Ri+Ry— Ry — Ry <I(U;V)g, — 365 — 2(01 + 62).

To sum-up, we have showed that the trace distance inequal-
ity in (29) holds for all sufficiently small 6, €1, and €2, and all
sufficiently large n, if the following bounds hold:

Ry > I(U;RB),,, Ry >I(V;RA),,,

Ci+ Ry >S(U)oy, CotRa>S(V)s,,
(RI_R1)+(~2_R2)<I(U;V)03a
Ri=Ry 20, Ro=Ry >0,
Cy >0, Cy=0. (30)

Therefore, there exists a distributed protocol with parame-
ters (n, 27 2nfiz onCi onChy guch that its overall POVM
Mgg is e-faithful to M with respect to p&7%. Lastly,
we complete the proof of the theorem using the following
lemma.

Lemma 6: Let R denote the closure of the set of all
(Ry, Ra,C1,Cs) for which there exists (1:21,]?2) such that
the sextuple (Rl,RQ,C’l,CQ,Rl,Rg) satisfies the inequal-
ities in (30). Let, Ry denote the set of all quadruple
(R1, Ra, C1,C9) that satisfies the inequalities in (11) given
in the statement of the theorem. Then, R = Rs.

Proof: The proof follows by  Fourier-Motzkin
elimination [44]. O
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V. PROOFS: Q-C DISTRIBUTED RATE DISTORTION
THEORY

In this section, we provide proofs of the inner and the outer
bounds (Theorems 5 and 6) to the achievable rate region of
the g-c distributed rate distortion problem.

A. Proof of Theorem 5 (Inner Bound)

In the interest of brevity, we provide the proof for the
special case, when the time sharing random variable is trivial,
i.e., Q is empty. An extension to the more general case is
straightforward but tedious. For the special case, the proof
follows from Theorem 4. Fix POVMs (M4, M) and recon-
struction states S, ,, as in the statement of the theorem. Let
N g, be the mapping corresponding to these POVMs
and the reconstruction states. Then, d(pap, N, 5 %) < D.
According to Theorem 4, for any ¢ > 0, there exists an
(n, 27 27z Ny N,) distributed protocol for e-faithful sim-
ulation of M{"®@ME™ with respect to p%7 such that (Ry, Rz)
satisfies the inequalities in (11). Let Ml(fl),M](BW),ui €
[1,N;], for i = 1,2, and f#1:#2) be the POVMs and the
deterministic decoding functions of this protocol with Z =
U x V. We use these POVM’s and mappings to construct a
g-c protocol for distributed quantum source coding.

For each u; € [1,N;], for @ = 1,2, consider the
g-c protocol with parameters ©; = 2"f i = 1,2, and
POVMs M ) N142) Moreover, we use n-length reconstruc-
tion states S; ; ézun’vn 1{ 2 (G, 5) = (u™,0™) }Sun o,
where Syn yn = &;Sy, ;. Further, let the corresponding

(s p2)

mappings be denoted as A Anpnesxne  With this notation, for

the average of these random protocols, the following bounds
hold:

1
NN,

Sd(p N )

1,2

= Z Tr {A(n) (id ®'/\72;1]73/:2:,X,, )\Ijl]){'}Lian }

Ty {A(") (id ®N§;Hk)ngﬁnm}

FTE AN Wy g0 = NS D50}
(a)

< Tr{A (([dr @ N5, ) (V55)) }
+ 1AM g @ (N

AB-X

AnBniyXn ))\P%ﬁian 1

(®) , .
< DH|AY )| (d@NTp | o ~Nogn g VW50 |1

(¢) . ~
<D+ A, |(d® (M @ ME"— Map)) V550 gu

1
(d)
< D+ €A,

where NABHX is the average of J\N/'(“l’:}), and M 4p is the
overall POVM of the underlying distributed protocol as given
in (6). The inequality (a) holds by the fact that | Tr{A}| <
[|A]|;. (b) follows from the fact that for any two operators A
and B acting on a Hilbert space H the following inequalities
hold.

IBAlL < [Blo|Al, — and  [ABlL < [ B[ AlL,
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(see in [39, Exercise 12.2.1] for a proof). (c) is due to the
monotonicity of the trace-distance [39] with respect to the

Xn
quantum channel given by id ® EUV I’ where

Ly s w Z(u v|w |w, v) Sy,p-

And (d) follows by Theorem 4, and the fact that
JA™) ., < |Al.. Hence using the collection of codebooks
{Coi2)} | 1 NiTumel1,Na]» constructed in Theorem 4, and
averaged over the common randomness, the distortion con-
straint ﬁzm,uz (pAB’Njgliléﬁzi,X77) < D +¢€|A is
met. Hence there must exist a realization of the common ran-
domness (i1, t2), and the corresponding codebook C (H1,p12)
that achieves this distortion. This completes the proof of the
theorem, since A is a bounded operator.

B. Proof of Theorem 6 (Outer Bound)

Suppose the triplet (Ry, Rg, D) is achievable. Then, from
Definition 7, for all ¢ > 0, there exists an (n,©07,03)
g-c protocol satisfying the inequalities in the definition.
Let My {All}llelel]’ Mp {Alg}ze[l 2] and S, 0, €
D(Hg’?”) be the corresponding POVMs and reconstruction
states. Let L1, Lo denote the outcomes of the measurements.
Then, for Alice’s rate, we obtain

n(Ry +e€) = H(Ly) > H(L:1|L>)

> I(Ly; R"|La), Z (L1; Rj| Lo, R,

. pngn A
where the state 7 is defined as 711 L2R"X" &

Sl X0, 1o @Tr v { (AAL @AL) W% 0 } @S 2
1,2
and the inequalities follow from L; and Lo being classical.
Note that for each j the corresponding mutual information
above is defined for a state in the Hilbert space Hr, @ Hr, ®
H%. Next, we convert the above summation into a single-
letter quantum mutual information term. For that we proceed
with defining a new Hilbert space using direct-sum operation.
Let us recall the definition of direct-sum of Hilbert
spaces [45]. With this definition, consider the following single-
letterization:

_ZI leR |L27R] 1)
7j=1

W I(Ly; Ry|Ls, R7Y, J)o=I(Ly; R|Ls, Q)
where the state o is defined as:
JLleRQX A

n

Z M ® (Z (TI‘R;LHA"B" {(id

l1,l2 " Jj=1

® A @ ALY } @ L1 @ TS, )) ).
(€29)
denotes tracing over (X® 1 @ X®") and

Jj+1/>
Q é(RJ —1J), and J is an averaging random variable which

and Tr)”(an

1099

is uniformly distributed over [1,n]. We have attached a

quantum register for this classical random variable yielding the

state 0. The equality (a) follows from the following lemma.
Lemma 7: Consider the classical-quantum state

OJABC = Z Py(j
j=1

) 5> Gl ® Py pes

where {| 7>} je[1,n] is an orthonormal set in some Hilbert space
Hy, Pape € D(H) ® Hy ® HL), where {H), ® H} ®
HL} je[1,n] 1s @ collection of finite-dimensional Hilbert spaces.
Note that capc = Trj(oxapc) is a state on (—B (H] ®
H @HL). Then I(A; BIC,J), = Z;L:1 PJ(j)I(A7 B|C),i.
Proof: The proof is provided in Appendix B-C. O
We elaborate on the Hilbert space associated with @ as
follows. Suppose {|¢;>}icz is an orthonormal basis for Hg.
Then, a basis for H%k is given by

165> 2 160> @ [¢5,) © - ® i)

for all i* € Z*. Consider the direct-sum of the Hilbert spaces

w_, HE* and the Hilbert space H,; ® HEF. With this
definition, define H¢, as the Hilbert space which is spanned
by |5 ® |ési-1)), for all j € [1,n] and iU~V e ZU-D),
Therefore, Hq is isometrically isomorphic to the direct-sum
@, HE". Note that Hg can be viewed as a multi-particle
Hilbert space, which is a truncated version of the so-called
Fock space [46].

Similarly, for Bob’s rate we have

RQ +ez= I(L27 R|L17 Q)O"
For the sum-rate, the following inequalities hold
’I’L(Rl + R2 + 26) = H(Ll, LQ) = I(Ll, LQ; Rn)T
= > I(Ly, Ly; R |R771),
j=1

]_
= nI(Lh L27 R|Q)Ua

where the inequalities follow from L; and L, being clas-
sical. In addition, the distortion of this g-c protocol satis-
fies d(p(.»?%’NA"B")—)X") < D + € where Nyupgn,, 0 18
the quantum channel associated with the protocol. There-
fore, as the distortion observable is symbol-wise additive,
we obtain

pres S (s, 01200)

: % (A®N gy ) (Vihap) )
% (@ Ny ) (W) |

LS { (s o1

(TrR,L s O N g, ) (W )} )

< Tr{(A @ Ig)o ™9},

S|

Authorized licensed use limited to: University of Michigan Library. Downloaded on September 05,2022 at 17:16:27 UTC from IEEE Xplore. Restrictions apply.



1100

where (a) holds because of the following argument. From (31),
one can show by partially tracing over (L1, Ls), that

oReX LiL2RQX

= TthLQ{U

n
=1

S|

7Xi ® TrRyHXan{(id QN yn gy xn)

x (Ugnn e )}

and I éz;}:l (Ig)(j_l) ® |7)Xj|). Then, I is the identity
operator acting on H¢. Therefore, the right-hand side of the
equality (a) above can be written as

T{(A® Io)o %) = T {AURX} :

Let us identify the single-letter quantum test channel as
given in the statement of the theorem. First, due to the dis-
tributive property of tensor product over direct sum operation,
we can rewrite ol1L2RQX aq

oL1L2RQX _ (Z Z ll1, X1, 2] ® (TI“R” AnBn {(d

l1,l2
@A @ ALYV g } @I ® Trg L {Shia})).

Next, we idePtify a quantum channel N, | L1 L0X
pap — o1 12@X For that and for any j define the following
intermediate quantum channels:

N(J

AB}—)LleRU nx (wAB)
A Y

l1,l2

x (wan ® B} @Tr g _;{S105),

whe?re E; \Il’(’ﬁf‘B),,Nj One can verify that
NU) is indeed a quantum channel. With

AB—L LyRG-DX
these definitions, let

NAB}—)LlLQQX (WAB)

_Z ( ABw> L, LyRU~ 1)X(WAB)®|j><j|)'

Using the property of direct-sum operation, one can verify
that ABis L1 LyQX is a valid quantum channel, and moreover,
L1LRQX :
gl b heX (1d®NABHL1L2QX)(‘I’l;ﬁBB)-
Lastly, we show that the condition I(R;Q), = 0 is also
satisfied. By taking the partial trace of o over (Li, Lo, X)
we obtain the following state

RQ _

o ( LlLQRQX)

TrLleX

_Z Z(Trm A,LB,L{(1d®A ®AP)

11712

X WA g }) @13

- (Trry,, ammn { W55 5 }) ®LIXG

Jj=1
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N 1 PAB ®j N/
= Z E(TTAB{\I/RAB ) ® |74l

Jj=1

n i1
=Trap{V%1 ® <Z %(TrAB{\I/%fB )®(j )® |j><j|>7

j=1
where the last equality is due to the distributive property
of tensor product over direct sum operation. Hence, 0% is
in a tensor product of the form o ® o9, and therefore,
I(R;Q)s = 0. The proof completes by identifying Wy and
Ws with Ly and Lo, respectively.

VI. SIMULATION OF POVMS WITH STOCHASTIC
PROCESSING

Before we provide a proof for our first main result
(Theorem 2), we discuss an extension of the Winter’s point-
to-point measurement compression scheme [1], incorporat-
ing additional stochastic processing at the receiver. This
extension was first discussed in [2], and also rederived
in [14, Corollary 4] and [10]. Since this problem provides us
with some of the tools required for the proof of the main
result (Theorem 2), developed in Section VII, we rederive
its achievability using the approximating POVMs developed
in [1]. This will serve as a building block toward proving the
main result. In this problem, the receiver (Bob) has access
to additional private randomness, and he is allowed to use
this additional resource to perform any stochastic mapping of
the received classical bits. In fact, the overall effect on the
quantum state can be assumed to be a measurement which
is a concatenation of the POVM Alice performs and the
stochastic map Bob implements. Hence, Alice in this case,
does not remain aware of the measurement outcome. It is for
this reason that [2] describes this as a non-feedback problem,
with the sender not required to know the outcomes of the
measurement. With the availability of additional resources,
such a formulation is expected to help reduce the overall
resources needed.

A. Problem Formulation

Definition 8 (Protocol): For a given finite set X, and a
Hilbert space H 4, a measurement simulation protocol with
stochastic processing with parameters (n,©, N) is character-
ized by
1) a collection of Alice’s sub-POVMs M (") i € [1, N] each
acting on H%" and with outcomes in [1, O], and
2) a collection of Bob’s classical stochastic maps P (z" )
forall [ e [1,0], 2™ € X™ and p € [1, N].

The overall sub-POVM of this protocol, given by M, is char-
acterized by the following operators:

ZP”) (x"]1) A,

the operators

Va" e X", (32)

CE"L =

where A( " are the
sub- POVMs MW,

In the above definition, © characterizes the amount of clas-
sical bits communicated from Alice to Bob, and the amount

of common randomness is determined by N, with u being the

corresponding  to
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common randomness bits distributed among the parties. The
classical stochastic mappings induced by P(#) represents the
action of Bob on the received classical bits.

Definition 9 (Achievability): Given a POVM M acting
on H 4, and a density operator p € D(H,), a pair (R, C)
is said to be achievable, if for all ¢ > 0 and for all sufficiently
large n, there exists a measurement simulation protocol with
stochastic processing with parameters (n,©,N) such that
its overall sub-POVM MM is e-faithful to M®" with respect
to p®" (see Definition 2), and

1 1
—log, ® < R+e¢ —loggN<C+He
n n

The set of all achievable pairs is called the achievable rate
region.

The following theorem characterizes the achievable rate
region.

Theorem 8: For any density operator p € D(Ha) and
any POVM M é{Am}gce;( acting on the Hilbert space H 4,
a pair (R, C) is achievable if and only if there exist a POVM
My é{AZ‘)}weW, with W being a finite set, and a stochastic
map Pxw : W — X such that

R>I(R;W), and R+C = I(RX;W),,
A, Py

A
= jw (z]w) )AL, VreX.

eEW

where o FWX 2 wa\f/\ VPOPx 1w (z|w) [wXw|®|zXz| .

Remark 7: An alternative characterization of the above rate
region can also be obtained in terms of Holevo information.
For this, we define the following ensemble {\,, o} as

= > MPxyw(alw) and pr = > Pwix(wla)p),
weW weW

for {\:, p:t} being the canonical ensemble associated with
the POVM M and the state p as defined in (5). With this
ensemble, we have

I(R; x ({a.00}) a

=I(X;W)o + I(R; XW)o — I(R; X)),
:I(X,W —i—X({)\w,pﬁ)}) ({szﬁz})v

where we have used the Markov Chain R — W — X which is
evident from the structure of o#W X,

As was pointed out in Section I, a proof of achievability
and converse for Theorem 8 was provided by Wilde et al.
in [2, Section III]. With regards to the proof of achievability,
the authors assume [2, Eqns. 53 and 54] to be true, but do
not provide a proof for it. Due to the presence of the cut-off
operator, which is constructed for the ensemble and not for
the individual operators, these equations may not always be
true. Since the proof hinges on these two equations and we do
not see a straightforward way to prove the two assumptions
made (also confirmed in [37]), we provide an alternate proof
for achievability below. For the proof of converse, we refer
the readers to [2, Section I11.3].

I(RX; W),

1101

B. Proof of Achievability of Theorem 8

Suppose there exist a POVM M4 and a stochastic map
Px\w : W — &, such that M can be decomposed as

A2 2 Py (zlw)A, Vo e X. 33)
w
We begin by deﬁning a canonical ensemble corresponding

to M4 as {\2, p2Y ey . Similarly. for each w™ € W, we also
define

w’pw

~ A N -
P STy p2 Ty T 1,

where pa. é®i i, I, denotes the d-typical projector
(as in [39, Def. 15.1.3]) corresponding to the density
operator p, II,» denotes the strong conditional typi-
cal projector (as in [39, Def. 15.2.4]) corresponding to
the canonical ensemble {\2,/2},cyy, and II denotes the
projector onto theA subspace spanned by the eigenstates
of ane%(n)(w) %Hpﬂwnﬁqj‘mﬂwnﬂp corresponding to
n(S(P)+31)  where 6;(8) is such
)\A 7

wm o

eigenvalues larger than €2~
that Tr(IT,) < 275(P)+91) and ¢ éz
01 N\ 0 as d 0.

Using the above definitions, we now construct the approx-
imating POVM.

1) Construction of Random POVMs: In what follows,
we construct a collection of random POVMs. Fix R and
C as two positive integers. Let u € [1,2"¢] denote the
common randomness shared between the sender and receiver.
For each 1 € [1,2"¢], randomly and independently select 2”7
sequences W™ (#) (1) from the set W, according to the pruned
distributions, i.e.,

wng T (W) and

P (Wn,(u)(l) _ wn) A wrn for w" e T(;(")(W)

0 otherwise
(34)

Let the collection of operators Mé" ) be defined as {Awn :
w" € T(”)( W)} for each p € [1,27C], where A) is defined
as

A(lf" P)/w" (\/— pw”\/—l) and

R
A 1 (1-¢)
v & 2n—Rz=1 mﬂ{w'n,(w(z):wn}, (35)
with 17 € (0,1) determining the probability that MI(A”’“ ) does
not form a sub-POVM, for all ;2 € [1,27¢]. Since the construc-
tion is very similar to the one used in Section IV-B and IV-C,
we make a claim similar to the one in Lemma 2 (also see
Proposition 8). This claim gives us the first constraint on
the classical rate of communication R, which ensures that
the operators constructed above for all y € [1,2"C] are
valid sub-POVMs with high probability. Let ]l{sP} denote the
indicator random variable corresponding to this event. The
claim is as follows. For any ¢ € (0,1),n € (0,1), any ¢ € (0,1)

"Note that II,, IIyn and 1 depend on n, and J however, for ease of
notation, we do not make this explicit.
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sufficiently small, and any n sufficiently large, we have
IE[]l{SP}] > (1 —¢) if R > I(R;W),, where the definition
of o RWX follows from the statement of theorem. From this,
let [M (n, “)] denote the completion of the corresponding sub-
POVM Mé"’“) for p € [1,2"C]. Let the operators completing
these POVMs, given by [ — 3, T (W) AM e denoted

by A(“) for some wj ¢ %(")(W), for all pu € [1,27¢],
and A(“ = 0 for w” ¢ ’Z:;(")(W)U{w{{}. We use the

trivial POVM {I} in the case of the complementary event
that the operators do not form sub-POVMs for all p, and
associate it with the sequence {wj}. The POVM is given
by {Lgp A + (1= Ligpy)Liuwn—ugy bunewn. Using this
construction, we deﬁne the intermediate approximating POVM
M as NIV = an I M) and the operators of 11"
as

A 1
Aﬁn = <2n—c Z A,E[;Q) ]I{SP} + (1 - ]I{SP})]I{wn:waL}I.
n

Now, we define Bob’s stochastic map as P)?\W» yielding the
operators of the final approximating POVM as

Z Py (" [w" AL, 2" e X"
wnheEWn

2) Trace Distance: Fix an arbitrary ¢ € (0,1). Now,
we compare the action of this approximating POVM on the
input state p®" with that of the given POVM M®", using
the characterization provided in Definition 2. Specifically,
we show using the expressions for canonical ensemble that,
under certain conditions on (R, C'), for all sufficiently large n
we have E[G] < €, where

G2 | D) PRy (" w8 (A — A/ p®n
zeX ™ |lwmeWn 1

(36)

As a first step, we split and bound G as G < S; + S2 +
2(1 = 1(spy), where

12

xn

Z >\w7pr"PX|W( " |wn)

onC
(1) ~A n n n
2nC Z Z Tuwn p“’"PX‘W(x |w ) ’
wrFwg p=1 1

S22

Tn

Q\W($n|w3)2n—c

271(7

XZ VR — Y AN e

n n
w ;éwo

(37)

Now we bound .S; by adding and subtracting an appropriate
term and using triangle inequality as S; < S11 + S12, where
S11 and Sio are given by

v [wanpwmw( ") © 27Xz

xn wn

A
S =
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2nC

g 5 N P e @ b |
whEWD =1 1
gnC
A pn ni,, n
512: Z Z I:an Z'Yw”pw” X\W(x |w )
T W AW =1
gnC

- o 5 W P o) @l

1

Note that in the above expressions, we have used an
additional triangle inequality for block operators (which is in
fact an equality) to move the summation over X" inside the
trace norm. Firstly, we show E[S11] is small. To simplify the
notation, we define g,yn = Y. X‘W( 2™ |w™) |z™ Xa™| which
gives S11 as

xn

511 = Z)\wnpwn ®0—er

2n(R+C) Z Py (1) @ Twn, o],

We develop the following lemma to bound this term.

Lemma 8: Consider an ensemble given by
{ Pyyrn (w™), Toyn }, where Pyyn (w™) is the pruned distribution
as defined in (34) and 7,,» is any tensor product state of the
form Zyn = Q);_, Tw,. Then, for any e; € (0,1), and for

all n,8 € (0,1) sufficiently small, and n sufficiently large,
we have
A
E Z)\wn Town 2n(R+C) ZZ:TWn (1 < €9,
w™ N
(38)

it R+C > (X, MTo) — X, MS(TL) = v (0L T)),
where {W™ (1) : 1 € [1,2"7], u e [1,2"C]} are independent
random vectors generated from W™ according to the pruned
distribution given in (34).
Proof: The proof of the lemma is provided in
Appendix B-D O
Therefore, using the lemma above with 7, 2 Pk @ T,
for any € € (0,1), any 1,0 € (0,1) sufficiently small,
and any n sufficiently large, we have E[S1;] < € if
R+ C > S(Zw )‘éﬁé ® Uw) - Zw )\ﬁs(ﬁg ® Uw) =
x (Ao}, {ps ®ow}) = I(RX;W),, where o is as defined
in the statement of the theorem. Secondly, we bound Sis
by applying expectation with respect to the codebook gen-
eration, and using Gentle Measurement Lemma [39] as
follows,

E[sm]
277C
anZZ ZP;aW 2" |w)E |18 ok = )], |
2nC A
® 1 Aur_yoa 54
- onC Z Z (]_ +n) wn Pwr iy
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— A ~A - ~A ~
o (1 + ) Z >\w Pwn — HHpr /pwnnw HPHHI

w”ETS(") (W)

e CNEHY NE L

where (a) is obtained by using triangle inequality and the
linearity of expectation, (b) is obtained by marginalizing
over z" and using the fact that IE['yq(v“)] = (i‘;‘i’;), and
finally (c¢) uses repeated application of the average gen-
tle measurement lemma, by setting €3 = 8 Jj]) (Q\F +
2\/e" ) with g5 N\, 0 as n — oo for all sufficiently small
6 > 0, and, a’éep + 2,/6p and 5”é26p + 2./, for

1-— 6} (see (35) in [2]

(39)

ep 21— min {TrI,pa,, Tr T, pd..,
for details).

Finally, we show that the term corresponding to S can
also be made arbitrarily small. This term can be simplified as
follows

onC
n n A ~A
51 e 20 2 PR )] 318
u=1zn wn
Z / p®n A(P* / p®n
wnEw
onC
A ~A (N AA
T D S
p=1 flwn wnFwg 1
gnC
~A
2nC Z Z ry — Puyr 1
p=1wn ;&w
= S21 + S22,
where
onC
—E
A ~A
21 2nC Z 2/\ nPyn — 2nR Z an (1 ’
n=1|lwn
1
gnC
~A ~A
2 2nC Z Z P)/w“ Pwn =~ Pun||q (40)
p=1wn ;&w

Now, for the first term in (40) we use Lemma 8 and claim
that for any e € (0, 1), any 7, d € (0, 1), sufficiently small, any
n sufficiently large, we have E[S91] <€, if

R>S ( ) )\wpw> + 3 AaS(pw) = I(R;W),,
weW weW

where o is as defined in the statement of the theorem. Note

that the requirement we obtain on R was already imposed

when claiming the collection of operators Agf) forms a sub-

POVM. As for the second term in (40) we again use the gentle

measurement Lemma and bound its expected value as

onC
~A ~A
2"0 Z Z 'Yw” Pwr = Pwn |
n= lw”;éw
_ ¥ An ..
B G Por ~Porh <o

wreT™ (W)

where €3 is defined in (39).

1103

In summary, we have performed the following sequence of
steps. Firstly, we argued that Mi"’“) forms a valid sub-POVM
for all 1 € [1,27¢], with high probability, when the rate R
satisfies R > I(R; W),. Secondly, we moved onto bounding
the trace norm between the states obtained after the action
for these approximating POVMs when compared with those
obtained from the action of actual POVM M, characterized as
G using Definition 2. As a first step in establishing this bound,
we showed that G < 51+ 52 +2(1 — Lgp,). Firstly, we have
shown that E[lp,] > (1 —¢) if R > I(R;W),. Then
considering S7, we used the triangle inequality and divided it
into two terms: S7; and Si2. Then, using Lemma 8, we showed
that for any given € € (0, 1), E[S11] can be made smaller than
€, if R+C > I(RX;W),. As for S12, we showed that it goes
to zero in the expected sense using (39). Finally, for the term
given by S, we bounded this as a sum of two trace norms
So1 and Sao given in (40). We showed that they can be made
arbitrarily small in the expected sense if R > I(R; W), for
all sufficiently large n.

Hence for any € € (0,1), any 1,0 € (0, 1) sufficiently small,
and any n sufficiently large we have E[G] < 6e if

R+C >I(RX;W)y, and R > I(R;W),.

Therefore, using random coding arguments, there exists at
least one collection of sub-POVMs with the above construction
satisfying the statement of Theorem 8.

VII. PROOF: SIMULATION OF DISTRIBUTED POVMS
WITH STOCHASTIC PROCESSING

We provide a proof of Theorem 2 in this section.

A. Construction of an Ensemble of POVMs

Suppose POVMs M2 (A eu
Mp é{A{?’}Uev and a stochastic map Pz iyy : U xV — Z,
such that M 4p can be decomposed as

AP =N Py (2lu, )ALl @A, Vze 2.

u,v

there exist and

(41)

Note that the proof technique here is very different to the
one used in Section IV-C for proving Theorem 4. Recall
that in Theorem 4 we initiated the proof by constructing a
protocol to faithfully simulate M§™ @ ME". However, here
we are not interested in faithfully simulating M%" ® ME".
Instead, by carefully exploiting the private randomness Charlie
possesses, manifested in terms of the stochastic processing
applied by him on the classical bits received, ie., Pz,
we aim to strictly reduce the sum rate constraints compared to
the ones obtained in (11f) of Theorem 4. This requires a con-
siderably different methodology. More specifically, Lemma 1
was employed in Theorem 4, which guaranteed that any two
point-to-point POVMs that can individually approximate their
corresponding original POVMs, can also faithfully approxi-
mate a measurement formed by the tensor product of the
original POVMs performed on any state in the tensor product
Hilbert space. Such a lemma cannot be developed in the
setting involving a stochastic decoder. This is due to the fact
that bits received from Alice and Bob are jointly perturbed
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by the stochastic decoder which does not allow a straight-
forward segmentation into two point-to-point problems. The
problem becomes analytically tractable using an asymmetric
partitioning.

1) Random Coding: We start by generating the canonical
ensembles corresponding to M4 and Mp, as given in (5).
With this notation, corresponding to each of the probability
distributions, we can associate a d-typical set. Let us denote
’Té(") {0), ’T(S(T ) (V) and ’T( )(UV) as the J-typical sets defined
for {\2}, {\B} and {\;7}, respectively. Let II,, and II,,
denote the J-typical projectors (as in [39, Def. 15.1.3]) for
marginal density operators p4 and pp, respectively. Also, for
any u™ € Y™ and v™ € V", let I17,, and I1Z, denote the strong
conditional typical projectors (as in [39, Def. 15.2.4]) for the
canonical ensembles {\2, 52} and {\Z B}, respectively. For

each u™ € Y™ and v™ € V"™ define
~AI ._B A
Pun =11, Hun puw Huﬂ I,,, pyn=1,5 HUW p@n H@n I,
(42)
A A A B A A
where pi =), pit and p5 = ®), pfi 8 ,
With the notation above, define ¢ and o? as
A )\An [AVAN )\Bn
ot 2 Z %ﬁf’” o £ Z %ﬁv"a
= (1-e) = (1=¢)
uneZg " (U) vneTs " (V)
(43)
where ¢ = Zu"e’]'(”)(U) A, and ¢ = ZU"ET(”)(V) A3

Note that o' and o8 defined above are -expectations with
respect to the pruned distribution [39]. Let II# and IIZ be the
prOJectors onto the subspaces spanned by the eigenstates of
o and o8 corresponding to eigenvalues that are larger than
2-n(5(pa)+d1) apnd ¢/2-n(S(P)+61)  where §; > 0 is such
that Tr(TI,,) < 2"(5(P4)+91) and Tr(I,,) < 25Ps)+0)
and 7 \, 0 as & Y\, 0. Lastly, define

pASTIAFATIA, and pB ETIBFBIIE.

1} n

(44)

In what follows, we construct two random POVMs one
for each encoder. Fix a positive integer N and positive
real numbers R; and Rs satisfying R < S(U)s, and
Ry < S(V (V)os, where o3 is defined as

o5V S(idp ® Ma ® Mp)(WH55),
with W75 being any purification of pap. Let pq € [1, Nq]
denote the common randomness shared between the first
encoder and the decoder, and let 15 € [1, N2] denote the com-
mon randomness shared between the second encoder and the
decoder. Let fi; € [1, Nl] and fis € [1, NQ] denote additional
pairwise shared randomness used for random coding purposes.
This randomness is only used to show the existence of a
desired distributed protocol (as defined in Deﬁnition 3), and
is used only for bounding purposes. We denote fi; = (m7 i),

and Nz—NZ N; for i = 1,2. For each g1 € [1,Nq]

and fio € [1, N5], randomly and independently select onit
and 2"%2 sequences (U™ (#1)(1), V™ (72)(k)) according to the

$Note that ﬁfn and ﬁan are not tensor products operators.
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pruned distributions, i.e.,
F ((U”’(””(l) vl (k) = (UJ"W”))
A \B

un e
= (1

e) (1-¢)

0 otherwise

for u™e ’T(S(")(U), v e 7:5(”)(‘/)

(45)

Let C(F1:A2) denote the codebook containing all pairs of
codewords (U™ (1) (1), V™ (#2) (k)). Construct operators

Al 2 i‘il)(«/pA o NPA 1) and

BU2) & (i) <m NI 1>, (46)
where
1-—
T 2 2—”R1|{z Umi(1) =u"y|  and
+
(,U«2)A1 nR n, ) _.n
n 2 2{k VB2 (k) = 47
e e () =o"}, @D

where 7) € (0, 1) is a parameter that determines the probability
of not obtaining sub-POVMs. Then, for each pi; € [1, Ni]
and fiy € [1, V2], construct M{™") and M{™") as in the
following

M ST e T (W)},

My 2(BUR) o e TSV (V))

and
(48)

We show later that Ml(n’ﬁ ") and MQ("TLQ) form sub-POVMs,
with high probability, for all i € [1, N1] and fiz2 € [1, V2],
respectively. These collections M 1("’“1 nd M, (n:712) are com-

pleted using the operators I — Zuﬂ eT™ U Afﬁbl) and I —

Zv”eT(") % Bf,’:fz), and these operators are associated with
sequences ug and vy, which are chosen arbitrarily from
U"\T(”)( U) and V"\T(”)( V), respectively. For (i1, ji2) €

[1,N1] x [1,Na], let 1gp_jy (i1, fiz) denote the indicator
random variable corresponding to the event that Mi("’“"”ﬁ 2
form sub-POVM for all u; € [1,N;] for i = 1,2. We use
the trivial POVM {I} in the case of the complementary
event and associate it with u{ and vy as the case maybe.
In summary, the POVMs are given by {]l{sP I}Al(bn)

(1 = Lispo1y) Luncug L e and {1gp.o, BA2 + (1 —
Lisp-2y) Lin=vgy L }omevr.

2) Binning of POVMs: Fix binning rates (Rp, Rz) and
choose a (fi1, i2) pair. For each sequence u" € ’Z:;(”)(U)
assign an index from [1, 2"f1] randomly and uniformly, such
that the assignments for different sequences are done indepen-
dently. Perform a similar random and independent assignment
for all v™ € 7:5(”)(‘/) with indices chosen from [1,2"F2].
Repeat this assignment for every fi; € [1,N;] and fip €
[1, NQ] For each i € [1, Z”Rl] and j € [1,2"F2], let Bgﬁl)(i)
and 82” z)( /) denote the i*" and the j'* bins, respectively.
More precisely, B(“ 1)( ) is the set of all u" sequences with

assigned index equal to ¢, and similar is Bé“ ?(j). Moreover
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: T(U) - [1,277], and S TV(V) -
[1,27F2], denote the corresponding random binning functions.
Define the following operators:

rAm A Y

u”EBEﬂ'l)(z)

A(Ml)

um" >

B,(Mz =2
and T7F)2 N B,
vneBY2) (j)

for all i € [1,2"%1] and j € [1,2"F2]. Using these operators,
we form the following collections:

) A (AL (R in) A (B, (i
MXL Hl):{ri (Hl)}iE[I,Q"Rl]v M](Bn Hz):{l“j (12)}]‘6[1’2"1%2].

Note that if Ml(n’ﬁ 1)_and MQ(n’ﬁ 2) are sub-POVMs, then so
are MXL”“) and M]gn””). This is due to the relations

IR PR SRV HR ZFB =) = 3 gl

rLET(”)( U"ET(") (V)

To make M) and M) complete, we define T (7
and F (H2) as 1‘\(‘)47(#1) — I _ Zi F?v(lil) and I\gv(lw) — I _
Z I‘ (B z), respectively.” In the event that the operators do
not form sub-POVM, the sequence ug and v{ are mapped
to 0. Now, we intend to use the completions [Ml(f’”l)] and
[M#2)] as the POVMs for each encoder. Also, note that the
effect of the binning is in reducing the communication rates
from (Rl,ég) to (Rl,Rg).

3) Decoder Mapping: We define a mapping F(71:72) acting
on the outputs of [M( ’””]@[Mén”b)] as follows. On observ-
ing (fi1, fi2), and the classical indices (i,j) € [1 : 27F1] x
[1:2"F2] communicated by the encoders, the decoder creates
a set as follows:

Dg}l’ﬁZ) é{(u”,"v") g c(Bh2) . (u™,v") € %(n)(UV)

and (u",0") € BY* (i) x BY(j )}

For every ji; € [1 : N;], i € [1: 27F1] and j € [1,27%2]
define the function F(F1:72) (j, j) = (u™, v™) if (u™,v™) is the
only element of D(’jl””) otherwise F(“1 A2) (4, 5) = (uf, vf})
Further, F(#1:72) (i, j) = (uf,vy) for i = 0 or j = 0. Finally,
the decoder produces z™ € Z" according to the stochastic
map PE‘UV(Z"|F(ﬁ1’ﬁ2)(i,j)). With this mapping, we form
the following collections of operators, for every (fi, fi2),

Af’§v7L (ﬂl ; ﬁ2)

Ny N

1 _
Slep) b2 s 2 2 > (rtm

=12 =1 (5,4) P (1) = (u” o)

.
®r; (’“))Jr(l —Ligp-1) LsP-2)) T L(um om) = (ug 03

for all (u™,v™) € U™ x V™. Note that for Aff:@n (fi1, fr2) =0
for (um,v™) ¢ (T, (U) x T (V) U{(ug, v) . We use the

A(ﬁl)

u™

9Note that Fg"(ﬁl) =

1—*(])37([‘2)

I 2 iFZA’(ﬁl) I
B,(m

Zu” T(”)(U) and

_ (f2)
I Z'U"GTén) (V) B'U” -
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stochastic mapping to define the approximating sub-POVM
“r(n),~ ~ \A4q ~ o~
M, fiz) S{An (fn, i)} as

S 3 RSP (i fiz) Py (2" u” o™,

un,un

Az” (,ulv M2

Vz™ e Z™. The performance of the above ensemble is bounded
from above as

NllNQ ﬂ%:lz =8 (Mf?g, Mﬁxg(m,uz))
< N11N2 = [G(ﬂ17ﬁ2)1{SP-l}(ﬂ1,ﬁz))l{sp_z}(ﬁhﬁz)
+2(1 = Lygp.1y (A, Az) Ligp-oy (fin, A2)) |
where
G(fir, fi2)
_Zﬂ: Z @( o @A Py (@™ u™, o)

= K& (i) Py (0" ) R - 49

In what follows, under the conditions on the rates given
in the theorem, we show the existence of a pair (fi1, fi2),
and codebooks C(#7#2) and binning functions LE’_‘ ¥, for u; €
[1,N;], i = 1,2, such that the e-faithfulness is satisfied for an
arbitrary € > 0 for all sufficiently large n.

1

B. Performance Analysis

Step 0 (Operators Form Sub-POVM): Fix an arbitrary ¢ > 0.
To start with, for all (&1, fi2) € [1, Nl] x[1, NQ], one can show
using a result similar to Lemma 2 the following proposition.

Proposition 3 (sub-POVM): For any ¢ € (0,1), any n €
(0,1), any § € (0, 1) sufficiently small, and any n sufficiently
large, we have

_— 22@ —E [l{sP-1}(ﬁ1,ﬁz)ﬂ{sp-z}(ﬁl,ﬁz)]) < 2,

if Ry > I(U; RB),, and Ry > I(V; RA),,, where o1, 03 are
defined as in the statement of the theorem.
Proof: We skip the proof for brevity. O
Next we focus on G.
Step 1 (Isolating the Effect of Error Induced by Not Cover-
ing: Consider the second term within G(ji1, fi2), which, under
the event ]l{sP-l} =1 and ]l{sP-Z} =1, can be written as

Z pABAu" vn (M17M2)) P%%PE\U,V(Unwn)

Z Z\@( A () ®I‘ uz))@

N1N2
K142 2,7
X Py (2" [FU (0, 1)) D7 i in) (1= (o)}
W
]
= T(f1, fiz) + T(fi1, fi2),
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where
N A (R
T(fin, iz) S o (T @ry )
2 p1,p2 1,>0
\/ pA%PS\U\/ (2" FF2) (3 5),
~ A n B, ([
T(fi1, fiz) =N oS ( () ®T; (“2))
Ml 2 3=0 or j=0
PA%PE\U,V(Zn|“87U6L)-

Hence, we have
G(fu, i2) Lgp_131(sp-2y
< [S(fi, fiz) + S(fins f2) |1 gpo1y Lisp-pys (50)

where S(ji1, fi2) 2

Z \/@(Au" ®A Z\UV( n|un,vn))

umn pn

Zn

; (51
1

p%% — T (fiy, iz)

and §(/11, fi2) 2 Dion ’f(ﬂl, fi2)]1. Note that S captures the
error induced by not covering the state p%%.

Remark §8: The terms corresponding to the opera-
tors that complete the sub-POVMs MIE‘""“) and M ](3"’”2),

ie., I — Zu"eTé(")(U) Aq(jff) and [ — Zvﬂe?’;")(v) Bq()’fﬁ) are
taken care of in 7". The expression 1" excludes the completing
operators. Therefore, in the analysis of the term S, we use
Aq(fff) and B(”2) to denote the operators corresponding to
u™ €T, (”)( U) and v" € T, (n)( V), respectively.

Step 2 (Isolating the Effect of Error Induced by Bin-
ning): Notlng that e(’_“”_‘z)(u ™) = FEuE2)(4 ), for each
(u™,v") € B (i) x BY2)(j) and (u",v") € ClAi2) | For
any (u™,v™) ¢ Cli2) Jet e(Pm2) (y v™) = (u?, vf). This
simpliﬁes T as

S SVim( 3 A

B1,p2 1]>>% u”eB(M)( )

® Z B£ﬁ2)>‘\/ P(,?%PZU,V(Zn|F(ﬁ1’ﬂ2)(iaj))
one B(ﬁz)(j)
Xn (& ) ®n
N1N2 Z Z” \/ PAB (Au'bl ) \/ PAa
12w,
wreng gy PRy e ()
>0,
j>0
>0 /% (A% @ BY) /%
H1,p2 w™ o™

XZ u”eB(“l)
X PZ\U,V(Zn|3(ﬁ1’ﬁ2)(Una v")),

T(ﬁhﬂz)

N1N2

N1N2

A(Ff,,l) _

where we have used the fact that > . ).
uneB;"1’ (i)

Ml
Zu" Au" { "EBEEI)(i)} and Zi>0 ]l{u"EBgﬁl)(i)}
all u” € ’TC;(")(U ), and a similar argument holds for the

= 1 for
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sub-POVM {B(’,I 2)}. Note that the (u™,v™) that appear in

o
the above summation is confined to (%(")(U) x %(")(V)),
however for ease of notation, we do not make this explicit.
We substitute the above expression into S as in (51) to obtain

'U" \/PABPZ\UV M, 0™)
®n B(Mz) ®n
Z PAB u" vn PAB

n|e(ﬁ1,ﬁz)(un7 ™))

S(ﬂla /12)

= Z Z \/ P%E u”

an un pn

N1N2

n
X Pz|U,v(Z
1

Recall that f; = (u, f1;) for ¢ = 1,2. We add and subtract
an appropriate term within S and apply triangle inequality to
isolate the effect of binning as S < S; + S, where

S1(fi1, f2)

) PREACAE

zn llyn yn

A% @ B
NlNQ Z u v >

1,2

2" u", v
1

P%%Pgw,v(

32(/11, ﬂz)
Y X o (4l @ BE) /o2

H NN =

x (PE\U,V(Zana o) — PS\U,V (Zn|€(ﬁl’ﬁ2)(unavn)))

1
(52)

This gives

Gligp1yLisp-2y < [S1+ 52+ S]]l{sP 13 Lsp-2y-

Note that the term S; characterizes the error introduced
by approximation of the original POVM with the collection
of approximating sub-POVMs Ml(n’ﬁ V) and MQ(n’ﬁ 2)and the
term So characterizes the error caused by binning of these
approximating sub-POVMs. Next, we analyze Sy and prove
the following proposition.

Proposition 4 (Mutual Packing): For any e¢ € (0,1), any
1,0 € (0, 1) sufficiently small, and any n sufficiently large n,
we have

1
N1N2 ul,qu[SQ(MhM2)]l{SP 1}(#1a ,U'Q)]]'{SP 2}(#17M2)]<55
if Ry > I(U; RB),,, Ry > I(V; RA)o,, Ry + %log(Ny) >
S(U) gy, Ro + L1og(No) > S( )oss R1 + Ry — "Ry — Ry <
I(U; V)e,, where o; for i = 1,2,3, is the auxiliary state
defined in the theorem.

Proof: The proof is provided in Appendix C-C O
Hence there must exist a pair ({1, fi2) such that

2 (1 —E []l{SP—l}(ﬂla ﬁ2)]1{sP-2}(ﬁ17ﬁ2))])
+E [Sz(ﬂl,ﬂz)]l{sP-l}(ﬂhﬂz)ﬂ{sPQ}(ﬂl,ﬂz)] <Te,

for the rates satisfying the constraints in Propositions 3 and 4.
For the rest of the proof, we fix (fi1,fi2) to be this pair.
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The dependence of functions defined in the sequel on this pair
is not made explicit for ease of notation.

Remark 9: Since the shared randomness given by (i1, fi2)
is only used for random coding purposes two of the con-
stralnts in Proposition 4, given by Ry + 1 log(N1) > S(U)g,,
Ry +1 Llog(Ng) > S(V)g,, are superﬂuous.

For the term corresponding to S, we prove the following
result.

Proposition 5: For any ¢ € (0,1), any 7,0 € (0,1)
sufficiently small, and any n sufficiently large, we have

E| 31 sp.1yLispoay | < e,

if Ry > I(U; RB),, and Ry > I(V; RA),,, where o1 and
o9 are auxiliary states defined in the theorem.
Proof: The proof is provided in Appendix C-D. O
Step 3 (Isolating the Effect of Alice’s Approximating Mea-
surement): In this step, we separately analyze the effect of
approximating measurements at the two distributed parties in
the term S7. For that, we split S7 as S7 < Q1 + 2, where

Z \/ p%%( u" 'u"

S LA

1 &
N > Ai’?)®Afn)\/p% zio v (2" a0 |
1

Ml*l

LSS (A ean

p1=1u™,v"

Z A(Hl)

Hzl

0:2Y

Zn

B )R Py ()
1

With this partition, the terms within the trace norm of @y
differ only in the action of Alice’s measurement. And similarly,
the terms within the norm of )2 differ only in the action of
Bob’s measurement. Showing that these two terms are small
forms a major portion of the achievability proof.

Analysis of QQ1: To show Q1 is small, we compute rate
constraints which ensure that an upper bound to ; can be
made to vanish in an expected sense. Furthermore, this upper
bound becomes convenient in obtaining a single-letter charac-
terization for the rate needed to make the term corresponding
to Q2 vanish. For this, we define J as

8

Z\/ P%%( un v” - N ZASﬁLI)
2™Mu" v .

umn p1=1
1

(53)

PR

XN pn
PAB Z\U,v(

By defining J and using triangle inequality for block
operators (which holds with equality), we add the sub-system
V to RZ, resulting in the joint system RZV, corresponding to
the state o3 as defined in the theorem. Then we approximate
the joint system RZV using an approximating sub-POVM
M,Exn) producing outputs on the alphabet &/™. To make J small
for all sufficiently large n, we expect the sum of the rate
of the approximating sub-POVM and common randomness,
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ie., Ry + Ci, to be larger than I(U; RZV )s,. We seek to
prove this in the following.

Proposition 6: For any € € (0,1), any 7, € (0,1) suffi-
ciently small, and any n sufficiently large, we have E [Q1] <
E[J] < 2¢, if Ry +Cy > I(U; RZV),,, where the auxiliary
state o3 is defined in the theorem.

Proof: The proof is provided in Appendix C-E. O

Now we move on to bounding Q.

Step 4 (Analyzing the Effect of Bob’s Approximating Mea-
surement): Step 3 ensured that the sub-system RZV is close to
a tensor product state in trace-norm. In this step, we approx-
imate the state corresponding to the sub-system RZ using
the approximating POVM M ](;), producing outputs on the
alphabet V™. We proceed with the following proposition.

Proposition 7 (Non-product Covering Lemma): For any
e € (0,1), any 1,0 € (0,1) sufficiently small, and any n
sufficiently large, we have

E [QQR{SP-l}l{SP-Z}] < 4e,

if Ry +Cy > I(U;RZV )4y, and Ry + Cy > I(V; RZ),,,
where the auxiliary state o3 is defined in the theorem.
Proof: The proof is provided in Appendix C-F. O

C. Rate Constraints

To sum-up, we showed that the trace distance satisfies:
= j0n (MR, MY (jin, fiz)) <
if the following bounds hold:
Ry > I(U;RB),,, Ry >I(V;RA),,,
Ry 4+ Cy>I(U;RZV)y,, Ro+Cy>I1(V;RZ),,,
(R — R1) + (Ro—Ry) < I(U; V),
Ri>R >0, Ry>Ry>0, C, >0, Co3>0.

21e,

(54)

Let us denote the above achievable rate-region by R;.
By doing an exact symmetric analysis, but by replacing the
first encoder by a product distribution instead of the second
encoder in S; (as defined in (52)), all the constraints remain
the same, except that the constraints on Ry +Cy and Ry +Cs
change as follows

Ry +Cy > I(U;RZ)s,, Ro+Co>I(V;RZU),,. (55)

Let us denote the above region by Ra. By time sharing
between the any two points of R; and R2 one can achieve
any point in the convex closure of (R | JR2). The following
lemma gives a symmetric characterization of the closure of
convex hull of the union of the above achievable rate-regions.

Lemma 9: For the above defined rate regions R and Ro,
we have R3 = Convex Closure(Ri | JR2), where Rg3 is
given by the set of all the sextuples (Rl, R, R1, Ro, C4, Cs)
satisfying the following constraints:

Ry > I(U;RB),,, Ry>I1(V;RA),,,
R+ Cy>1(U;RZ)y,, Ro+Co>I1(V;RZ),,,
Ri+Ry+C,+Cy > I(U;RZ)y, +I(V;RZ),,
+I(U;V|RZ)o,,
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Ri4+Ry — (R + Ry) < I(U; V)4,

0<SRI <R 0<SRy<Ry C;>0,C2=0. (56)

Proof: The proof follows from elementary convex
analysis. O
Lemma 10: Let Rz denote the set of all quadruples
(Ry, Ra,C1,Cs) for which there exists (1:21,]?2) such that
the sextuple (Rl,RQ,C’l,CQ,Rl,Rg) satisfies the inequal-
ities in (56). Let Rp denote the set of all quadruples
(R1, Ra, C1,C9) that satisfy the inequalities in (4) given in
the statement of the theorem. Then, Rs = Rp.
Proof: This  follows by Fourier-Motzkin  elimi-
nation [44]. O

VIII. CONCLUSION

We have developed a distributed measurement compres-
sion protocol where we introduced the technique of mutual
covering and random binning of distributed measurements.
Using these techniques, a set of communication rate-pairs and
common randomness rate is characterized for faithful simu-
lation of distributed measurements. We further developed an
approach for a distributed quantum-to-classical rate-distortion
theory, and provided single-letter inner and outer bounds. As a
part of future work, we intend to improve the outer bound
by providing a dimensionality bound on the auxiliary Hilbert
space involved in the expression. Further, we also desire to
improve the achievable rate region by using structured POVMs
based on algebraic codes.

APPENDIX A

PROOF OF THEOREM 7

Note that & = 1=Y__, A, Define 7, £ T, I1,, 4, 11,11, and
o' 2 l—ie D vex Aapy. Further let II be the projector onto the
subspace spanned by the eigenspace of o’ corresponding to the
eigenvalues greater than ¢/D. Let p, 2 15,11, and o 2 [o'1I.
Construction of Random POVMS: Define a collection
of random codes C é{C(”)} for o € [1,N],

cr) é{X(l, #)}bien, k], and X(I,p) are chosen randomly,
independently according to the distribution {\, /(1 —0)},ex.
Using this, define

where

g =

—0) 1 &
e l; Lix m)=a

and AQ(C”) 2 'yg(gu)\/ﬁ_lﬁm\/ﬁ_l, where \/ﬁ_l refers to the gen-
eralized inverse as defined in [38, Section 5.6]. Now for each
w € [1,N], construct a collection of non-negative operators
MW 24y,

Proposition 8: M) forms a sub-POVM for all i € [1, N]

Ke?deD™ !
41n 2

Proof: We use the operator Chernoff bound [39]. Note
that

with probability exceeding 1 — 2N D exp [—

e < AL IILIT < 7,
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where we used the hypothesis (15d) assumed in the theorem
statement. Moreover,

N o e €
E[pX(l,u)] = HO’IH = BH

Applying the operator Chenoff bound on {dpx (i . }ic[1,x7>
we obtain

K
P{(l—e) EZﬁX@u) < (1 +e)a}

Ke3dD_1]

Zl—QDexp[— 1o
n

for all u € [1,N], where we used the fact that Tr (II) <
Tr(Il,) < D (using the hypothesis (15c) of the theorem
statement). Now we have
P , 1 1
c=Ilc'll <o S—l_eﬂppﬂps—l_ep,
using the hypothesis (15¢) and (15f) of the theorem statement.

This results in (1 —9)\/5_10\/5_1 < I. This implies that with

KeddD™1!

probability exceeding 1 —2D exp [— oo

IRCED NN

TeX zeX

10-0) o L
= <1
DN (pr "‘)

Hence using the union bound, we see that with probability

exceeding 1 — 2N D exp [—%

forming a sub-POVM for all p € [1, NJ. O

Let M2{A,}vexs MW é{A(H)}xeX»
A2 - fj 1 AWM Let 1 (spy denote the indicator random
variable corresponding to the event that M (#) forms a sub-
POVM for all ;1 € [1, N]. The completion of the sub-POVM
is given by I — > » M. We use the trivial POVM {I} in
the case of the complementary event. Using this construction,

we have

], we have

], we have {Ag(c”)}zex

where

E,(M, M)

< Liep, lz IVP(As — Ay)y/plli + Tr ((1 - > AL

zeX zeX
+2(1— ﬂ{sp}) +6

\Z zpm__Z’Y(“

TeX p=1

p——Zv(“

,x

(a)
zeX p 1 1
1 N
+ Y [ Aepa — ~ D7 pe| +2(1—Lgpy) +26
TeX p=1 1

(b) . 18 .
<2 Z APz — N Z ’Yg(c“)Px

TEX p=1 1
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(n) is invariant to transposition with respect to p 45, we can write
+ 2;{ Z Y pe =l +2(1 = Tigpy) +26 for any y € Y+,
(©) _ T
2 9[S1 + 5] +2(1 — 1gpy) + 20, IWpas(T* @ Af) Vpas|,= |Woas (T4 @A) paz] |,
where (a) follows by triangle inequality, (b) follows by adding H ( AT B T) H
= |[\/ r A N . (57
and subtracting — ~ Z 'Y:r %px, and (c) follows by defining pan((I7) @ y) paB 1 (57)
N One can easily prove for any I' 4 (not necessarily positive)
A R 1 R yP yla yp
S, 2 Z Aoz — ¥ Z SIS that
TEX p=1 1
AT B\T R
. (\/PAB ((F ) ®(Ay) ) \/PAB)
SQ—Z Z’Y pr_prl'
e NV i3 =Trap {([dQT* @A) Vrap}, (58)
We work on the first term S as follows. Note that
where Wi 4p is the canonical purification of p4p defined as
S < ( ) Z Ae < S1 4 (1 n e) ViaB ézx,x’ VA Az [2) {2 | 4 g ® |x) (x|, for the spectral
TeX

decomposition of p4 B given as pap = Zx Az |zXz| 45 and
where ()T represents a state in the reference Hilbert space R. Now,

1 (1-6) using (58) we perform the following simplification
S D0 e = = 2 Lix = |-
1+e NE <5 > IVpas @4 ®AY) \pas|,
Note that y(e)y
a
A
BlS)] = —— Y E (1) — B[P()]] < 2. Iveas (T @ A7) Voasl,
(1 + 6) reX yeyt
1 ~ 1 Az = Z Trap {(idr ®T# QA)) Vrag} H
(1+e¢) ;;x VarlP(@)) < (1+e¢) ;;x NK’ yey* !
i i ®)
T (idrp @T7) (id ®A) )Y ®
where we have defined P( )A (1-6) Zl o L(x(1,)=x}- Hence y§+ vap {(idrz )(1 fid v)Vras |y><y|}H
E[S Ve + < > . = H TYA (idRY @TI4) < > Xyl
[ 1] (1 + E \/ ;( yey+
Moving on to Ss, consider the following. ®Try {(idRA ®Af) \I’RAB} )}
1
2 A = c
QE[SQ] < m |J;Y >\a:||Px - P;Hl + gYAIHp; - le] (:) HTI‘A {(idRy ®FA) URAY}||1
i g (d) . A
1 = [Traz {(idry @T* ®idz) 27537}, - (59)
< i1 [4%-{-41/6 + 24/ +4V2(1 — )y /e + \ﬁ]
= f(e,0 where (a) follows from the fact that

||« /PAB (I‘A ® Afo) A /pAB”1 is always non-negative, (b) uses

the triangle inequality for block diagonal operators, (c) uses
oray defined as

where we have used the ensemble gentle measurement
lemma [39]. Combining all the arguments, we see that

E M, M VA + .
El )< (1—|—e WN z;( ORAY = Z Xyl @ Trp {(idra ® A)) Vras},
3 1 yey+
+ f(e,0) + 4DN exp [—M] 20
4In2 and finally, (d) uses ®7%}", defined as the canonical purifi-

There must exists a collection of sub-POVMs whose average cation of oray. Note that the above inequality becomes
performance is at least as good. an equality when Zyey A, = I. Using similar sequence of
arguments as used in (57) and (58), we have

APPENDIX B . e
PROOF OF LEMMAS |Traz { (idry ® T4 ®idz) 2753,
A. Proof of Lemma 3 = |/ Tery 2 (@5 T Trry 2 05500 |
Consider the left hand side of (26). We define an operator
Fas o % = |\/7a Tzl
yo Which completes the sub-POVM {Ay}ycy as Ay =1 —

A .
Yy Ay- Further, let the set Y* = Y J{yo}. Since trace norm This completes the proof.

Authorized licensed use limited to: University of Michigan Library. Downloaded on September 05,2022 at 17:16:27 UTC from IEEE Xplore. Restrictions apply.



1110

B. Proof of Lemma 4

Let the operators of My and My be denoted by {A Viez
and {A }ieg. respectively, and let the operators of My and
My be denoted by {A¥} and {AY} respectively, for some
finite sets Z and J. With this notation, we need to show the
following inequality

S I ]
2y
+ Tr{ (I — M AF ®A]Y)pxy}

i,
< (ex +ey).

Next, by adding and subtracting appropriae terms, we got
G <X |Vrxr(a¥ @AY - AX @A) )vhxv,
(g
+ Ve (A @A) - AX @A) voxv,
+;:{(1 _ZA;f)py} s Tr{ (1-TArei))
{(-S4r} - (-2}
< 3 fvmeon - &)l + Tr{(f - 3o}

)
+;H\/p_y(/\] N +Tr{([—;f\}/)py}
+Tr{(1 —%}&X ®A}-/)pxy} —Tr{ (I—Zi:f\f()px}
_Tr{(f_;A;f)py}

< (ex +ey) +Tr{(2[ng ® (I —ZA;V))pXY}

)

pXY}

where the second inequality follows by applying Lemma 3
twice, the third inequality follows from the hypotheses of the
lemma, and the final inequality uses the fact that M and
MY are sub-POVMs. This completes the proof of the lemma.

C. Proof of Lemma 7

Proof: Using the chain rule of quantum mutual informa-
tion we see that

I(A; B|C, J)o =S(ACJ)+S(BCJ)y—S(ABC.J)y—S(C.J)s.

The eigenvectors of the state ocapcy are of the form
(0,...,0,]5> ® ‘vf>,0, ..,0), with eigenvalue Pj(j)A],

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 68, NO. 2, FEBRUARY 2022

v7> is an eigenvector of state p’; 5, with eigenvalue

where |v;
AJ. Hence

S(ABC.J) = =" P;(j)X log(Ps(j)X)

]’L

H(P;)+ ). Py(j) Y [-M log M]

j=1 i
Do+ Y Ps(5)S
j=1

where in (a) we used the grouping axiom of entropy. Applying
similar arguments for S(AC/J), S(BCJ), and S(CJ) we get
the desired result. O

(@)

(ABC)

pis

D. Proof of Lemma 8

Proof: Consider the trace norm expression given in (38).
This expression can be bounded from above using the triangle
inequality as

Z )\w” T’w” - Z ,TW77 (u)

- 2n(R+C)
; Aon Topn — 1 ™ wZ Py (W) Topn 1
7 (W)
ZPW” wn — 2n(R+C)ZTW" ([J.) )
Ly 1
T(”)(W)

(60)

The first term in the right-hand side is bounded from above
as

(1-¢)
S

w"eT(")(W)
‘ 3 /\wn< 7> "
1+
w"ET(”)(W) 77) 77¢T(")
n
< (ﬂ) 2 A | Topn || + Z Awn || Topn
wreT{™M (W) ] wrgT{™ (W) ]

n
K| —|+es<n+e<
<1+77> g

for all n sufficiently small and n sufficiently large. Now
consider the second term in (60). Using the covering lemma
from [39], this can be bounded as follows. For w™ € 7:;(") (W),
let II and II,,~» denote the projectors onto the typical subspace
of 7®" and T, respectively, where 7 = D Awn Tyn.
From the definition of typical projectors, for any ¢; € (0,1) we
have for sufficiently large n, the following inequalities satisfied
for all w™ € T, (W) :

an (

w™) Tyn

1

H 3 Awn Tun,

(61)

l.\3|('h

Tr II7,n
Tr ILyn Toyn

2 — €1,
z1—e,
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TrII<D

?

Hw" Tw" Hw" < Hw" ) (62)

Ul

where D = 27(8(T)+01) apd 4 = 2"[(210 ’\’“S(T’“))_‘SQ],
and 91(d) N\ 0,02(8) N\, 0 as & \, 0. From the state-
ment of the covering lemma, we know that for an ensemble
{Pyyn (W), Topn buneyyn, if there exists projectors IT and IT,,»
such that they satisfy the set of inequalities in (62), then for
all sufficiently large n, if n(R+C) > log, £, the obfuscation
error, defined as

N 1
Z Py (w") T — on(R+C) ZTW"M(I)

wn I,

)

1

can be made smaller than €1 + 4\/e1 + 24{/e; with high
probability. This gives us the following rate constraints
R+ C > S, Tw) — 2y S (Tw) + 61 + 02 =
X {Aw}, {Puw ® 04 }) + 91 + 2. Using this constraint and the
bound from (61), the result follows. O

APPENDIX C
PROOF OF PROPOSITIONS

A. Proof of Proposition 1

The second term in the trace distance in S3 can be expressed
as

(id @ [Mas]) (¥ 45)

1
= Lsp-n P2y, 2 2 et i)

pa, s i,
®Trap {(id QTim) ®rfv(li2))\1,/éAB}
+ (1 = Lgpo1y Lysp-2)) (00,00
®@Trap {(id ®id @id) U5, , 3}
= LispyLisp2y
Z Z Z q)e(ﬂlvlw)(u’v)
p1,p2 4,521 (u,v)eBg“l)(i) XB;“Q)(j)
®Trap {(id RAM @ Bi(fHQ))\I’f%AB}

e NDIDY

=1 (k2)
Hop2 321 ep) ()

1
x
lN1N2

+

‘b(ou,ov)

®Tras {(id ® A(()Zl) ® B{"2)Wh, }

NI

pa,p2 121 ueBg“l ) ()

+

q)(OUvOV)

®Trag {(id ®AM @ B(()/éz))‘I’%,AB}

®Trag {(id ® A(()Zl) ® B(()/\fz))‘I’I;%AB }]

1111

+ (1= Lisp-1; Lisp-2)) (00 0v)

R Trap {(i[d®id®id) s, 5} . (63)

Similarly, for the first term within the trace distance in So,
we have

= l{sP-l}]l{sP-Z}

DD IPIL I

pa, 2 ueU vevy

®Trap {([d® AP © BY=) 0, |

1
+N1N2 Z Z(I)(OUJU)

p1,p2 vEV

1
X
lNlNg

®Trap {(id ® A(()Zl) ® Bq()MZ))‘I’faAB}

1
t NN, D0 20 Pon)

H1, 02 ueU

®Trap {(id RAM ® B&Z))‘I’%AB}

1
+N1N2 Z e

1,2

®Trap {(id ® A((f:,l) ® B&Q))‘I’%AB }]

(0u,0v)

1
+(1- 1{5P71})1{SP72}F Z Z P0y,0)
2z vevo{ov)

Q@ Trap{id®id @ B2\ Wrap}

1
+(1- l{stz})l{stl}F Z Z Pu0v)
1
1 uedu{oy}
Q@ Trap{id® A" @id)¥rap}
+ (1= 1gp o)1 = Lgp 1) P(0p 0v)
®T1"AB{(id®id®id)\I/RAB}.

(64)

By replacing the terms in Sy using the corresponding
expansions from (63) and (64), we observe that the fourth
terms on the right hand side of (63) get canceled with the
corresponding terms on the right hand side of (64). Next we
take the second term in (63) and apply the triangle inequality
and bound from above its [; norm by

1
Rl (GHE ]

Similarly, we can bound the rest of the terms in (63), (64),
except the first terms. The [; norm of the difference of the
first terms in (63), (64) can be written as

1
Lop-1yLisp2 v 2 2

p1,p2 ueld veV

(P (uw) = Petronz) (u,w))

‘ 1

1
= l{sP—l}]l{sPQ}m Z Z Z ||(I)(u;v)_q)e(“1*“2)(u,v) ”1

p1,p2 ueUveV

®Trap {(id@Agfl) ®B£M2))\I’??,AB}
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X Trpap { (i@ AL @ BY)Wh, .}

1
= l{sP-l}]l{sP-Z}—NlNz

PIDIDN L

P, 42 ueU veV

D1 ) (u,v) “ 177(11“ ) C’L()u2)Qu7U )

where the first equality is obtained by using the definition of
trace norm and the last equality follows from the definition of
Aq(f‘ 1) and Bq(,“ 2), with ©Q,,,, as given in the statement of the
proposition. This completes the proof.

B. Proof of Proposition 2

Using the proof of Theorem 7, one can show that

2 2
= — (p1) = — (p2)
leTr<(I ZAu’“ )pA>+N22Tr<(I ZBU’“ )pB>
p1 uelU veEV
+2(2—]1{SP 1}—1{513 2}) ag t+ap.
Recall from Proposition 1 that S5 can be simplified as

1
S3 :l{sP-l}]l{sP-Z} —N1N2

SDNDIDI L NEL

H1,p02 ueU veV

(Ml 4
e(h1:12) (u,v) Hlf}/uﬂ 5‘ 2)Qu,m

For any (u,v), the l1-norm above can be bounded from
above by the following quantity:

[Puss = Pt o) oy 1 < 2[Lg(umpgwvy + 14#2) (u, )],

where ]1(’“’“2)(u,v) a2
]1{3(’&7?771' 3):(u, v) e B0y x BS2(), (i, 1) e YW,

(@, 9) € B (5) x BY(5), (@, 7) # (u,v)}.

Using such indicator functions, S3 can be bounded from
above as S3 < Sy + 55, where

54—]1{sP 1} {sP- 2}N Ny Zquzl{(uv ¢W}'7u C(M)

(u,v) S, 2

SB é (1 91 ! 92 Z Z u,v
(1+61)1+62 KlKQlk(u’u NN2
x >0 L) () LU (1) = u, V) (k) = v},
M1, 42

where we have bounded the indicator random variables in Ss.
We provide bounds on the expectation of S4 and Ss. For that
we take the expectation of the indicator functions with respect
to random variables which are independent of each other and
distributed according to {\{} }uers» and {\J},ey. First consider
the following argument:

<ISh—-2 ) AMl+2 YD

(u,v)gW (U7U)¢W

—lpyl {st}NN Z% ¢, ‘

1,42

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 68, NO. 2, FEBRUARY 2022

+ Lgp_py Lygp_oy (1 — N1N2 D11 A, )

U,V 1,42

+ (1= 1pyLspoy) +2 Z )‘3,]5
(u,v)gW

S1 +2 Z )\uv,
(u,v)¢W

where (a) follows from the two different definitions of vari-
ational distance between probability distributions, (b) follows
from Lemma 5. Taking expectation we obtain

E[S4] < (a + ap) +2 Z
(u,v)gW

AB
/\u v

(65)

where we used the bound developed earlier on .S; in the mutual
covering lemma. For S5 we have

E[ww)(u LTI () = u, V=) (k) = 0} |

gy ZZE[I{uveB”l)() x By (j)}

(u D)EW 43 (I,k
(@,0)#(u,v)

x1{ (@, 5) € B (3) x BY*) () }
x]l{U(’“)()—u vk (k v}
')

<1 {U (@) =4, sz)(k) 7

|

® NANB [ MR IWIK 1 Ko KiWaMy
T A=-0)1=0)| (1 =611 —0)T Ty~ (1—60)T,
y (1+ B K, > L K WBAR (1+ MK >]
(1—262) (1—62)T> (1—061)
(66)

where (a) follows from the union bound, and (b) follows by
noting that there are 5 cases to consider, and by evaluating the
expectation of the indicator functions while recalling W4 =
maxyey [{u : (u,v) € W}|, and Wi = maxyey |{v : (u,v) €
WH, A = max, A2, M, = max, AB. This implies that
2 [ MaMB WK1 Ko
(]. + 61)(1 + 62) (]. - 91)(1 - 92)T1T2
KiW 4 AE K. KoWpAE
+ 1YW AAmM (1 + mir2 ) + 2VV BAmM
(1-61)T1 (1 —69) (1 —069)T5

(14 g ¢ 3 St
(1—61) ’

ueU vey
We have the following lemma.
Lemma 11: We have

DT QuaiAl <

ueU vey

Proof: Firstly, note that

ZQuU/\A/\B {[\/p? 1(2/\,4 A)r—l

uelU ueld

veY
RS N

vEY

E[S5] <

fifo
FFy

®PB

Jous}

(67)
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Consider,
DAl =110, <Z M AHA> 1,114
ueld ueld

Y 4, <Z Mp ) I, 14

®) . A1 L@ 1
< T, pall,, 14 < —TTATL,, 114 < —11,,,.
P P

where (a) follows from the hypothesis ITpATI4 < pA,
(b) from the fact that M4 is a sub-POVM, and (c¢) from
the hypothesis 1I,,pall,, < F%HPA, and (d) from the
commutativity of 14 and Il,,, where the commutativity
follows from the fact that II4 is a cut-off projector on the
subspace determined by I, ,. This implies that

(Z >‘u"pu> < \/PA 71
uel
< ]J;—llﬂpm (68)

where the last inequality follows by using the hypothesis
Jpa oAt < fi1l,,. Using the same arguments for
the operators acting on g, we have

<Z )\vn P ) -t <
veY

f2
FQ HI)B
Using (68) and (69) in (67), gives

0, AP < fife
Z ) u v F1F2

\/PB 5

\

(69)

Tr(IL,, ®1,;) pan

o Nife fife
FlF BE’
which is the desired result. O

PAB =

C. Proof of Proposition 4

Fix an arbitrary € > 0, and 7,9 € (0, 1) sufficiently small.
Recalling Sa(fi1, fi2), we have

52(ﬂ17/f2)
N1N2 H;iz ;
S P Gl 0~ Py (z”|e<mv~2>(u",v”>)\
un o
®n B(H2)
PaB u" ® n
Z Z Ml)C(ﬁz)Q
Vur Gyn 3 eumn wn
Nl N2 p1,p2 uum
Py (" u" 0") = Py (215 ", 0™ )|
2 o
(1,f2) (,,n .m0
< N1N2M§2 p: vn<]1{(un’w)$%(n)(U’V)} +1 (u",v ))
x 71(1‘“ (ﬂf”ﬂun’vn, (70)

1113

where Q,n ,n and 1(F1:72) (4" v™) are defined as

-1 -1
A ~ ~
Qun on = Tr {\/ PR @pF" (B ® prn)n/ P @PF" PAB}

1 (B1:72) (u™, ™)

én%QWﬁm@jymmv) e B (i)x BY2 ), (@™, 7") e
clm i T UY), (@, 5") € B (i) x By ()),

(an,@")¢:@/avn)}.

Now we can use the bound Sy < S31 + S22, where

‘8’21(/3’1)/3’2)

a_2 i)

A Z ]1{(u,, o) T(n)(UV)}’yun Cv Qun yn,
P, p2 uwt o™

‘8’22([)’1)[)’2)
Z Z 1) (7 g )'yu,f)(v Qun n.

N1N2

1,2 uw o

We begin by bounding the term corresponding to So;.
Consider the following argument.

Z S21]1{sP-1}]1{sP-2}

NN, fir iz
1 AB
< W Z 521 H{SP—I}H{SPQ} — Z )\u'n on
14v2 o1, fi2 (u” 7L)¢T(77)(UV)
U"ET(" (U)w T(")(V)
+ > 20

(un )T (U, V)

2% 3

e ET‘S(") (U) v ET(") (V)

AB
NAB

l{sP 1} {sP-2}

>o2as

(un ,vn>¢7;")<UV>

)\AB

wn,un )

b) -
< 251 +2 Z
(Uﬂ'7vn)¢7"§(n)(UV)

1
(a) follows by applying the triangle inequality, and (b) follows
from Lemma 5. Note that in 5'1, the average over the entire
common information sequence (fi1, fiz) is inside the norm.
Using the Lemmas 2 and 4, and the proof of Theorem 7, for
any € € (0,1), and any 7,0 € (0, 1) sufficiently small, and any
n sufficiently large, if

Ry > I(U;RB),,, Ry >I(V;RA),,,

1 _

- log(N2) > S(V)ys,
(71)

-1 _ -
Ry + Elog(Nl) > S(U)gg, Ry +
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then E[Sl] €. Consequently, we have
E[Sm fir, fiz)1 (fi1, fiz)1 (M17M2)]<4€
N1N2 MZM {sP-1} {sP-2}

Now considering the term Ss2, using a simplification similar
to (66) we obtain

E []l(/_‘lx/b)(u" vn)]]-{U":(/‘rl)(l):u"}]]‘{V”v(“2)(k):v”}:|
5 A4 AB,

< - = v

(1 —¢)2(1—¢")2

Substituting this in the expression for Sao gives

—n(I(U;V)=361)gn(R1—R1)gn(R2—Rz2)

9—n(I(U;V)=361)gn(R1—R1)gn(R2—R2)
(1+n)?(1—e)*(l-¢)?
X Z Qu7171)77 )\un )\57

27n(I(U;V)736176AB)2n(R17R1)2n(R27R2)
<10 )
(1+n)?(1—-e)(l—¢)?
where the second inequality above uses arguments similar to
Lemma 11. Therefore, if

E[S22] < 1

Ri+Ry— R — Ry <I(U;V)g, — 361 —6ap — 0, (72)

2—7“5

then we have E[S22] < O amrian=

sufﬁciently large n. Hence

< ¢, for all

ZE SQ ,LL1,,LL2)]].{SP 1}(#17M2)]]-{SP 2}(,LL1,‘LL2))<5E

NlN
1,42

for all sufficiently large n, if (71) and (72) are satisfied.

D. Proof of Proposition 5
We bound S as S < §2 + §3 + §4, where

§2é p%%( ) ®F N2)>
ul p2 >0
p%%Pg\U,v(angaUg) )
1
Q é X A7(/L1) Bv(HQ)
S oy 2, Z VpA%<F0 ®T; )
1,2 >0
X4/ P%JEPE\U,V(ZWU&”()Z) )
1
S A ®n s(u1) B, (u2)
S“_'NINQ 2y (19 o)

1,42

P%%PE\U,V(Zﬂuga%L)

1

Analysis of §2: We have
S2]1{sP—1}]1{sP-2}

l{sP 1} {sPZ}NN2 Z ZPZ\UV "lug, vg)

pisp2 2™

pAB (Z F s(k1) ®FB s(k2) ) P%%

>0

1

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 68, NO. 2, FEBRUARY 2022

1
- ]l{sP-l}]l{sP-Z} —N1N2

< 3 |y (3

1,42 um
1

< l{sP-l}]l{sP-Z}—NlNz

3 S |Vom (A o) i

pi,p2 u™

®Ff’(’“)> N

1

1

b 1 B,(
< ®nF 5
N1N2 Z pB 0
K142
ZLZ A pB — «/ ®”B(
N n ! =
pa || om v
nRo
(c) - 1
< e Z Z vnpvn - 1 + ’17) 2TLR2 Z pvn (“2)(](:)
p2 ||vm k=1 1
2245‘12 o =5, (73)
p2 V"
Sz
) _
where (a) uses the fact that 3, T/00) — 0 - gU)

(b) uses the fact that under the event {]l{sP—l} = 1}, we have

Dun Auﬁfl) < I, and Lemma 3. Finally (c) follows from adding
and subtracting an appropriate term. Regarding the first term
in (73) using Lemma 8 we claim that for for any € € (0, 1), any
1,0 € (0, 1) sufficiently small, and any n sufficiently large, the
term can be made smaller than e, if Ry > I(V; RA),,, where
o9 is as defined in the statement of the theorem. Note that the
requirement we obtain on R here was already imposed earlier
in Proposition 3. And as for the second term, we use the gentle
measurement lemma and bound its expected value as

(r2) || B ~B
lNQ ZZ CU’L2 Pyn = Pyn 1
o v
Z AB,
= - —pin |, <es,,
1+
U"ET‘S(")(V) ( 77)

where the inequality is based on the repeated usage of
the average gentle measurement lemma by setting €z, =

1+n) (24/e'y + 24/€%) with €5, N\, 0 as n — ©
and ¢ = &, + 2,/e), and £ = 2, + 2,/¢]
for e, 21 — min {TrH,)BpU,,,TrHUnpfn,l—5’}. Hence

[52]1{SP 1} {sP 2}]
Analysis of S3: Due to the symmetry in S, and Ss, the
analysis of 5'3 follows very similar arguments as that of S,

and hence we skip it.
Analysis of Sy: We have

S4]1{sP 1} {sP-2}

< Ligp-13 Lysp- 2}NN Z ZPZ\U\/ "lug,vg)

pi,p2 27

2 (18 o18)
1
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< ]1;781}?\712} 11,402 \/E (FS"(‘“) ®I) \@ 1
+]l{sP]\lfi]\;25P 2}2 Z \/7< A (1) ®B(H2 )\/@ :

H1sp2 0™

(74)

where the inequalities above are obtained by a straight forward
substitution and use of triangle inequality. With the above
constraints on Rl and Rg, we have 0 < I‘g‘ (1) < I and
0 < T2 < I. This simplifies the first term in (74) as

A,

2, ' o (00" ©1) /0%
1229725 1
1 A (1

- 3 SV (T o) i
! H1
Similarly, the second term in (74) simplifies using Lemma 3
1
Lisp-1 TisP-2y ®n( A, (n1) (12) ®n
Vs (re ) @ BE)
Ny Ny IZ; ;} Pap\to v PAB .
A (1
< EZ ' /p%)n (FO,(/ ))
H1

Using these simplifications, we have

S Vo ()

The above expression is similar to the one obtained in the
simplification of S, and hence we can bound S; using the
same constraints as Ss.

NN,

1

as

S4]1{sP—1}]1{sP-2}

E. Proof of Proposition 6

Note that from triangle inequality, we have ()1 < J. Further,
we add and subtract an appropriate term within J and use
triangle inequality obtain J < Jj + Jo2, where J; and J, are
shown at the bottom of the page. Now with the intention of
employing Lemma 8§, we express J; as

Ji =
D AEE b o @ PRy (27U, o) [0 @2 X"
(1 —¢) Z Z L )\f/?w
(]_ —+ 77 2n(R1 +C1) L an v”{Uh (Ml) uh} )\é”

X Prtn ® Py (2" u, 0") [u"X0" | @ 2" X" |
1
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where the equality above is obtained by using the definitions
of 'y(” V) and pun o> followed by using the triangle inequality
for the block dlagonal operators, which in fact becomes an
equality. Let us define 7~ as

A
ZL":

NAB
O3 S AP @ Py (2 o) [ X @1 X"
znﬂjn umn

Note that the above definition of 7, contains all the
elements in product form, and thus it can be written as
Tun = Q) Ty, This simplifies J; as

—e) 1
1 + 1) 2n(R1+C1) Z Tyn. (1) (1)

u” U” -

1

Now, using Lemma 8 we get the followmg bound. For any
e € (0,1), any 1,0 € (0,1) sufficiently small, and any n
sufficiently large, we have E(J;) < € if

Ri+C >S (Z Af?;) + DI MIS(T,) = I(U RZV ),
ueU

ueld

(75)

where o3 = Y, AT, @ |uXul.

Now, we consider the term corresponding to J» and prove
that its expectation with respect to the Alice’s codebook is
small. Recalling J,, we get

N1 Z Z ZPZ|UV ", ™)
pr=1umvm zn
umn ®Av" Hl) ®Av"> \/ p%%’
S DR N A (e
p1=1um vn
-1
N pun\/pg?” >®A >\/pAB

where the inequality is obtained by using triangle and the next
equality follows from the fact that };_,, Z|UV( 2" ™) =

1 for all 4™ € U™ and v™ € V" and using the definition
of Afﬁf) By applying expectation of Jo over the Alice’s

codebook, we get
1
Xn A
T, & N VpAB((M Ao
o -t B
RGO EI A N
1

(k1)

v (2

1

)

E[J2] <

wreTM@w)y "

)

A Ny ~ (k1)
Jl = Z \/ p%% (Afﬂ ® v'n - Z u’
znon lyn u”
A G 7 )
Jo 2 Z N ( u AA
2mon |l gn

Adn ® A )\/PABPZWV Hlu”sv )

Z Al @

M11

) oB PRy ("™ o)
1
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(k1) _ A4
where we have used the fact that E[v,.'] = TR

To simplify the above equation, we employ Lemma 3 from
Section IV-B.2 that completely discards the effect of Bob’s
measurement. Since Zvn = ], from Lemma 3 we have

for every u™ € 7:5(”)(/1),
1
&
Z \/PAB ((/\A
v

— puw\/pf?" ) vn>\/pf?%
1

1 —1 " —1

=1V p(;?n /\TAu" Y, P(,?n Pun V p(;?n

This simplifies E[J3] as
1
(1 2

+1)

® A
o ”(/\A”Aun
unE'TE(")(U)
-1 " -1
)

A
AL,

E[J2] <

1 A (AA _ <A
= T Z Xow | (it — B |4
'nET(rL)(U)
(1—¢)
S O NCART R

where the last inequality is obtained by the repeated usage
of the average gentle measurement lemma by setting €,, =

G Ep) (24/€’y + 24/€") with €;, N\, 0 as n — o0 and

(1+

ey = ep +2F and €} = 2¢, + 2, /5, for ep—l -
min{TrH,)Aﬁ;‘,,,ﬂHun pin,1—e}. Since Q1 < J < Ji +
Ja2, hence J, and consequently (J1, can be made arbitrarily

small for sufficiently large n, if Ry + Cy > I[(U; RZV )g,.

F. Proof of Proposition 7
We start by adding and subtracting the following terms

in Q2

Z \ %5 ( A ®AD, \/PABPZ\UV ", 0™)

um,on
(p2)

/ on B /
NA Z %% Av" p%%

U” U” /"'2 1

x P§|U,v(2"|unvv")
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cn
) 3 vy TV (48 @55 )
u” v 1 2#1;#2
X Pz|U,v(Zn|Uann)-

This gives us Q2 < Q21 + Q22 + Q23 + (24, Where the
terms on the right hand side are shown at the bottom of the
page. We start by analyzing (Q2;. Note that Q27 is exactly
same as ()7 and hence using the same rate constraints as 1,
this term can be bounded. Next, consider Q2. Substitution of

QE?L 2) gives
Q22 = Z /\u” v"pu” v ®Pg|U,V(Zn|unavn) |Zn><zn|
um, ", z"
(1-¢)
~ AT Em Y, 8 Hrmeon)
)\Z"’BU” ~AB n ny,n ,n n\/ ,n
x )\B Pun, ,om ®PZ\U,V(Z |U U )|Z XZ |
on

where the equality uses the triangle inequality for block
operators. From here on, we use Lemma 8 to bound Q2s.
For this, let us define 7, as

A )\AB
wn o

Ton = Z B f,LBv,L ®PZ|UV( n|unvvn) |z"><z”| .
un,zn v

Note that 7,» can be written in tensor product form as
Ton = @, T,,. This simplifies Q22 as

— &) 1 .
+ 77) 2”(R2+CQ) Z Vs (n2) (k)

2,k

Q22 =

(1
ZABT -4

1

Using Lemma 8, for any ¢ € (0,1), any 7,0 € (0,1)
sufficiently small, and any n sufficiently large, we have
E(Qgg) < €, if

RQ +Cy>S <Z )\f%)

veV

ZJ) = I(RZ’ V)Ugv

= 2SI
vEV

(76)

where o3 is defined in the statement of the theorem.

Now, we move on to consider ()23. Taking expectation
with respect to the codebook C(r112) = (¢l )y gives
bounds, shown at the top of the next page, where the inequality

N
A 1
Q21=Z Z \/p% ((F u" >®Aw Afn v”) \ pABPZ\UV 2"Mu”,v ) )
2" [lu™,un 1 p1=1
A u 1 No (/iz) B
QQQ :Z Z \/ p%% u" 'u” Au” ® E Z )\B A p%%Pg\U,V(Zn|un’ Un) ’
zn ||lun,om 2 1
A N> (/"’2) 1 ( )
v 71 ’U"
QQ?’:Z Z VPCI?%( un < Z \E Afi) NN ZAJ” /\B Afn) \/ PABPZ|UV 2"Mu”,v ) )
zn |lun,un 2 jp=1 "v" U2 e "
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2™ ||umom 14v2 1,42 vm 1
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®Av") PABPZ\UV( 2", o)
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1

1
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is obtained by using the triangle inequality, and the first equal-
ity follows as Ci“ 1) and CQ(“ 2) are generated independently.
The last equality follows from the definition of J as in (53).
Hence, we use the result obtained in bounding E[J] in the
proof of Proposition 6.

Finally, we consider Q24.

Q24 < Z ZPZ\UV "u,v™)
unpm Zn
( ) (p2)
/ n v B / n
'N N 2 %B (A 'U‘l B AU") p%B
V2 e An

PRGACEEES

N1N2 B,

(e )|
N NCARERS AN
2 unun
p%( o r ))w;

Hl

where the inequalities above are obtained by substituting in
the definition of Bff,ﬁ) and using multiple triangle inequalities.
Taking expectation of Q24 with respect to the second codebook
generation, we get

)

Ec, [Q24]1{5P-1}]1{sP-2}]

<1{SP1}Z 1_]577 @( ZAu" —Aan)\/P?é

v eT(")(V)

B (s Do (Vi ) ) Vi

M1

1

(a) B
< ’U
Z(:) 1 + 77
omeT " (V)

IV (st
—\/p%" 155\/@" 1)

— Z Al?” ~B ﬁB
Tt o s
oneT{™M (V) (L+m)
(b) 1 —5’)
< (24/€'5 + 24 /€%) = €q,,s (77
where (a) follows by wusing Lemma 3 and the

fact that under the event {Lp.j, = 1} we have

PRI ABD < 7 and (b)  uses the result
based on the average gentle measurement lemma by
setting €g,, = ((11;7) 24/es + 24/€7) with €g,, \, 0
as n — o0 and €p = g, + 2,/€, and e = 2¢;, + 2, /5y, for
€p 21— min {Tr ,, 5 TrllmpB., 1 — 5’}. This completes
the proof for (24 and hence for all the terms corresponding

to Q2.
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