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ABSTRACT

Vibrations are ubiquitous in mechanical or biological systems, and they are ruinous in numerous circumstances. We develop a viscoelastic
Timoshenko beam model, which naturally captures distinctive power-law responses arising from a broad distribution of time-scales presented
in the complex internal structures of viscoelastic materials and so provides a very competitive description of the mechanical responses of
viscoelastic beams, thick beams, and beams subject to high-frequency excitations. We, then, prove the well-posedness and regularity of the vis-
coelastic Timoshenko beam model. We finally investigate the performance of the model, in comparison with the widely used Euler-Bernoulli
and Timoshenko beam models, which shows the utility of the new model.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0091043

I. INTRODUCTION

Vibrations are prevalent in mechanical or biological systems, and they are unwanted and even destructive in numerous circumstances.
Their precise characterization and modeling are crucial in the design and determination of the dynamic durability of the systems such as
turbine blades in jet and helicopter engines' and can provide insight into disease evolution’ and are the key to develop effective ways to
mitigate the impact of unwanted vibrations to optimize the performance, to extend the durability of the systems in engineering applications,
and to develop replacements that restore the structures and functionality of damaged organs in the medical industry.

A. Modeling issues in beam vibrations

Resonance is one of the key issues in system and structural vibrations, which occurs as a system absorbs more energy when the driving
frequency of the external harmonic excitations, e.g., the rotating blades of engines, equals the natural frequency of the system. It causes
significant deflections, which may result in structural damage and even system failure.

Consider the dynamic response to a harmonic excitation (e.g., by the cyclic motion of an engine) of a spring-mass-dashpot system,’

mx(t) + cx(t) + kx(t) = qo cos wt. (1)

Here, m is the mass of the object, ¢ is the viscous damping coefficient, and k is the stiffness of the spring. For an undamped (i.e., ¢ = 0)
vibration, resonance occurs when the driving frequency w equals the natural frequency wua := \/k/m of the system. The displacement x(t)
= qot sin wt/(2mw) increases linearly with time, and the system may break. A common practice to mitigate the resonance is to change the
natural frequency of the system (e.g., the mass of the object or the stiffness of the spring) or the driving frequency of the harmonic excitation.
However, the stiffness of the part may not be allowed to be lower than a certain value in a system design due to load requirements (static
deflection) or other design constraints. The change of mass too may have other constraints on it.
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Alternatively, a physical damping may be introduced to model (1), yielding a displacement of the form™

qo cos(wt — 6)
my/(wpye — w?)? + (2 wnarw)?’

x(t) =

Here, the damping ratio { := ¢/(2mwpat ), the damped natural frequency w, := wuary/1 — (2, and the phase 0 := tan™" (2{wparw/ (Wpar — 0*) ).
The displacement does not increase with time although it may have a large amplitude when the driving frequency w equals the natural
frequency wpqs of the system.

Beam vibrations are much more complex and involved. Take the dynamic response of a clamped Euler-Bernoulli beam as an example,”*

PA(x)I;w + (pA(x)Orw + 8f(EI(x)8§w) =q(x, 1),
w(0,£) = Oew(0,8) = w(l,t) = Ow(l,t) =0, ¢t€[0,T], (2)
w(x,0) = dw(x,0) =0, xe€[0,1].

Here, w is the deflection of the beam, p is the mass density, A (x) is the cross-sectional area, I(x) is the rotational inertia, g(x, t) is the transverse
load per unit length, and E is the elastic modulus. Major complications of beam vibrations include the following: (i) Beams have infinitely
many natural frequencies and model shapes, which are of the following form for an undamped vibration:”’

Xn(x) = coshyux — cos pux — 1x(sinh ppx — sin y,x),
2 (3
wn:(&) ﬂrad/s, cosynl coshy,l=1, n=1,2,...,
I PA

where the weighted natural frequencies y, are related to the natural frequencies by the second equations in (3) and 1, = 1 for n > 4 and around
the unity for n < 3. Equations (3) show that the natural frequencies may vary significantly (e.g., from full to almost empty in a fuel tank during
a flight). In addition, a beam may have a variable cross-sectional area. Hence, the natural frequencies cannot be expressed in a closed form.
It is not an easy task to choose the driving frequency not equal to the natural frequency of the system, in general. (ii) A conventional viscous
damping (i.e., ¢ > 0) does not eliminate the resonance (cf. Sec. VI), which is in sharp contrast to the case of the single-degree-of-freedom
spring-mass-damper system (1).

B. Modeling of viscoelastic materials

Many modern structures, e.g., turbine blades in jet engines, are subjected to challenging conditions, such as high temperatures and high
tensile stresses. In these circumstances, conventional metals may creep significantly, which is one of the main causes of system failure. This has
led to the development of creep-resistant superalloys and ceramic matrix composite materials, which exhibit viscoelastic behaviors. Viscoelas-
tic materials, such as natural and synthetic biomaterials, smart materials, polymers, and elastomers, exhibit both the elastic characteristic of
solids and the viscous behavior of fluids. They have widely been used in many applications.”'” Consequently, modeling of the mechanical
behavior of viscoelastic materials is not a straightforward task.

Classical rheological models consist of combinations of springs and dashpots to describe the elastic and viscous behaviors of viscoelastic
materials through simultaneous storage and dissipation of their mechanical energy. The Maxwell model comprises a serial connection of a
spring and a dashpot and has a constitutive law ¢ + (#/E)é = 5¢, where 7 is the viscosity of the material, o and ¢ denote the stress and strain
of the material, respectively, and & and ¢ denote their time derivatives.””'"'" Its stress relaxation in the case of zero initial strain [£(0) = 0]
reads

o(t) = f G(t-)e(s)ds, G(t) = Ee N, @)

with 7 := 51/E being the retardation time of the material. The Maxwell model describes the relaxation but not the creep behavior of viscoelastic
materials. Sophisticated models better describe viscoelastic materials, in which the relaxation modulus may be expressed as a combination of
G(t—tj).

Various experiments show that viscoelastic materials exhibit both restorative elastic mechanism and viscous internal dissipation mecha-
nism simultaneously and demonstrate power-law behaviors.””'""'>"' Integer-order rheological models, which are expressed as a combination
of exponentially decaying modulus, provide satisfactory approximations to the power-law behaviors of viscoelastic materials for short observa-
tion times.'’ Fundamentally, this reduces to an approximation of a power-law function by a combination of exponentially decaying functions.
A Scott-Blair element with a power-law relaxation modulus and the assumptions that the material is quiescent for ¢ < 0 and ¢(0) = 0,
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Eqé(s)ds o
o(t) = /F(l ) (t= )" =E.0/e, 0<a<l, (5)

11,17,18

provides an accurate description as it correctly catches the power-law behavior of viscoelastic materials.”” Here, Jf'¢ is the Caputo

fractional differential operator defined by'*

8?8(1’) = ()Itl_aé(t)) OIt S(t) = r(a)/ s(;))l « S' (6)

E, is the material dependent parameter and can be viewed as “a fractionalized interpolation” or a weighted average between the modulus of
elasticity E and the viscosity #. In particular, E, with « = 0 corresponds to the classical modulus of elasticity E of an elastic material, which
also implies that the pseudo-unit [Pa - s*] of E, will be recovered to its equilibrium counterpart when « — 0.'*

A classical Euler-Bernoulli beam is valid only for long-slender elastic beams and so does not apply to thick beams, composite beams,
beams subject to high-frequency excitations, and viscoelastic beams. In this paper, we develop and analyze a viscoelastic Timoshenko beam
model to accurately describe the vibrations of viscoelastic beams by properly taking into account for the effect of shear deformation and
rotary inertia that are ignored in the Euler-Bernoulli beam.'”*’ We, then, carry out rigorous mathematical analysis to prove the well-
posedness of the model and the regularities of its solutions. The rest of this paper is organized as follows: In Sec. II, we develop a viscoelastic
Timoshenko-Ehrenfest beam model. In Sec. IT], we present preliminaries to be used in the Secs. I1I-V. In Sec. IV, we prove the well-posedness
of the mathematical model. In Sec. V, we prove the regularity of the solutions to the model. In Sec. VI, we investigate the performance of
the proposed model in comparison to the integer-order Euler-Bernoulli and Timoshenko models and the fractional Euler-Bernoulli model,
which shows the utility of the model.”!

Il. A VISCOELASTIC TIMOSHENKO BEAM MODEL

In this section, we develop a viscoelastic Timoshenko-Ehrenfest beam model involving fractional operators.

A. Force and momentum equilibrium and kinematics

Consider transverse vibrations of a viscoelastic beam under the following hypotheses: (i) The beam has a straight centroidal (labeled x)
axis with length / and cross-sectional area A(x). (ii) The loadings are applied in the transverse direction (labeled z axis) to the beam. The beam
has a longitudinal (x — z) plane of symmetry. The x, y, and z axes form a right-handed coordinate system. (iii) Cross-sectional planes that are
perpendicular to the centroidal axis remain planar (but not necessarily orthogonal to the deformed beam axis as assumed in Euler-Bernoulli
beams) after deformation. (iv) The beam is isotropic and homogeneous. Hence, the strains acting in the cross section are only due to bending
kinematics and the beam undergoes purely planar flexural vibrations that are small in magnitude. When the beam is deformed, some parts
of the beam are compressed and others are stretched. Somewhere between the top and the bottom of the beam, there is a neutral surface of
the beam, which retains its original length. The intersection of the neutral surface and the longitudinal plane of symmetry defines the neutral
axis of the beam. This reduces the transverse vibration of the beam to the deflection of the one-dimensional neutral axis based on which the
deflection of the beam at other locations can be evaluated.

Let the load g(x, t) be positive upward, M(x, t) be the bending moment, and V(x,t) be the shear force. Apply Newton’s second law to
the dynamic equilibrium of vertical forces in the beam element (x,x + h) to obtain

x+h x+h
[ AW e = Vst ht) - Vne) + [T a(G0de
X X
Taking the limit as & — 0" yields the vertical force equilibrium equation,
PA(X)D;w = BV + g(x,1). (7)
Let 6(x, t) be the angle of rotation of the cross section at x. Use Euler’s second law to the beam element (x, x + h) to obtain
x+h 5 x+h
f PI(O)20(C,1)dT = M(x + hyt) - M(x,£) + V(x + by t)h + f (¢ = x)q(¢, 1)dC,
where I(x) := [ A(X)zz dA is the rotational inertial. Letting h — 07 gives

pI(x)070(x, 1) = OM(x,t) + V(x,1). (8)
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The displacement field w(x, y,z,t) = (wx(x, 3,2, 1), wy(X, , 2, £), wz(x, 3, 2, 1)) is reduced by the Timoshenko beam hypothesis to
wx(x, 9, 2,t) = —20(x, 1), wy(x,0,2,t) =0, wz(xp2t) = w(x,t). 9)
The infinitesimal strains are as follows:

exx (%), 2,t) = Oxwx (%, ), 2, 1) = —20:0(x, t),
2exz(%, 9,2, 1) = Owx(x, 1,2, ) + Oxwz (X, 1,2, ) = Oew(x, t) — O(x, 1),

and all other strains vanish.

B. A fractional Timoshenko beam model

We combine the first equation in (9) with Eq. (5) to get the stress—strain relations in the viscoelastic Timoshenko beam,

0xx(%,9,2,1) = EoOf exx(x,9,2,t) = —Eq 2 0] 0:0(x, t),
0xz(%,0,2,t) = 2G O} ez (%, 9,2, 1) = GO} (Oyw(x,t) — 0(x,1)).

Here, G is the shear modulus. We evaluate the net bending moment M(x, t) by
M(x,1) = - fA o 25 2 A = EaI()5F 0,605 ). (10)
Let « be the shear correction coefficient. Evaluate the shear force V(x,t) by
Vixt) = fA 05,2 )dA = KGAGDE (Duw (. 6) = 0(1)) (11)

We incorporate Egs. (10) and (11) into Egs. (7) and (8) to obtain the system of fractional PDEs for the vibrations of the viscoelastic
Timoshenko beam,””
PA(x)Ofw = Ox(kGA(x) 0 (0w = 0)) + q(x, 1), (x,t) € (0,1) x (0, T],

2 o o (12)
pI(x)070 = Ox(Eal (x)0x0;'0) + kGA ()} (Oxw — 0).

In this paper, we assume that the beam is clamped at both ends, so the displacement w and the angle of rotation 6 vanish at both ends, leading
to

w(0,t) =w(lt) =0, 0(0,¢) =60(Lt)=0, te[0,T] (13)
Finally, we close system (12) by the initial conditions

w(x,0) = wo(x), Ow(x,0) =wo(x), xe€[0,]],

. (14)
0(x,0) = 6o(x), 0:6(x,0) =0p(x), x€[0,1].

I1l. PRELIMINARIES

Let C[0, T] be the space of continuous functions on [0, T] and C"[0, T], with m € N, be the space of m-times continuously differentiable
functions on [0, T]. For .7 := (0,1) or [0, T], let Ly,.(-7) be the space of locally Lesbegue integrable functions on .7, I (.#) (1 < p < o0) be
the space of pth Lebesgue integrable functions on .%, and W™ (%) be the subspace of L?(.#) with weak derivatives up to order m being in
I7(.F). Denote H"(.7) := W™*(.7), and H'(.%) ¢ H"(.%) is subject to the homogeneous boundary conditions up to order m — 1. H*(.%)
with a non-integer s > 0 is defined via interpolation. All the spaces are equipped with standard norms.”**

The eigenfunctions {¢;}:°, of the Dirichlet Laplacian™**’

—00¢i(x) = Ligi(x), x€(0,1), ¢i(0) =¢i() =0

form an orthonormal basis in L*(0, 1). )
The space-time spaces C" ([0, T]; &) and W™ (0, T; & ) with a Banach space & are defined by”"**
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C"([0,T}:2) = {g: |ohe( 1), e ClO.T], 0 <k <m,
W0, T3.2) = {g: Haﬁ‘g(-,t)Hz e’ (0,T), 0<k<m 1<p<ool,

equipped the norms

lgle- ([0.73:) = max max|[ofg] .

0<k<mte[0,T]

m 1/
(8 [ Iotscolfyar) " 1<peen

max esssup”@fg(u t)H , p = oo
0<k<m te(0,T) x

lgl wmp (0,T:) =

Throughout this paper, we shall use Q and Q; to denote generic positive constants in which Q may assume different values at different
occurrences. We set | - | := |- |2(7) and may write W™ (Z") for W™ (0, T; ") for simplicity. We, then, refer to the properties of the

. . 14,26,2
fractional integral operator.

Lemma III.1. The left fractional integral operator Olf in (6) and the right fractional integral operator tI/; defined by

S S (O
TS oot

tr
are bounded linear operators from L*(0, T) to L*(0, T). For any v € L' (0, T),
oIy = P IRy B By =y, PPy Ve [0,T], BiuBh > 0. (15)

Furthermore, they are adjoints in the L? sense, ie, forall >0,

foT(OIfw)v(t)dt=foTw(t)(,Igv)dt, Vw,veL*(0,T),

Oy Py = o =0, 1P, VveW"(0,T) with v(0) =0. (16)
Lemmalll.2. If g € LZ/(HZ“)”(O, t) foranyte (0,T),0< a<1/2, and0 < e < 1, then the coercivity estimate holds,

z (4 [ (4 2 7
/0‘ olig - Tigdt> COS(“”)HOIngLZ(O,z)’ te[0,T].

Furthermore, if v e W"/(1+29%(0.7) for any € (0,T), 0 < & < 1/2, and 0 < & << 1, then the coercivity estimate holds,

2

i
/0 olf Opv - (I} Opv dt > cos(am) HB,I_OCVHLZ(OJ),

Pe[0,T].

Proof. The proof follows from Theorem 2.23 of the literature’® and is, thus, omitted. o
We, then, refer to the Gronwall inequality for future use.”’

Lemma IIL.3. Leta>0,b>0,and 9,1 > 0 with 9+ 1 < 1. Suppose that v > 0 satisfies the inequality

v(t)<a+ b/ot(t — ) s v(s)ds fora.e. t € [0,T).

1

We write By := B(1 = 9,1—1). Forr>0, let t, := (b—go)m and let ro := bBoT" ™" so that t, < T for r < ro. Then, if r < ro and also r < 1, we

have
a bt?

v(t) < T, exp((l_rtﬁtlﬂ) fora.e te[0,T].
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IV. WELL-POSEDNESS OF VISCOELASTIC TIMOSHENKO BEAM MODEL

We prove the well-posedness of the mathematical model (12)-(14). For the convenience of the analysis, we use the substitution
u(x,t) = w(x,t) —wo(x) — t wo(x), w(xt):=0(xt) - Op(x) -t Bo(x) (17)

to reformulate system (12) in terms of u and y as follows:

pA(x)0fu = 0:(kGA(x) (Dxu—v)) +4(x.1), (x.t) € (0,1) x (0,T],

(18)
pl(x)0ry = Ox(Eal(x)0:07y) + kGA(x) 0 (Oxu — y) + p(x, 1),
along with the homogenous initial and boundary conditions,
u(0,t) = w(0,t) = u(lLt) =y(Lt) =0, te[0,T], (19)
u(x,0) = Ou(x,0) = y(x,0) = dy(x,0) =0, x¢€[0,1]. (20)
Here, g and p are defined by
el o ¥ 17%% GO (A (x) (Dxivo — 6
q ::q+1<G8,¢(A(9c)It1 (Oxio — 60)) = q + (r((z i(a) 0 0)),
P = EOc(I(x)8x i “B) + KGA(x)oI;~*(Oxtiro — Bo) (1)
B tl_a [Eaax(l(x)&céo) + KGA(x) (&cﬁ/o - éo)]
- r2-a) '

Integrate Eqs. (18) from 0 to t, apply the homogeneous initial conditions in (20), and use (16) to arrive at a reduced-order system of
fractional PDEs,

pA(x)Ou = KGax(A(x)OItlfa(é‘xu —y)) + f(x1),

1-a 1-a (22)
pL(x)Ory = EaOx(I(x)ol; “Oxy) + kGA(x)ol, *(Oxu — y) + g(x,1).
Here, f and g are defined follows with p and g given by (21):
%GO (A(x) (Oivo — B
Flut) = ollg=ollq+ (AC)(Drio = 60))
F§3 - ) 5 (23)
( t) _ Il . tz_“[Eaax(I(x)&(Go) + KGA(X)(@XW() - 90)]
gl =okip = (3 -a) '
System (22) is closed with the boundary condition (19) and the initial condition

u(x,0)=0, y(x,0)=0, xe[0,]] (24)

Note that the two homogeneous initial conditions on 0;u and 0;y in (20) can be deduced naturally from (22) in the limit t — 0 since the
right-hand side terms on the equations in (22) vanish as t — 0 by (23).
We are now in the position to prove the well-posedness of the model.

Theorem IV.1. Suppose that wo, 0y € H>, q € L*(0, T; L*), and A,1 € H' with 0 < A, < A(x),I(x) < A* < co. Then, problems (22), (19),
and (24) have the unique solution u, € W (0, T; L*) n L*(0, T; H") with the stability estimate

lwlwie 0,12y + 1l 2oy + ¥ wiee (omiz2y + W22 o, msmy

i ) (25)
<QIf o1y + I8l o.razy) < QUGN 0.2y + IWollr2 + 60l )s

with Q= Q(p, Aw, A*, | Al g, 1|15 % G, Ea, &, T).  Furthermore, if wo, 6 € H', then problems (12)-(14) have the unique solution w,
8e W (0, T; L*) nL*(0, T; H") with the stability estimate
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[wlwies o.riz2y + IWll 2oty + 10 wres o,1522y + 1002 0,m3m1)

i i (26)
< Qllgllzorazy + Iwollr + |80l + 0]l 2 + 160 £2)-

Proof. We carry out the proofs in four steps.

Step 1. Existence and uniqueness of Galerkin approximations
Let {¢:}72 c Hy(0,1) be an orthonormal basis of L*(0,[), which is also orthogonal in Hy (0,1) (e.g., the eigenfunctions of the Dirichlet
Laplacian).”* For any fixed m € N, we denote a family of finite-dimensional subspaces,

S = span{gbj(x)}jrzl c Hy (0, 10). (27)

We seek Galerkin approximations um, 1//("’) :[0,T] = S,
W ()= u OH(), Y= Y (Oh(), (28)
= =

to satisfy the Galerkin weak formulation: For any ¢ € Sy,

(A0 .0),9) + kG0l 0™, 0:4) = G(A LY, 0:g) + (£(-0):4).
p(1009 (5),9) + Ea( Tl 0™, 0:9) + xG(A o1}y, ¢)

= kG(A ol 0™, 9) + (5 1), 9),

1™ (x,0) =y (x,0) =0, Vxe[0,]]

(29)

This is reformulated as a system of fractional integro-differential equations,

pM it ™ (£) + kGBa oI} “u'™ = kGCy oIl Y™ + £(1),
My ™ (£) + EoBy oI~ ¢™ + kGMa oI} “y\™ = kGD4 oI} “u’™ + g(1), (30)

um0)=0, y"™(0)=0.

Here, the solution vectors u™ () and "™ (t), the right-hand source vectors f(t) and g(t), the symmetric and positive-definite mass
matrices M4 and My, stiffness matrices B4 and By, and the nonsymmetric matrices C4 and Dy are defined by

u ()= [ (1), (O] £ 3= (G060 (0,91
0 = [0 0] g0 = G060 D]
Ma = [(Adi ¢ L Mio=[(I¢n¢)]] i Ca=[(Ag0s)]] )

Dy = [(A0«tin )] 1> Ba = [(A0x¢i, 0:9))]]" )» Bii= [(10:i Oxi)]] i,

We multiply the first and second equations in (30) by (pM4) ™" and (pMr) ™", respectively, to rewrite system (30) as

i ™ () + kGp M By oIl ul™ = kGp~ M Ca oI} “v™ + p7' M f (1),
¥ " (£) + Eap ' M7 By oIy + kGp My My oI}y ™) 31)
= kGp "M 'Da oIl u™ + p' M7 'g(£), u'™(0)=0, ™ (0)=0.

Apply the integral operator d; oI on the two equations in (31) and utilize the semigroup property (15) of the fractional integral operator
olf, the commutativity (16) of fractional integral operator (I7, and differential operator 9; with the homogeneous initial conditions (20)
to obtain

Brol’ ol ™ =0 v=v, O ol 0w =087 oI% = oI" OFv = O . (32)
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We, consequently, reformulate system (31) as the initial-boundary value problem of a system of linear fractional ordinary differential
equations (fODEs) of order 2 — & with the unknowns {u™, 3™},

O u'™ () + kGp ' Mz Bau'™ (t) = kGp ™" M Cav™ (£) + p~' M 0} °F (1),
Oy (£) + Eap”'M; ' Bry™ (¢) + pr*‘M;lMAw"”(t)

= kGp™ M7 DA™ (£) + p7 M0} g (1),

u™(0) =™ (0)=0, y(©0) =9 (0) =0

(33)

" ensures that system (33) admits a unique continuous solution {u™ (¢), %" (t)}. Hence, the

Galerkin formulation (29) admits the unique Galerkin approximation (™, y(™ ¢ C([0, T]; H}) in the form of (28).
Step 2. A stability estimate of the Galerkin approximation
We set ¢ = u™ in the first equation and ¢ = y™ in the second equation in (29) to obtain

The theory of linear fODE systems®

p<A8tu(m)(~, t), u(m)(-, t)) + KG(A OIS_“Gxu(M)(-, t),@xu(m)(-, t))
:KG(AOIJ'“w<m><-,r),au<’">< 0)+(fG0.u" 1),

p(10:9 ™ (.0, 9" (1)) + Ea (Lo ™0™ (), 09" (1)) + 6G(A ol 9™ (), 9™ (1))
= xG(A ol 0™ (1, ¥ (1)) + (81 ¥ " (1) ).

(34)

We integrate the two equations from 0 to t and sum the resulting equations and use Lemmas III.1 and IIL.2 to obtain

PAx
2

t)H + kGA, COS(M)H I, 0, u(m)
L(0412)
B(Au(m)(- £),u™ (1) +KG/O ( 0152 Bxu("'),sltz 8xu(m))ds

A* I 2
 *G ( 06)71)”01!2 PO
5

IN

LZ(OtLZ)

2
s (1 ||f||%z<w>),
12(0,5L%)

™, t)H2 + EqAs cos( )ﬂ)H 17 “o, (™
_ 1-a 2
+KGA« COS(M)HOLZ 1//
2 N
< g(hp(m)( £, 9" (., t)) +Eq f (IOItT(?xl//(m),SItTaxw('”))ds
0

t
+xcf (AOIZ ¥, 17 1//<m))ds
0

< KG:‘* co ((1 a)ﬂ)H L 8u("’)

(m)

+Q OIt y

L2(0 £L2)
pA«
2

12(0,512) (35)

12(0,5L2)

# 2 (19 ey + lglconsy )

1=
2

o, W(m)

+Q

12(0,5L2)

1-a
We cancel the like terms in inequalities (35), add the resulting inequalities, and use the mapping property of yI, > in Lemma III.1 to find

o (8o« [p o) + A oo 57 (o

, : 12(0,51%)
1-a 1-a
+ EalloI,* Ocy™ +xkG|oL 7 y™ ) (36)
. st 2(0.512)
<qf (Hu(’”o,s)H Hu o )as + QU+ I8l s )
We drop the last three terms on the left-hand side of (36) and apply Gronwall’s inequality to obtain
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16 oz + 18 leqorgnsy < QU lieorzy + Iglizeorzy )- (37)

We incorporate estimate (37) into the right-hand side of (36) and drop the first two terms on the left-hand side of (36) to arrive at

Olt% axu("”) + Olt? axl//(m)

12(0,T;L2)

< Q(If iz orzy + Iglizcouazy )-

12(0,T512) (38)

Step 3. A stability estimate of the Galerkin approximation u™ and y™ in the energy norm
The proof of estimate (25) requires a stability estimate of 4™ and y'"™ in the energy norm. Following the derivation of a corresponding

estimate of the integer-order analog of problem (29), one would set the test function ¢ = d;u™ in the first equation and ¢ = 9,y in
the second equation in (29) and add the two equations so that the left-hand side of the resulting equation becomes

p(Ac’)tu(m)(-,t),&u(m)(-, t)) + KG(A 01}“"6xu(’”) 0.6y u(m)( t))
+p(1009 ™ (0,00 () + E(Loli ™0y, 0009 (1)) (39)
+KG(A oLy 9y (., t)).

Due to the presence of the fractional integral operator (I} %, the second and fourth terms in (39) cannot be expressed as the derivatives
of the corresponding energy norm squares of 4™ and "™ to ensure the coercivity in the energy norms as in its integer-order analog.
We adopt an alternative approach by differentiating Eq. (29) in time. We, then, apply (16), (32), and the homogeneous initial conditions
(20) to assert

p(402u,9) + kG(A oI} 0.0, 0:¢) = kG(A oL~y ™, 0:) + (D1f.9),
p(1079™, ) + Ea(Tol 009 ™, 0:¢) + xG(A ol 0y ™, ¢) = xG(A o} 0.0 ™, ¢) + (Dig ), (40)
u™ (x,0) = 0,u'™ (x,0) = ¥ (x,0) = 9y (x,0) = 0.

Equations (40) are in the same form as (29) with 4™, y™, £, and g replaced by 8,u™, 8,y™, 8, f, and 8, g, respectively. Then, similar
estimates such as (37) and (38) yield

”;

+ Olixat@u("’) + Oﬁataxy/('”)

L N e
(0,T;L2) L= (0,T5L%)
< Q1012 o4y + 10:€ 20,102 )

Apply 0 oIf to Eq. (29) and use (16) with f(x,0) = g(x,0) = 0to find

12(0,T;12) 12(0,T512) (41)

xG(A0u ™, 0:9) = -p(40;u™, ¢) + xG(Ay"™, 010 + (9 f. ),

Ea( 10,97, 8x¢>) + KG(AI[/(m), 9) = —p(107 "y, ¢) + KG(Aaxu(m), ¢) + (877, ¢)- 4

We use Lemma IIL1 to integrate the first term [excluding A (x)] on the right-hand side of the first equation in (42) with ¢ = 1™ to obtain

|f0TOIf‘(852u(m)(x,s))u(m)(x,t)dt| = fOTOI;(&zu(m)(x,s)>tI$ (u(m)(x,s))dt‘
= fOTamI? (Osu(m)(x,s))tlg(u(m)(x,s))dt| = |/OTOI§ (&u("’)(x,s))&[tlg (u(m)(x,s))]dt‘.

(43)

Since u™ (x, T) might not vanish, the operators 9; and [I% do not commute. We use (41) to bound the integrands in (43) as follows:

: u™ (x,5)
o i (< o)]| = o [ r(o)(s xtil_d‘

(T—t)2u(m)(xT) (5= . (m
61( F(“+1) _f F("’+1)8u (x,s)ds)

gQ[ )il o 1) + f (s— 1) o™ (x, s)‘ds]
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Holz(au( )( s) f [[ (t_s)(jr%z(t)_s)(j;)&“w)("s)d{lzdx
< Qf f (t-s5)G7D 8u(m)(x s)) dsdx < Q[ (t- 1)H3 u™m (., s)H ds < QH&u(m)H

L= (0,15L2)

We use the above two estimates, (41), and Cauchy inequality to bound (43) by

“/OZATOIf‘(afu(m)(x,s))u(m)(x,t)dtdx fTHOI%&u(m)(-,s)H H&[,I? (u(m)(x,s))]Hds
< QI f s orazy + HgHH'(o,T;LZ))Z/O 1+ (T-9)5ds < QI f | o,z + I8l o2y ) -

Similar estimates hold with 4™ replaced by y™. We set ¢ = 4™ or y™ in the first and second equations in (42), respectively, and
integrate the resulting equations from 0 to T and invoke these estimates and (41) to conclude that

(m]* m]*
KGA Ganu PBOTL2) “A*Eawa BOTL)
K * (m) allx ( ) 2
< B Du™ 2(0,Ty2) + 5 PR (0,12 Q(HfHH‘(O,T;LZ) + HgHH'(o,T;LZ)) .

Canceling the like terms and adding the two estimates together yield

[ (m)

+|w < QI oy + gl oreny) (44)

12(0,TH') 12(0,T;H')

Step 4. Well-posedness of (22).

By estimates (41) and (44) and the fact that fractional integral operators are bounded linear operators from L* — L7, there exist subse-
quences {u™}5° and {y™};°, and functions u, v € L*(0, T; Hy ) with 8;u, 8y € L*(0, T; H™") such that ™ and y"™ converge weakly
to u and v, oI} "*u(™ and (I} *y™ converge weakly to oI} *u and I} “y, respectively, in L*(0, T; H} ), and 8™ and 8,y™ converge
weakly to ru and 9y, respectively, in L*(0, T; H™'). We note that Eqs. (29) hold for any

v (x,6) = 3 v (1) ¢5(x) € C'([0,T]; S), (45)
=1
with {¢;(x)}j_; c Su. We integrate Eqgs. (29) with respect to time ¢ from 0 to T to find that for m; > n,

fo Tp(A&u(m‘), V) 4 kG(A ok 0™, 0 ) dt
= fo TKG(AoItl’“w('”’),axv“)) +(fv ™),
fOTP(I&W(Ml)’V(ﬂ))JrE ( J00, V/(m') O, v(”))+xG( - txw(m,) (n))dt
= fo TKG(A ol 0™ ) 4 (g, )a

We take the limit of Egs. (46) as [ — oo to deduce

fOTp(Aatu, v(")) + KG(A OI}_“Gxu, 8xv("))dt = /OTKG(A Oltl_al//, 8xv(”)) + (f, v("))dt,
fOTp(I&V/, v(")) + Eq ( ol 4 Oey, Oy (" )) + KG( ol %y, v("))dt (47)

- fOTKG<A 01}*“axu,v " )+ (g, v("))dt.

Note that the functions v of the form (45) are dense in L*(0, T; Hy ). Hence, Egs. (47) yield that for any v € L*(0, T; H} ),

(46)

fi)(A@,u, V) + KG(A 01}*"‘&6% axv)dt:foG(A OItl*“t//, 6‘xv) + (f,v)dt,
0 0

(48)
[Tp(l&w,v) + Ea(IOI}_“GXI//, 8xv) + KG( OIt “y,v )dt = fTKG(A o[ %O, v) + (g, v)dt.
0 0
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Equations (48) reduce to
p(ADu, §) + kG(A oI} *Outt, 8x) = kG(A oIy, 0x¢) + (f> ¢),
p(I0vy, §) +Ea(IoL; 04y, 0x) +1G(A oI} v, ¢) = kG(A oI, “Ou,¢) + (g ¢),

for any ¢ € Hy(0,1) and a.e. t € (0, T].
To show u(x,0) = y(x,0) = 0, we integrate Eqs. (48) with any v € C*([0, T]; Hy ) with v(x, T) = 0 by parts to assert that

T T
_p(Au(.,OT),v(-,O))—/(: p(Au,@tv)dt+/0. KG(AOI}_aaxu,axv)dt
- f KG(A o[y, 0v) + (f,v)dt,
0

T T . (49)
—p(1y(-,0), v(~ 0)) — f p(Iy, Ov)dt + f Eo(I o} 0.y, Oiv)dt
0 0
T T
+/ KG(AOI,I_al//,v)dt= / KG(A 01}‘“8xu,v) + (g v)dt.
0 0
We integrate Eqgs. (46) by parts and enforce the homogeneous initial conditions 1™ (x,0) = y"™ (x,0) = 0 to obtain
N PWCOW WO ! 1= g (m) g ()
_/ p(4u, 8,/ )dt + f KG(A oI} 0™, 00" )t
0 0
T

- / KG(A oLy, 0 ) + (£ a,

0 (50)

_foTP(IW(mI)’atV(n))dt+ ATE“(IOItliaaxll/(m[%axV(n))dt
+fOTKG(A ol )t = fOTxG(A 1770 ) 1 (g, ).

With the help of the same procedure leading to (48), we pass the limit of Egs. (50) as I - oo to obtain

T T T
,/ p(Au,atv)dt+/ KG(AOItlfaé‘xu,axv)dt:/ KG(AOItlfat//,axv)+(f,v)dt,
0 0 0
T T
_ f p(Ty, Ov)dt + f Ea(IoIl ™ 0ey, 0,v) + kG(A oI "y, v)dt (51)
0 0
T
- f KG(AOI,I_“Gxu,v) + (g v)dt.
0

Subtracting Egs. (51) from Egs. (49) gives

(AC)u(-0),v(-0)) =0, (I()y(-0),(-0)) =0. (52)

Since v(-,0) € H(0,1) is arbitrary, Egs. (52) yield u(x,0) = w(x,0) = 0. Thus, u and y are weak solutions of problems (22), (19), and (24).
By (41) and (44), {u(™}2, and {y™’};°, are bounded in L*(0, T; H; ), and {8:u(") }°, and {8y "™’ }°, are bounded in L% (0, T; L?).
Consequently, passing the limit as in Ref. 24 leads to

HaquL“’(O,T;LZ) + HatWHLw(o,T;LZ) < Q(Hatf”p(o,nu) + Hatg||L2(o,T;L2))>

(53)
Nl 20,1ty + W2 o.msmny < Q(”atfHLz(O,T;LZ) + ||3tgHLz(o,T;L2))-
We combine estimates (53) with the estimates of f and g,
| flen oy < 1alorary + Qo + QG0 I gl o.rzy < QlBollee + Qoo 5
to complete the proof of estimate (25). We, then, combine estimate (25) with decomposition (17) to finish the proof of estimate (26). |

V. AN ENHANCED REGULARITY ESTIMATE

In this section, we prove the following theorem.

Theorem V.1. If io,0 € H:, g€ H'(0,T; L*), and A, I € H' with A« < A(x),I(x) < A*, then the solutions u, v of problems (22), (19),
and (24) belong to W>*° (0, T; L*) n L*(0, T; H?) with the stability estimate
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Published under an exclusive license by AIP Publishing



Journal of

Mathematical Physics ARTICLE

scitation.org/journal/jmp

lulwoes 0,102y + W weee omsz2y + Il 2o, msmey + W2 oy < Q(HV"OHH2 + HéOHHZ + ||61||H1(0,T;L1))- (54)

Here, Q= Q(p, Ae, A%, | Al | Il i15 %, G, Ea» @, T). Furthermore, if wo,0 € H>, then the solutions w,0 of problems (12)-(14) belong to

e W (0, T; L*) n L*(0, T; H*) and

”WHWZ"”(O,T;LZ) +0] w2 (0,1512) T ”W”LZ(O,T;HZ) + HQHLZ(O,T;HZ)

< Q(lIwollw= + |60l +

ol + 60l + lqlen o2y )-
Proof. We differentiate Egs. (29) in time to obtain

p(A07u™, ¢) + kG(A 5 0u™, 0.¢) = xG(A Oy ™, 0x9) + (D1, ),

p(Iafy/(’”),cp) + E(107 0.y, ax¢) + KG(A oy, 9) = xG(A 00U, 9) + (Dig. ), V€ S,

with S, defined in (27), and we differentiate (56) again in time to obtain

p(a07u™,¢) + xG(A 0 0™, 0:9) = xG(A 0 Y™, 0:0) + (9E £ 9),

p(1039,9) + Eo(101 0y ™, 0:) + xG(A D1y, 9)
= xG(A 00", ¢) + (978, 9), V€ Sm.

Let t — 0in (56) and use (23) to arrive at the initial conditions

Ru™ (x,0) = ‘1("7;‘0), 3y (x,0) = o.
p

(55)

(56)

(57)

(58)

Note that Egs. (57) with the initial conditions (58) are of the same form as (29) with u™m, 1//("'), f>and g replaced by 8t2u(m), 2 I[/(m), 8t2f,
and 97g, respectively. We adopt a similar approach to the proofs of Theorem IV.1 by choosing ¢ = 9?u(™ and ¢ = 82y™ in the first and
second equations of Egs. (57), respectively, and integrate them in time from 0 to ¢ to derive similar estimates to (34)-(37) in terms of ulm™

and 07 1(/('"). To achieve this goal, we bound the terms on the right-hand side of (57) as follows:
HarsztS l0g] + Qe (Jlwo | + ”éOHH;)x lore] < (
| [ (@552 0)ds+ [ (afg(-,s),afw<m>(-,s))ds|
0 0
t a —a m
< [ Qb+l )5 (2 o) + o0y C.5)] )as
+(lalinoras + [02u

Wo 1’VVO

Wo

2

L2(0,5L%) )
.2 N 112 2

< QIwole + 10l + lalfn oy +

S

aszu(m)

2
2 m ol 4 leze™ (. o) LZ(OJ;LZ))
’&u (,S)H + Hasq/ (,S)H )ds.

We can similarly estimate (57) by

(ot o+ otv o)
2 2 o
o Y O R (A

t

+lalinoran) + [
We further bound the last right-hand side of (59) by
t 2 2
Lol ol ey .o s
t —a —& € m 2 m 2

- [ -9 a9 (‘85214( G+ [y 9| )ds

t 2
Smax{l,T}/ s_“(t—s)_s( 8521;/("’)(.,5)” )ds,

0

ulm () H2 + H@fu/("’) () Hz)ds.

Gfu(m)(~,s)H2 +

ot HéOHHZ):

(59)
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for £ > 0 with a + € < 1 and utilize Lemma II1.3 with a = Q( wo

iz + 1|60 2 + ||qHH1(0)T;LZ)), b=max{1,T}, 9 =¢ and = a to conclude

1075 = 22y + 1879 a2y < QUIWo e + 1B0lle + gl e o122y )- (60)

We use the same procedure in step 4 of the proofs of Theorem IV.1 to pass the limit of Egs. (56) to a subsequence m = m; — oo to find
for any ¢ € Hy (0,1),

p(Ad7u, ¢) + kG(A Of Ocu, Oxp) = kG(A 8y, Dx) + (01 f. ),

o o o (61)
p(107 v, ¢ ) +Eu(1 05 Ocy, 0:9) +kG(A Oy, ¢) = kG(A O} 011, §) +(D1g, $)-
We, then, pass the limit in (60) to get
|07l 12y + 107 ¥l =22y < QU012 + 160l + gl o 7:12) ) (62)
Similarly to the derivation of (42), apply (If to Egs. (61) to find
KG(ABu, 3x$) = —p(A D} “u,9) — kG(3x(Ay), ¢) + (8 £, 9), (63)
Ex(10:y, 0x$) + kG(AY, ¢) = —p(1 87 “y, ) + kG(ADxu, §) + (0“8, ¢),
for any ¢ € Hy(0,1) and for a.e. 0 < t < T. The application of elliptic regularity theory”* to Eqs. (63) concludes
luCo D)l < QIO u(- )| + w0 + [0y )| + [0 1)), (64)
Iyl < QIO Y. + l0su(.0)) + [0 g 1)]))-
We combine estimate (64) with estimate (62) and the mapping property of fractional integral operator (If in Lemma III.1 to obtain
lulzoreey + W2y < QW + 1002 + 19l o122 )- (65)

We combine estimates (62) and (65) to complete the proof of (54). We combine (54) with decomposition (17) to finish the proof of (55). O

VI. MODEL INVESTIGATION

We investigate the behavior and performance of the viscoelastic Timoshenko beam model (12) in the context of real isotropic material,
in comparison with the Euler-Bernoulli beam model (2), the fractional Euler-Bernoulli beam model

PA(x)D}w + ai(EaI(x)afx(?ﬁw) =q(x,t), (66)

with the initial and boundary conditions in (2), and the integer-order Timoshenko model

PA(x)0;w = Bx(kGA(x) (Bxw — 0)) + q(x, 1), 67)
pI(x)876 = x(EI(x):0) + kGA(x) (dew — 6),
with boundary condition (13) and initial condition (14).

A central issue in the design and application of beam structures is their durability, while a key factor affecting it is resonance. Therefore,
the development of a physical model that accurately predicts and describes the resonance behavior of mechanical or biological systems is of
fundamental importance. Since the transient response of a beam system due to the nonzero initial deflection and velocity dies off eventually
and we are interested in the dynamic durability of system structures, we focus on the study of the steady state response of the system by
assuming homogeneous initial conditions.

We investigate the performance of the preceding beams that are made of a widely used superalloy, i.e., nickel chromium alloy 718 material
with a density of p = 8192 kg/m”, an elasticity modulus E = 200 GPa, a shear modulus of G = 80 GPa, and a Timoshenko shear coefficient
x = 5/6.! The material has superior tensile, fatigue, creep, and rupture strength and works in a wide range of temperature environments.

The beams are set to have length / = 1 m, width 0.1 m, and thickness k = 0.025 and 0.1 m, respectively. The primary natural frequencies (3)
for Euler-Bernoulli beams are «™"* = 798 rad/s and 0" = 3191 rad/s and for Timoshenko beams are /"> = 794 rad/s and ™' = 2965
rad/s, where s and ¢ refer to slender and thick beams, respectively.’” Note that k/I = 0.025 implies that (@™ — !™%) /"< = 0,59, which

increases to (! — !™Mot) [wEert = 796 for e/l = 0.1, where the shear deformation and rotary inertial effects are much more significant.
A harmonic load g = cos(wt)8(x — %) with a driving frequency w = WP, Pt !MOs and @Mt respectively, is imposed at the middle
of the beams over a time period T = 30 s.
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Because of the high frequency in these processes, a simulation with an insufficient temporal resolution often yields a spurlous “beat”
phenomenon, i.e., a motion having a rapid oscillation with slowly varying magnitude.” Hence, a very fine time step size At = 157 is used to
ensure the temporal resolution to produce physically relevant results. The Euler-Bernoulli models were simulated via cubic Hermite finite
elements with the number of elements Ng,,, = 64, and the Timoshenko models were simulated via linear finite elements with Ny, = 2048,
with a fractional order « = 0.5 assumed.”””* Deflections of the slender and thick integer-order and fractional Euler-Bernoulli beams (2) and
(66) and Timoshenko beams (67) and (12) at the final time T = 30 s are shown in Fig. 1.

In Figs. 2 and 3, we present the time evolution of the deflection of the center of the neural beam axis. As a complete plot of the time
evolutlon with the fine time resolution will not be presented properly, we, instead, sample the maximum and minimum alternatively every
40 time period. In Fig. 2, we present the deflection of the center of the slender and think integer-order and fractional Euler-Bernoulli
and Timoshenko beams w1th the same data as in Fig. 1, and in Fig. 3, we present that for the damped thick integer-order Euler-Bernoulli
beam. From Figs. 1-3, when the excitation frequency of the external harmonic loads equals their natural frequencies, (i) the slender and
thick integer-order Euler-Bernoulli and Timoshenko beams predict vibrations that grow linearly in time as the single-degree mass-spring

FIG. 1. Left to right: Deflection of the slender integer-order and fractional beams and the thick integer-order and fractional beams at T = 30 s with a vertical amplification
factor r = 150. Row 1: Euler—Bernoulli beams. Row 2: Timoshenko beams.
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FIG. 2. Left to right: Deflection of the slender integer-order and fractional beams and the thick integer-order and fractional beams on [0, T] with 7 =30 s. Row 1:
Euler-Bernoulli beams. Row 2: Timoshenko beams.
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FIG. 3. Left to right: Deflection of the damped thick integer-order Euler-Bernoulli beams (2) on [0, T] with T = 1's, { = 0.001, 0.005, and 0.01, respectively.

system does and so are nonphysical because they do not properly take into account for the ubiquitous damping effect; (ii) surprisingly, the
damped integer-order Euler-Bernoulli beam also predicts vibrations that grow linearly in time that is in contrast to the single-degree mass-
spring-dashpot system does;’ and (iii) fractional Euler-Bernoulli and Timoshenko beams generate stable predictions of vibrations that do
not grow unboundedly and are consistent with physical observations.””'®"*" The intrinsic reason why fractional beam models generate
better predictions is because they naturally incorporate a viscoelastic damping mechanism and accurately capture the power-law behavior of
viscoelastic materials.
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