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Abstract—We consider the task of communicating a generic
bivariate function of two classical correlated sources over a
Classical-Quantum Multiple Access Channel (CQ-MAC). The
two sources are observed at the encoders of the CQ-MAC, and
the decoder aims at reconstructing a bivariate function from the
received quantum state. We first propose a coding scheme based
on asymptotically good algebraic structured codes, in particular,
nested coset codes, and provide a set of sufficient conditions for
the reconstruction of the function of the sources over a CQ-
MAC. The proposed technique enables the decoder to recover
the desired function without recovering the sources themselves.
We further improve this by employing a coding scheme based
on a classical superposition of algebraic structured codes and
unstructured codes. This coding scheme allows exploiting the
symmetric structure common amongst the sources and also
leverage the asymmetries. We derive a new set of sufficient
conditions that strictly enlarges the largest known set of sources
whose function can be reconstructed over any given CQ-MAC,
and identify examples demonstrating the same. We provide
these conditions in terms of single-letter quantum information-
theoretic quantities.

I. INTRODUCTION

Early research in quantum state discrimination led to the
investigation of the information carrying capacity of quantum
states. Suppose Alice - a sender - can prepare any one of the
states in the collection {p, € D(Hz) : x € X}, and Bob -
the receiver - has to rely on a measurement to infer the label
x of the state, then what is the largest sub-collection C C X
of states that Bob can distinguish perfectly? Here H 7 is the
Hilbert state of the quantum system, and D(Hz) denotes the
set of density operators acting on Hz. Studying this ques-
tion in a Shannon-theoretic sense, Schumacher, Westmoreland
[1] and Holevo [2] characterized the exponential growth of
this sub-collection, thereby characterizing the capacity of a
classical-quantum (CQ) point-to-point (P2P) channel. In the
following years, generalizations of this question with multiple
senders and/or receivers have been studied with an aim of
characterizing the corresponding information carrying capacity
of quantum states in network scenarios [3].

In this work, we consider the problem of computing func-
tions of information sources over a CQ multiple access channel
(MAQ). Let (pgy2, € D(Hz) : (z1,22) € A x X2) model
a CQ-MAC. Sender j - the party having access to the choice
of label z; € X - observes a classical information stream
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Fig. 1. A schematic of the problem of computing a function f of classical
correlated sources with joint distribution W, 5, over a CQ-MAC N.

POVM

Sy € S + t > 1. The pairs (S14,S2) : t > 1 are
independent and identically distributed (IID) with a single-
letter joint distribution Wg, 5,. The receiver, who is provided
with the prepared quantum state, intends to reconstruct a
specific function f(S7,S2) of the information observed by
the senders. The question of interest is under what conditions,
specified in terms of the CQ-MAC, the source Wg, s, and the
function f, can the receiver reconstruct the desired function
losslessly?

The conventional approach to characterizing sufficient con-
ditions for this problem relies on enabling the receiver recon-
struct the pair of classical source sequences. Since the receiver
is only interested in recovering the bivariate function f, and
not the pair, this approach can be strictly sub-optimal. Can
we exploit this and design a more efficient communication
strategy, thereby weakening the set of sufficient conditions?
In this work, we present one such communication strategy
for a general CQ-MAC that is more efficient than the conven-
tional approach. This strategy is based on asymptotically good
random nested coset codes. We analyze its performance and
derive new sufficient conditions for a general problem instance
and identify examples for which the derived conditions are
strictly weaker.

Our findings here are built on the ideas developed in the
classical setting. Focusing on a source coding formulation,
i.e. a noiseless MAC, Korner and Marton [4] devised a
coding technique that enabled the receiver recover the sum
of the sources without recovering either source. In [3], the
linearity of the Korner-Marton (KM) source coding map was
further exploited to enable the receiver recover the sum of
the sources using only the sum of the KM indices, not even
requiring the pair. Leveraging this observation and focusing
on the subclass of additive MACs, specific MAC channel
coding techniques are devised in [5]] that enabled the receiver
recover the sum of two channel coding message indices. The
authors in [6] addressed this CQ-MAC problem where the
sources are computed directly without the need for the explicit
reconstruction of the individual sources, while restricting their
attention to uniform input distributions.

The techniques of [4]-[|6] are instances of a broader frame-
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work of coding strategies based on using random linear
codes. Decoding functions of sources or channel inputs ef-
ficiently require codes endowed with algebraic closure prop-
erties. To emphasize, the conventional approach of deriving
inner bounds/achievable rate region by analyzing expected
performance of IID random codes is incapable of yielding
performance limits - capacity or rate-distortion regions as the
case may be in network communication scenarios. To improve
upon this, it is necessary to analyze the expected performance
of random codes endowed with algebraic closure properties.
In a series of works [7], an information-theoretic study of the
latter codes has been carried out yielding new inner bounds
for multiple network communication scenarios.

A careful observation of the above idea reveals that two
MAC channel codes employed by the encoders do not ‘blow
up’ when added, is crucial to the efficiency of the above
scheme. A linear code being algebraically closed enables
this. However, the codewords of a random linear code are
uniformly distributed and cannot achieve the capacity of an
arbitrary classical P2P channel, let alone a CQ-P2P channel.
We are therefore forced to enlarge a linear code to identify
sufficiently many codewords of the desired empirical single-
letter distribution. We are thus led to a nested coset code
(NCC) [8]I.

In this work, we embark on developing these ideas in the
CQ setup. After having provided the problem statement in
Sec. [l we focus on a simplified CQ-MAC and illustrate the
core idea of our coding scheme. This relies on developing a
nested coset code (NCC) based communication scheme for a
CQ-P2P channel and analyzing its performance (Sec. [[II-A).
Leveraging this building block, we construct and analyze the
asymptotic performance of an NCC-based coding scheme for
computing sum over a general CQ-MAC (Sec. [lII-B)), and
provide sufficient conditions based on single-letter quantum
information quantities (see Theorem [2). We also extend the
results to the case of a generic QQ-MAC (see Theorem E] in
Sec. [III-C).

As our next main contribution, we generalize the above
ideas for computing arbitrary functions over a general CQ-
MAC. It has been demonstrated in the classical multi-terminal
setting, the coding techniques relying on the algebraic structure
may show gains for only a certain class of problems and in
certain rate regimes [9]. Therefore, a unified technique that
captures the gains of both the traditional unstructured coding
techniques and the techniques based on algebraic structured
codes is needed to approach the performance limits for the
multi-terminal problems. Alhswede-Han [9] obtained the best
known inner bound for the problem of classical lossless
distributed compression by combining the Slepian-Wolf [[10]
coding scheme with the coding scheme of Korner-Marton [4]]
based on algebraic structured codes.

Motivated by this, we provide a unified approach for the
problem of computing a bivariate function of two sources
over CQ-MAC, capitalizing on the gains of the algebraic
structured techniques developed in [[11]], while making the
most of the standard approach based on unstructured codes
developed for this problem [3|]. We propose an approach where
each transmitter intends to send two pieces of information
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about its corresponding source to the receiver. The first piece
of information from both the sources needs to be recon-
structed individually at the receiver. Then, conditioned on this
reconstruction, we let the receiver reconstruct the necessary
function f of the second piece. At ith transmitter, the two
pieces are constructed on auxiliary variables U; and V;, and
then fused to form the channel input X,;. We construct a
4—input CQ-MAC to model this transmission. This poses a
challenge concerning the number of messages being decoded.
The decoder aims at decoding the triple (Uy, Us, Vi &4 V2),
where @, represents addition with respect to a prime finite
field F,. For this, the decoder needs a CQ simultaneous
decoding technique. The ideas of joint typicality using tilting,
smoothing, and augmentation introduced by Sen [12f, [13]
solved the problem of simultaneous decoding of individual
messages on CQ-MAC, however, it is based on unstructured
coding techniques. We develop a unified coding framework
that combines unstructured and structured coding techniques
while using this jointly typicality approach that enables the
decoder to reconstruct (Uy, Us, Vi @4 V2) simultaneously.

In light of this, the main contribution of the current
work is in providing a new set of sufficient conditions (see
Theorems [ and [] in Sec. [[II-D), while strictly subsuming
the current known conditions, for the reconstruction of an
arbitrary function of sources over a generic CQ-MAC. We
provide these conditions in terms of single-letter quantum
information quantities. Furthermore, we identify examples (see
Section where the gains provided by this framework
are demonstrated. We also discuss the potential applications
of computation over a CQ-MAC in Section This work
opens up the opportunity to investigate a generic approach
encompassing both the conventional and algebraic structured
techniques for other multi-terminal problems in the classical-
quantum regime [14]-[16].

II. PRELIMINARIES AND PROBLEM STATEMENT

We supplement the notation in [[17] with the following. For
a positive integer n, [n] £ {1,---,n}. For a Hilbert space
H, the spaces L(H), P(H) and D(H) denote the collection of
linear, positive and density operators acting on H, respectively.
The von Neumann entropy of a density operator p € D(H)
is denoted by S(p). Given any ensemble {p;, pi}ic[1,m]> the
Holevo information [18]] is denoted as X({pi; p7}) A POVM
acting on H is a collection A = {Az }zex of positive operators
that form a resolution of the identity: > _, A, = I, where X’
is a finite set. We employ an underline notation to aggregate
objects of similar type. For example, s denotes (si,s2), 2"
denotes (z7, z%), S denotes the Cartesian product Sy x Sa. Let
IF, denote a prime finite field of size q and @ the corresponding
addition operation.

Consider a (generic) CQ-MAC N> specified through (i)
finite sets X; : j € [2], (il) Hilbert space 7z, and (iii) a
collection of density operator (ps, 4, € D(Hz) : (x1,22) €
X1 x Xy). This CQ-MAC is employed to enable the receiver
reconstruct a bivariate function of the classical information
streams observed by the senders. Let S1,Ss be finite sets and
(51, 52) € 81 x S, distributed with PMF W, g,, which mod-
els the pair of information sources observed at the encoders.
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Specifically, sender j observes the sequence Sj; € S; : ¢t > 1,
and the sequence (Sit,Sa:) : t > 1 are IID with single-
letter PMF W, g,. The receiver aims to recover the sequence
f(S1t,S9) : t > 1 losslessly, where f : S; x So — R is a
specified function.

Definition 1. A CQ-MAC code cy = (n,e1, ez, X) of block-
length n for recovering f consists of two encoding maps e;
S — X j€[2], anda POVM A= {\n € P(Hz) : 1" €
R™}. The average error probability of cy for Ny is

S Wi (sh,sp) T (AM pg?jgn) :

sn :f(s"):r"

f(cfa-/\é) =1-

where p?gn = ®1Pari(s7)ani(sy) Where ej(sg-‘) =
(x51(87), w2 (sT), -+, xjn(s})) for j € [2].

Definition 2. A function f of the sources Wg g, is
said to be reconstructible over a CQ-MAC N> if for all
e > 0, 3 a sequence cgcn) = (n,egn),egn),)\) such that
lim,, o0 E(c;”),/\/z) = 0. Restricting f to a sum, we say that
the sum of sources W g, 5, over field F, is reconstructible over
a CO-MAC if S; = S; = F, and the function f(S1,S2) =
S1 @ Sy is reconstructible over the CQ-MAC.

We review the performance limit achievable using unstruc-
tured code ensembles in the following.

Proposition 1. A function f of the sources Wg, g, is recon-
structible over a CQ-MAC N3 if

H(S1,52) < max I(X1X2;2),, ()
Px1PXqy

where the mutual information is defined for the following

classical-quantum state

023 px, (2P, (€2) payay ® |21 )1 | ® |w2)ws] .
1T
Proof. The technique involves using the Slepian-Wolf [10]
source coding to compress the source to H (S, S2) bits, and
followed by the Winter’s channel coding over the CQ-MAC
N2 [3]. O

The objective of our work is to characterize improved
sufficient conditions under which a generic bivariate function
of the sources is reconstructible over a CQ-MAC N3 by
developing a structured coding framework for this problem.

ITI. MAIN RESULTS
A. Nested Coset Codes Achieve Capacity of CQ-P2P

We begin by formalizing the notion of a CQ-P2P codes
for communicating uniform messages. In the results presented
below, we characterize the asymptotic performance of NCCs
and demonstrate that it achieves the capacity of a CQ-P2P
channel.

Definition 3. A CQ-P2P code ¢, = (n,Z,e,\) for a CQ-
P2P N: (py € D(Hz) : © € X) consists of (i) an index set
Z, (ii) an encoding map e : T — X", and (iii) a decoding
POVM X = {\,, € P(HY") : m € I}. For m € T, we
let pZ7, 2 Q1 pa, where e(m) = (x1(m), -+, z,(m)). The
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1
rate of the code is - log|T
error is

, and the average probability of

Qe ) = 1- 170 Y Te(Anpn).
meL
Definition 4. An (n,k,l,91,90/1,b",€) NCC built over a
finite field F, comprises of (i) generator matrices gr € F’;X",
goj1 € Féxn (ii) a bias vector b", and (iii) an encoding
map € : Ffl — ]F’;. We let v"(a,m) = ag;r © mgo;r ©
b" for (a,m) € F¥ x F. denote elements in the coset of the
range space of the generator matrix [gF gg / A7

Remark 1. Note that in an NCC, the denser (outer) code
is generated by the matrix [gF gg / I]T, whereas the sparser
(inner) code is generated by the matrix g;. Both codes are
shifted by a common bias vector. Although this is a packing
problem (over the denser code), we additionally perform cov-
ering over the sparser code. This additional layer of covering
is needed because we generate all codewords not from an
arbitrary non-uniform distribution, but from a random coset
code that induces a uniform single-letter distribution on the
alphabet .

Definition 5. A CQ-P2P code (n,Z,e, ) is said to be based
on NCC if there exists an (n, k, g1, 9o/1,b", €) NCC such that
_ Tl _ o nl,n(z :

T =F,, and e(m) = g"(v"(é(m),m)), for some mapping

g:F, = X.

Theorem 1. Given a CQ-P2P N: (p, € D(Hz):x € X), a
PMF pyx on Fy x X, and an € > 0, there exists a CQ-P2P
code ¢ = (n,Ffl, e, A) based on NCC such that

(1) E(c, N) < ¢, (ii) %log2 q>logyq— H(V) and
(k+1)
n

logy g <logyq—H(V)+I(V; Z),,

for all sufficiently large n, where the classical-quantum state
o is given as

ol Z Z pvx (v, x) [v)v] ® pg.

veEF, zeX
Thus the rate of the code satisfies: ilogq <I(V;2Z),.
Proof. The proof is provided in Section O

Remark 2. We interpret the above result as follows. To
achieve the capacity, we need an NCC where the rate of the
sparser (covering) code is approximately equal to logy q —
H(V) (from above), which is the relative entropy between the
uniform distribution and py. The rate of the denser (packing)
code is approximately equal to log, g—H(V)+I1(V'; Z), (from
below), which is the capacity with the additional covering cost.

B. Decoding the Sum over CQ-MAC N>

As a pedagogical step, our next result is regarding the setup
where a centralized receiver of an arbitrary CQ-MAC N3
intends to reconstruct the sum f(Sq,S2) = S1 @ Sz of the
sources, where S 2 S1 = & = F,. Toward this, we begin
with the following definition.
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Definition 6. Let F,, be a finite field and (py,z, € D(Hz) :
(z1,22) € X1 X Xo) be a CQ-MAC N>. A CQ-MAC code
Cme = (n,]Ffl,el,eg,)\) of block-length n for recovering
F,—sum of messages consists of two encoders maps e; : Ffl —
Xl j€2], and a POVM X = {\, € P(HZ") :m e F,}.

An [Fy—message-sum rate R > 0 is achievable if
given any sequence l(n) € N, form € N, such that
limsup,, l(”)% < R, any sequence pg\r/}z a, Of PMFs
on ]Fé(n) X Fé(n), there exists a CQ-MAC code cﬁ,?gg =
(n,Fé(n),egn),eén),/\) of block-length n for recovering
Fy,—sum of messages such that

YA D) A
i & eme, N2) =

> B (mrme) Tr(Ay e pZh ) =0,

(m17m2)€F; XFfI

lim 1—
n— oo

A .
where p?;’:z = ®1,1L:1p111‘(m1)062i(m2) and ej(mj> =

(wj1(mj), xj2(my), - ,xjn(my)) for j € [2]. The closure
of the set of all achievable F,—message-sum rates is the
message-sum capacity of N.

We now provide a lower bound on the message-sum ca-
pacity of a CQ-MAC. Following this, we leverage the above
argument in Theorem [2] to characterize sufficient conditions
for reconstructing sum of sources over an arbitrary CQ-MAC.

Definition 7. Given a CQ-MAC N> and a prime q, let
P (N, q) be defined as collection of PMFs

V=F,,
PViVoaX1Xs: PViVaX1Xs is a PMF onV x Xl XV X XQ,
(V1,X1) is independent of (Va, X2)

Let,

%(NQaq) é

sup
PV X1 Vo Xo €EP(N2,q)

[1(V; Z)e —max{I(V1; V), I(V2; V)}],

where V' = V; @ V5, and the classical-quantum state o is
given as

a2 N prix, (01, 71)prax, (v2, 72)

veF, vi€F, T1€XT,
v €F, T2€X2

X 1{111@1)2=11}p1112 & |U><U| :

Using the above definitions, we provide the following propo-
sition.

Proposition 2. F,—message-sum rate (N>, q) is achievable
over any CQ-MAC Nb.

Proof. The proof is provided in Section O

We now state the main contribution of this subsection.

Theorem 2. The sum of a pair of sources distributed with
PMF Wg,s, can be reconstructed on a CQ-MAC N> if
H(S1 @ S2) < Z(Na,q).

Proof. The proof is provided in Section O
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Remark 3. %Z(Na,q) is the maximum achievable rate of the
messages whose sum can be computed reliably at the receiver
of the CO-MAC. H(S, ® S2) is the rate needed to compress
the sources distributively such that their sum can be computed
reliably. The term given by max{I(V1;V),I(Va;V)} can
be interpreted as the overall informational cost of having
non-uniform input distributions py, and py,. If V1 and Vs
are uniform, then V becomes independent of Vi and Vs
individually, and thus this term becomes zero.

Remark 4. For the special case where the density operators
{Ps, .00} commute, we see that the quantum mutual infor-
mation (which equals the Holevo information in the present
CQ case) reduces to a classical mutual information as given
below: I(V;2), = I(V; Z), where I(V'; Z) is computed with
the following classical PMF

PVIX1PVa X2 AZ| X1 Xz

and Az|x,x,(-|x1,x2) are the eigenvalues of py, o, In this
case, the asymptotic sufficient condition of the above theorem
reduces to that of the classical case as given in [§]].

C. Decoding the sum of classical sources over a Quantum-to-

Quantum (QQ) MAC M,

Our next result is regarding a QQ-MAC setup for trans-
mitting classical messages that is composed of a completely-
positive trace preserving (CPTP) map M. Consider a
(generic) QQ-MAC specified through (i) Hilbert spaces Hx,,
Hx,, and Hz and (i) a CPTP map My D(Hx,) ®
D(Hx,) — D(Hz). In this setting, the centralized receiver
of an arbitrary QQ-MAC M, intends to reconstruct the sum
f(S1,52) = S1® 5 of the classical correlated sources, where
S A 81 = Sy = F,. Toward this, we begin with the following
definition.

Channel
Encoder 1

Source
Encoder 1

Source Channel
Encoder 2 Encoder 2
Fig. 2. A schematic of the problem of computing the sum of classical
correlated sources with joint distribution Wg, 5, over a QQ-MAC M.

Definition 8. Ler F, be a finite field and My : D(Hx,) ®
D(Hx,) — D(Hz) be a CPTP map. A QQ-MAC code
Cme = (n,Fé,el,eg,)\) of block-length n for recovering
F,—sum of messages consists of two encoder maps e;
F; — DH) : j € [2], and a POVM X = {\, €
PHE™) : m € F.}. An F,—message-sum rate R > 0
is achievable if given any sequence l(n) € N, forn € N,
such that limsup,, l(")% < R, any sequence pS\ZI M,
of PMFs on i Fl(n), there exists a QQ-MAC code
cf% = (n, Ff](n ,egn),egn),)\) of block-length n for recov-
ering Fy—sum of messages such that

S i s (ma,ma)

(my ,mz)E]Ffl ><]F£I

lim E(cf:e)a,/\/lg) = li_>m 1-

n— oo
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X Tr<)‘m1€5m2 M?“(pml®pm2)) = 07

where py,; = e;j(mj) : j € [2]. The closure of the set
of all achievable F,—message-sum rates is the message-sum
capacity of Ma.

We now provide a lower bound on the message-sum ca-
pacity of a QQ-MAC. Following this, we leverage the above
argument in Theorem [3] to characterize sufficient conditions
for reconstructing sum of sources over an arbitrary QQ-MAC.

Definition 9. Given a QQ-MAC My and a prime q, let,

BoMa,q) & sup  B(Mo(N; @ NZ2),q),
NUNE2

where the supremum is over all CQ-P2P channels ./\/'QX =
(i € D(Mx,) : @i € X;) for i € [2], X; are finite sets,
Mo(N5 @ N5¥2) denotes the induced CQ-MAC obtained
by concatenating CQ-P2Ps (N3, N3*?) and QQ-MAC Mo,
and #(Ms(-), ) follows from Definition[7| Note that the input
alphabets of the induced CQ-MAC are X and Xs.

Using the above definitions, we provide the following
proposition.

Proposition 3. F,—message-sum rate (Mo, q) is achiev-
able over any QQ-MAC M.

Proof. The proof follows the same arguments as those given
in the proof of Proposition O

We now state the main contribution of this subsection.

Theorem 3. The sum of a pair of sources distributed with
PMF Wg, g, can be reconstructed on a QQ-MAC My if
H(S1 @ S2) < Zq(Ma,q).

Proof. The proof follows the same arguments as those given
in the proof of Theorem O

D. Decoding arbitrary functions over CQ-MAC

To address this problem, as a building block, we consider
the problem of 4-to-3 decoding over a 4-user CQ-MAC, where
the receiver aims to compute the sum of messages of user
1 and 2, and the individual messages of users 3 and 4. We
obtain a characterization of asymptotic performance limits for
this problem. Based on the result we obtain for this problem,
and using the result of Ahlswede and Han [9], we derive
sufficient conditions for reconstructing arbitrary function of
sources over a 2 user CQ-MAC. The former problem may
also be of independent interest.

Consider a (generic) 4-user CQ-MAC N}, which is specified
through (i) finite (input) sets V;: j € [2] and U, : j € [2], (ii)
a (output) Hilbert space Hz, and (iii) a collection of density
operators (py,vousus € P(Hz) @ (v1,02,u1,u2) € Vi X Va X
Z/{l X UQ)

Definition 10. A code ¢ = (n,Fy,ev,: j € [2], ey,: j €
[2],A) of block-length n, for 4-to-3 decoding over CQ-MAC
Ny consists of four encoding maps ey, : Fé —Vi:je [2],
eu, : [¢] — Up: j € (2], and a POVM X = { A0 myms €
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P(Hz) : (m®,ms,my) € F, x [¢"] x [¢"2]}, where m® =
mi1 @ mo, I, Iy and ly are positive integers, and q is a prime
number.

Definition 11. Given a CQ-MAC N, and a prime q, a
rate triple (R, Ry, R2) > 0 is said to be achievable for 4-
to-3 decoding over the CQ-MAC if given any sequence of
triples (I(n),11(n),l2(n)), such that limsup,,_, 1) 1ogq <

n
li'fL

logg < R;: i € [2], and any sequence

R,limsup,,_,
p(anMzM 1, Of PMFs on By x L x [qh] x ], there exists
a code ™) = (n,Fy,ey,: j € [2],ev,: j € [2],\) for 4-10-3
decoding over CQ-MAC Ny of block-length n such that

limsup &(c™, N;) &

n—oo
lim sup 1- Zpﬂ(m) T\r()‘7rn@,'m3,m4p2n) =0,
n— oo m
Xn A
where — p) = Pop (ma1)vg (m2)ul (mg)ug (ma)

Qi1 Por; (m1 )vas (ma)urs (ma)usi (ma) (ASSuming  n-independent
uses of Ni). The union of the set of all achievable rate triples
(R, R1, Ry) is the capacity region of the 4-to-3 decoding
over CQ-MAC Ny and prime number q.

Definition 12. Given a CQ-MAC N, and a prime q, let
P (Ny, q) be defined as collection of PMF {pyu: pvu =
PViDVaPULPU, is a PMF on' Y x U}. For pyy € P(Ny,q),
let Z(pvu,Na, q) be the set of rate triples (R, Ry, Ra) such
that the following inequalities holds:

R<I(V;Z|U1,Uz2)s —
Ry < I(Uy; Z|V,Us),,
Ry < I(Uz; Z|V,Ub)o,
R+ Ry <I(V,U1; Z|U2)o — Imax(V1, V2, V)o,
R+ Ry < I(V,Us; Z|U1) o — Imax(V1, V2,V )5,
(
(

Imax(vl» V27 V)Ua

Ry + Ry < I(U1,Up; Z|V )
R+ Rl + R2 S 1 VvaUlaUQ;Z)o' - ImaX(V17V27V)O'7
where Iax(V1,V2,V)e = max{I(V;V),I(Vo;V)}, V =

Vi @ Vs, and the mutual information quantities are taken with
respect to the classical-quantum state

02 Y pyu (e w) Ly VX0l ® o1 )vily, @ o))y,

® |ur)uly, ® |uz)uzly, @ Puu-
Let

Z(Ny,q) & cc.

U

pvu€P(Nu,q)

‘%(pﬂw/\[47q)a

where c.c stands for convex closure.

Theorem 4. The rate triples (R, R1,Rs) € %(Na,q) are
achievable for 4-to-3 decoding over a CQ-MAC Ny and prime

q.

Proof. The proof is provided in Section [VII-A O

Remark 5. As in Theorem [2] if the density operators asso-
ciated with the channel commute, then the quantum mutual
information quantities reduce to the classical counterparts.
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Here we provide our main result characterizing the suffi-
cient conditions on the sources, for any reconstruction of the
bivariate function f at the decoder of the given CQ-MAC ANs.
Before we proceed, we provide the following definition for
embedding a function into a finite field.

Definition 13. A function f : & — R of sources Wg, g,
is said to be embeddable in a finite field T, if there exists
(i) a pair of functions h; : S; — Fy for j € [2], and
(ii) a function g : g — R, such that Wg, s,(f(S1,52) =
g(h1(S1) @ ha(S2))) = 1.

Remark 6. Note that for any given function f, the set of prime
q for which f is embeddable with respect to IFy is always non-
empty. To see this, take q > |S1||S2|, and let hy be any one-
to-one mapping from |Si| to {0, 1, ...,|S1| — 1}, and let hy be
any one-to-one from |Sa| to {0,|S1(,2|S1], ..., |S1](|S2| — 1)}
Then, hi(-) @ ha(-) is a one-to-one map from |S1| x |Sz| to
Fy (see [7) Def. 3.7]). For example, the nonlinear logical OR
(V) function of binary sources with S; = Sa = {0, 1} can be
embedded in Fs, by noting that S1V .Sz = g(h1(S1)®P3h2(52)),
where g is given by g : 0 — 0, 1 — 1, and 2 — 1, and h;s
are identity maps.

Definition 14. Given the source (S1,S2, Wg,s,, f), consider
a prime q such that f is embeddable (according to Definition
@) in Fy. Let P be the set of PMFs pqw,w,|s, s, defined on
Q X Wy X Ws such that (a) Q and (S1,S2) are independent,
(b) Wy — 51Q — S2Q — Wy forms a Markov chain, and (c)
Q, Wi, W; are finite sets. For pqw,w,|s,s, € P, let us define,

Rs(PoW, W, |51 52+ Q) 2 {(R, Ri,Ry): R > H(S|W1W2Q),
Ry > I(S1; Wi|QWa),
Ry > 1(S2; W2|QWr),
Ry + Ry > (515 W1W2|Q)}7
where S = h1(S1) @ ha(S2). Define

%s(wslszafa q) é c.C. U %S(pa Q)

peP

Definition 15. Given a CQ-MAC N, and prime q, let &
be the set of PMFs px,y,v; and px,u,v, With the input
alphabets (Uy, V1) and (Uz,Vs), and output alphabets Xy and
Xy, respectively. Define,

%C(le\UlVlapX2|U2V27q) = %(N4>Q)’
where the corresponding 4-user CQ-MAC Ny is characterized

as:

Pou = E Dx,|U1 4 (331|u1111)pX2\U2V2 (w2|u2v2)pry ey -
1T

Define,
Ro(N2q) 2 cc U Zc(px;v,v;0 0 € [2],9).
{pxj|ujvj:j€[2}}eﬁ

Theorem 5. If Z;(Ws,s,, f,q) C Z(Na, q) for some prime
g, then the bivariate function f of the sources Wg, g, is
reconstructible over the CQ-MAC No.

Proof. The proof is provided in Section [VII-B] O
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Example 1
0.3 1

Example 2

0.2

0.1

0 0.1 0.2 0.3 0.4 0.5 0 0.05 01 0.15
n n

Fig. 3. (Left) A depiction of the set of all pairs (p,n) achievable using the
technique of coset codes (Theorem |Z|) for Example |I| (Right) A depiction
of the set of all pairs (p,n) achievable using the technique of coset codes
(Theorem 2)) for Example 2} The functions in both examples 1 and 2 are not
reconstructible using unstructured codes (Proposition (1)) for any pair (p, 7).

E. Examples

In the following examples, for ease of exposition, we ex-
press the quantum mutual information in terms of the Holevo
information [17]], [18]].

Example 1. Let X1 = X5 =51 =8 =X ={0,1}, Hz =
C? and pyyp, = (1 —1)0y + noz, where x 2 41 Py a9 and
00,01 € D(Hyz) be arbitrary. Let p(n) & (1 —n)oe + noy.
Consider correlated symmetric individually uniform sources
with W51\52(1|O) = W51|52(0|1) = pfOl" p € (0,1) Let
f(S1,82) = S1®2Ss. Consider the sufficient conditions given
by the unstructured coding scheme as provided in Proposition

Vi
H(Sl,Sg) < max X({pX1X2($17$2)7pm1,m2})7

PXxqiXo
with X1 and X5  being  independent.  Since,
X({pX1X2<x17$2);Pm1:v2}) = X({pX('r)’pw}) <1, Vne
[0, 1], where X L X, By Xo, and py 2 Prizy JOr any (x1,x2)
that satisfies x = x1 ® xo, and H(S1,5) = 1 + hy(p) > 1,
the function f is never reconstructible using the unstructured
codes. Now consider the sufficient condition obtained using
the coset codes (Theorem [2)), i.e. H(S1 ® S2) < Z(N2,q),
which can be simplified as

o(p) < macx [y (0) — i (20(1 — 0)) + S(p(20(1 — 0) 1))

—[0% + (1 = 6)*]S(p(n)) — 26(1 — 6)S(p(1 —n))].
Figure [3| (left) depicts all pairs (p,n) that satisfy the above

inequality for the following choice of oy, o0;:
0.0455¢
) 2

o A 09545 0.04550) o[ 0.0455
07\ —0.0455 0.0455 )7 “1 T\ —0.0455i 0.9545

Note that the above oy and o; do not commute.

Example 2. Ler X} = Xy = 8§ = & = X = {0,1},
Hyz = C? and ppywy = (1 = 0)0(2,vay) + N0 (2, Az,), Where
00,01 € D(Hyz) be arbitrary. Let p(n) £ (1 — n)og + no1.
Consider correlated symmetric individually uniform sources
with Wg,|5,(110) = Wg,5,(0]1) = p for p € (0,1).
Let f(S1,52) = S1 V So. Consider the sufficient condi-
tions given by the unstructured coding scheme: H(S1,52) <
maXp v, x, X({thXz (1, %2), Py, }), with X1 and X being
independent, This again implies that the f is not recon-
structible using the unstructured codes. We embed f in the
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ternary field. In other words, the encoders and decoder work
toward reconstructing S1 ®3 Sa. The sufficient condition given
by the algebraic coding scheme turns out to be

H(S1 D3 52) <

max [min{H(X1), H(X2)} — H(X) + x({px (2), pz })],
PX1PXy
where X 4 Xy @3 Xo and py A

> sz PX1 X0 x (21, T2|T) piy 2, - This can be further simplified
as

(1= p) + h(p) < max [min{hy(01), hs(02)}

— hy(01 + 02—01605)
— (61 + 02— 0102)h(6162/ (61 + 02—06162))
+S(p((01 + 02—0162) 1))
— (1= 01)(1 = 62)S(p(n)) — 61 + 02 — 6102]S (p(1 — n))].
It can be shown that there exists p, n, o9 and oy such that
the above condition is satisfied. For instance, Figure 3| (right)

depicts all the achievable pairs (p,n) for the oy and o1 chosen
as in Example

Finally, we provide the following example to compare the
sufficient conditions obtained in Theorem 2] and Theorem

o
w

3
% 0.25 [\

: \
=
= o2t

T \

I
Q 0.15

=

5 0.1 \\

] \ (0.11, 0.037)

1 \

4 \ H(S; 2 S2)
. 0.037 r

& A

Bl ol ! |

0 0.1 0.2 0.3 0.4 0.5
n

Fig. 4. The variation of the right hand side of (B), and its intersection with
H(S1®S2). This implies that the inequality in (3) is not satisfied for all >
0.11, and hence the function f cannot be reconstructed using the approach
of Theorem

Example . let X1 =X =85 =85=X= {0,1}, Hy =
C?, and pyy wy = (1 — n)oy + noz, where x = 1 Go T2
and og,01 € D(Hz) be as defined in @). Furthermore, to
induce asymmetry in the rate region, we constrain one of the
inputs with a cost constraint: E(X1) < ¢. We choose ¢ = 0.1
for the illustration. Let Sy and So be two highly asymmetric
correlated sources (as considered in |9, Example 4]) with the
following distribution:

W, .s,(0,0) = 0.003920, W, ,(0,1) = 0.976080,
Ws, s, (1,0) = 0.019920, W, ,(1,1) = 0.000080,

and P(S, = 0) = 0.98,P(S; — 0) — 0.023840. Let
f(S1,82) = S1 By So. Using Theorem |2| and the fact that
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H (S, @ S3) = 0.0376223, we obtain the sufficient conditions
for the function f to be reconstructible as

0.0376223 < max min{H(X;), H(X2)}

Px1PXo

7H(X)+X({pX(x)7pm})7 (3)

where X 2 X ®5 Xo and Pz a2 Pzya, JOr any (x1,22) such
that x = x1 ® xo. Figure W\ depicts the behaviour of the
right hand side of the above inequality for different values
of m. In particular, the inequality fails for n > 0.11, and
as a result the function f cannot be reconstructed using the
approach of Theorem 2] for all n € (0.11,0.5). Now, we
consider the sufficient conditions obtained from Theorem [3
Figure [3] found at the top of the following page, shows the
regions #s(Wg,s,, f,2) and %.(N2,2) for different values
of m, which demonstrates a clear overlap between %, and %,
for n = 0.12 and n = 0.2, which implies that the function
remains reconstructible for these 1 values.

FE. Applications

The problem of reconstructing functions of sources over
a classical MAC, i.e. computation over a MAC, finds exten-
sive applications in several network problems [[19]. Examples
include coding for many-to-one interference channels [7],
compute-and-forward (CAF) strategy for wireless networks
[20], network coding for cooperative wireless networks [21]],
sensor network estimation [22]], interference management for
cellular uplink channel [23]], and wireless network coding [24].
As for the CQ setup, recent works have explored the compute-
and-forward (CAF) relaying technique in quantum one-hop
relay network and symmetric private information retrieval
(SPIR) over a quantum internet network [6]]. In this subsection,
we discuss some additional applications of computation over
a CQ-MAC.

1) Many-to-one classical-to-quantum interference network
(CQIC): Interference is often seen as an impediment in
a communication network, and decoding messages at the
receivers in a multi-user interference channel setting is
a challenging problem. However, computing sum over a
CQ-MAC can be used to manage interference. Consider
a 3-to-1 CQIC with three inputs X7, X7 and X3 and with
quantum outputs characterized using density operators
p}?l BXo® X5 p%, and p}g. As illustrated in Figure
users 2 and 3 enjoy interference-free CQ-P2P channels.
However, receiver 1 suffers interference from users 2
and 3, and it needs to decode the message X;. A
naive approach is to treat the pair (X9, X3) as noise
and decode X;. But this is highly sub-optimal because
Xo, X3 encode information corresponding to messages
of users 2 and 3, respectively, and is not just a noise. A
better strategy is to decode the message pair (X2, X3) and
then use the successive cancellation technique to decode
X;. It can be noted that the interference is in the form
of the sum X, ® X3. Hence, an even better strategy is
to decode only this sum and then apply the successive
cancellation technique. This can be improved even further
by simultaneous decoding of the sum X, & X3 and the



This article has been accepted for publication in IEEE Transactions on Information Theory. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TIT.2022.3192876

n=0.12

n=20.2

Ry 0, 0.05 0.1

Fig. 5. A depiction of the intersection of %, (in red) and %, (in blue) for n = 0.12 and 1 = 0.2, using the technique provided in Theorem El

intended message X; [16]. This demonstrates the need
of simultaneous decoding technique as discussed in the
previous sections.

3-to-1

Classical-to-Quantum
Interference Channel

Fig. 6. 3-to-1 classical-to-quantum interference channel (CQIC).

2) Network coding for a cooperative quantum network:
Computing sum of messages provides a feasible solution
to decrease the number of message transmissions needed
within a cooperative quantum network. Consider three
satellites that are connected via a free-space quantum
optical network and satellite S wants to communicate
messages mj and my to satellites S; and So, as shown
in Figure [} In the noncooperative setup, the satellite
needs to transmit a total of four messages to S; and
Ss. Next, in the cooperative decode-and-forward (DAF)
setup, satellites S; and S can communicate with a
relay, however, they cannot directly communicate among
themselves. In this case, the missing messages are relayed
to S1 and Sy as shown. In the cooperative compute-and-
forward (CAF) setup, the relay now decodes the sum
(m1 @ may), instead of the individual messages m; and
mg. It then broadcasts the sum of the messages which
are received by satellites S; and S; simultaneously. In
the contrast to the previous scenarios, the computation
at the relay reduces the total number of transmissions
required compared to the other setups. In addition, as the
relay is only interested in decoding the sum, it can now
receive the information at a larger rate.

IV. THE CENTRAL IDEA

Here we provide an informal review of the central ideas
involved in obtaining the main results of this work. The formal
proofs are provided in the subsequent sections. Let us consider

© 2022 IEEE. Personal use is permitted, but re

Fig. 7.
quantum optical network.

Compute-and-Forward (CAF) strategy for cooperative free-space

the specific problem of reconstructing the sum of sources each
taking values in S; = Sy = ;. We begin by reviewing the
KM coding scheme for the case of a noiseless classical MAC.
It was shown in [4], the existence of linear code with a parity
check matrix H € Féxn, and a decoder map d : IE"fI — Fy
such that for any € > 0 and sufficiently large n, we have

Z WS (s") L jamsromsy)zsrasyy < €
snES™

provided that Llog,q > H(S; & S). This implies that a
receiver equipped with the decoding map d can recover the
sum if it possesses the sum M| @ M} of the Korner-Marton
indices: M} = HS! : j € [2].

We are therefore led to a construction of an efficient CQ-
MAC coding scheme that enables the receiver only reconstruct
the sum of the two message indices. Indeed, if the two senders
send the KM indices to such a CQ-MAC channel encoder,
and the receiver employs the above source decoder d on the
decoded sum of the KM indices, then it can recover the sum
of sources. To illustrate the design of the desired CQ-MAC
channel code, let us consider a CQ-MAC (py,2, € D(Hz) :
(x1,22) € X1 x X)) wherein X; = X, = [F; and the collection
pz + x € X satisfies py,z, = ps, s, Whenever x; @ o =
&1 @ &9. Consider a CQ-P2P (X = F,,0, : u € X) where
Ou = Pz,z, for any (z1,x2) satisfying 21 @ xo = u. Suppose
we are able to communicate over this CQ-P2P via a linear
CQ-P2P code C C X™. Specifically, suppose there exists a

ublication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.
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generator matrix G € F/*" and a POVM A £ {\,,; : m! €
IE‘f]} such that for any € > 0 and sufficiently large n, we have

1—q7! Z Tr()\mzaff’l’fc) <e,

ml

where Uglc = 0,,®- - ®0,, where m'G = z™. We can then
use this linear CQ-P2P code as our desired CQ-MAC channel
code. Indeed, observe that, suppose both senders employ this
same linear CQ-P2P code, then sender j maps its KM index
mé- = Hs’ to the channel codeword as x7 = mé-G. Observe
that the structure of the CQ-MAC implies pgi' . = 00 0 =
U(%nll i) I the receiver employs the POVM A :mb €
Ff]} designed for the CQ-P2P, it ends up decoding the sum of
the KM indices ml1 &5 le, and consequently, recover the sum
of the sources.

A careful analysis of the above idea reveals that two
MAC channel codes employed by the encoders do not ‘blow
up’ when added, is crucial to the efficiency of the above
scheme. A linear code being algebraically closed enables
this. However, the codewords of a random linear code are
uniformly distributed and cannot achieve the capacity of an
arbitrary classical P2P channel, let alone a CQ-P2P channel.
We are therefore forced to enlarge a linear code to identify
sufficiently many codewords of the desired empirical single-
letter distribution. We are thus led to a nested coset code
(NCCO) [8]. A NCC comprises of cosets of a coarse linear
code within a fine code. Within each coset, we can identify
a codeword of the desired empirical distribution. We choose
as many cosets as the number of messages. Analogous to our
illustration above where we chose a linear code that achieves
the capacity of the CQ-P2P (¥ = F,,0, : u € X), our
first step (Sec. [V) is to design a NCC with its POVM that can
achieve capacity of an arbitrary CQ-P2P. Our second step is to
endow both senders with this same NCC and analyze decoding
the sum of the messages. This gets us to our next challenge -
How do we analyze decoding their message sum, for a general
CQ-MAC p, : z € X for which z1 © 22 = &1 @ 22 does not
necessarily imply pz,z, = ps,2,- In Sec. we address
this challenge, leverage our findings in Sec. [V| and generalize
the idea for any arbitrary CQ-MAC, and presents a proof of
the second set of results (Theorem [2).

The next question we ask is, how can we reconstruct
arbitrary functions of the sources? We use the concept of
embedding of bivariate functions in finite fields to address
this (see Definition . Recall that in KM coding, each source
encoder produces bits at the rate given by H(S; @ S2). This
approach works fairly well when the sources are symmet-
ric and uniform. As the source distribution becomes more
asymmetric and non-uniform, this approach may become less
efficient. For example, if H(Ss) < H(S; ® S3), then the
second encoder may as well send Sy losslessly at the rate
H(S2) (while the first encoder still sends HST) and let the
decoder compute H.S%, and proceed as before. To address
such asymmetry, in the source coding setting, Ahlswede and
Han proposed a two-layered coding scheme, where in the
first layer, the encoders produce a coarse quantized version
of their respective sources, say W; and Wj, respectively. The
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pair is produced such that it is intended to be reconstructed
individually, i.e., as a pair (W7,Ws) at the joint receiver.
This is based on the unstructured random coding approach,
more akin to the conventional Berger-Tung [25] source coding
(lossy Slepian-Wolf coding). Then in the second layer, the
KM encoding of the sources is performed, and the resulting
information is sent conditioned on the fact that the receiver
has access to the coarse version of the sources (W7, Ws).
In essence, this is a (classical) superposition of Berger-Tung
source coding and KM source coding, which leads to a smooth
transition between KM coding based on structured codes and
Slepian-Wolf coding based on unstructured codes. We use this
approach on the source coding side. How do we interface
this scheme with the two-user CQ-MAC? Encoder ¢ receives
two messages (M1, M;2) at rates R; and R, respectively.
These four messages need to be encoded distributively such
that the joint receiver may be able to reconstruct the triple
(My1, Ma1, My2 @ Mas). This necessitates using a classical
superposition of both unstructured coding as well as structured
coding schemes for the CQ-MAC. Noting that the receiver
wishes to decode three independent messages simultaneously,
we therefore require a CQ simultaneous decoding technique.
In Sec. [VII} we adapt the technique of tilting, smoothing, and
augmentation introduced by Sen [[12f], [[13]] to the setting of
a superposition of unstructured and structured code (NCC)
ensembles to enable this, and provide a proof of Theorem
[l This yields a new set of sufficient conditions, that strictly
enlarges the one achievable using solely structured codes
(Theorem [2)), and thus allows us to obtain a proof of the third
main result of our work (Theorem [5).

V. PROOF OF THEOREM[I]

As discussed in Sec. [[V] we shall build and analyze a NCC
comprising of cosets of a linear code wherein each coset
contains a codeword of the desired empirical distribution for
communication over a CQ-P2P N.

Proof. In order to achieve a rate R = I(V; Z),, the standard
approach is to pick 2"% codewords uniformly and indepen-
dently from 73 (py), for some 6 > 0 sufficiently small.
However, the resulting code is not algebraically closed. On the
other hand, if we pick a random generator matrix G € ]Ff;(",
with [ = lo’gjq, whose entries from F, are IID uniform, then
its range space - the resulting collection of 2"* codewords
- are uniformly distributed and pairwise independent but not
py —typical.

To satisfy the dual requirements of algebraically closure and
py —typicality, we observe the following. If a collection of
¢* codewords are uniformly distributed in [y, and pairwise
independent, as we found the range space of G to be, then
the expected number of codewords that are py —typical is

k . . .
LT3 (pv)| = exp{nlog, ¢ (% - {1 - gé:; )} This indi-

cates that if we pick a generator matrix G € F’;X” with

entries uniformly distributed and IID, such that % >1— gé:/; s

then its range space will contain codewords that are py -typical.
The latter codewords can be used for communication.
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Each coset of G; € FA*" where £ > 1 — fgév) will play

an analogous role as a single codeword in a conventional IID
random code. Just as we pick 2nf of the latter, we consider
27 cosets of Gy within a larger linear code with generator
matrix G = [GT GF,|7 € B with 1 = 2R
The messages index the 2" cosets of G;. A predetermined
element in each coset that is py —typical is the assigned
codeword for the message and chosen for communicationﬂ A
formal proof we provide below has two parts - error probability
analysis for a generic fixed code followed by an upper bound
on the latter via code randomization.

Upper bound on error probability for a generic fixed code :
Define the following

po £ Z px v (z|v)pa,

zeX

and let V = F4;. Consider a generic NCC
(n, k1, 91,90/1,b",€) with its range space v"(a,m) =
agr Bqmgo 1 Bqb™ : (a,m) € V¥ x V. We shall use this and
define a CQ-P2P code (n,Z = VAZ, e, Az) that is an NCC CQ-
PZ(I;. Towards that end, let (m) = >« ]l{w(a,m)eT;(pv)}
an

s(m) 2 {{a € Vv (a,m) € TR(pv)} if O(m) > 1
{0%} it 6(m) =0,

for each m € V' For m € V!, a predetermined element
am = €(m) € s(m) is chosen. On receiving message m € V!,
the encoder prepares the quantum state p&" a p?ﬂfl(amym) a
@71 Povi(am,m)» and is communicated. The encoding map ¢ is
therefore determined via the collection (@, €s(m):m €F,).

Towards specifying the decoding POVM let p, =
> yey Pyv (Ulv) ey)o) (ey)s| be a spectral decomposition for
v e V. We let pyy a pvpy|v. For any v™ € V", let myn be
the conditional typical projector as in [17, Defn. 15.2.4] with
respect to the ensemble {p, : v € V} and distribution py .
Similarly, let 7, be the (unconditional) typical projector of the
state p 4 Zvev pv (v)p, as defined in [17, Defn. 15.1.3]. For
(a,m) € VEx V!, we let 7, 2 Ty (a,m) L{on (a,m)eTs (py )} -
We let A 2 {2 acvr Aaym :m € T=TF,, A_1}, where

Aa,m = ( Z Z’Y&,m)

acVkmep!

—1/2

’Ya,m(z Z’)’a,m)ilm, €]

acVk mepl

A, 2T - Y omevt 2oacvk Aaym and Yom a TpTa,mTp-
Since 0 < v4,m < I, we have 0 < A, ,, < I. The latter
lower bound implies A C P(#H). The same lower bound
coupled with the definition of the generalized inverse implies
I>3cvr D omevt Aaym > 0. We thus have 0 < Ay < .
It can now be verified that X is a POVM. In essence, the
elements of this POVM is identical to the standard POVMs
except the POVM elements corresponding to a coset have been
added together. Indeed, since each coset corresponds to one
message, there is no need to disambiguate within the coset.

'The reader is encouraged to relate to the bounds stated in theorem
statement and induced bounds on the rate of communication % log, q.
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We have thus associated an NCC (n7k,l7gl,go/1,b”,é)
and a collection (a,, € s(m) : m € V') with a CQ-P2P code.
The error probability of this code is

a7 Y= D0 Aam)pi) <

meT a€Vk
g (I = Aaym) ") )
meT

Denoting event & = {§(m) > 1}, its complement & and the
associated indicator functions 1 ¢, 1 s respectively, a generic
term in the RHS of the above sum satisfies

(1 = Aa,m) oV ee + (L = Aa,,, )P L
3

<lge + ZT%,

=1
where
Tor 2 2Te((1 = Yap.m)p2") s,
T 24 ) Tr(yamps") e,

aFam
Tos 2 4 Z ZTY(’Ya,mPf%n)]lg,
m#m a

where we have used Hayashi-Nagaoka inequality [26].
Distribution of the Random Code : The objects g; €
VkX",go/[ € YIXn b € Y™ and the collection (a,, € s(m) :
m € V') specify an NCC CQ-P2P code unambiguously. A
distribution for a random code is therefore specified through a
distribution of these objects. We let upper case letters denote
the associated random objects, and obtain

D Gr=g1,Gos1 = goy1 _ —(k+i+1)n
B =b" Ay = ay, :m e S(m) q
1
X [
1 so
meV!

and analyze the expectation of & and the terms T5;;i € [1, 3]
in regards to the above random code. We begin by Ep[£] =
P> wevr Livn(amyers(py)y < 1). For this, we provide the
following proposition.

Proposition 4. For any € € (0,1), and for all sufficiently
small § > 0 and sufficiently large n, we have Ep [&] < ¢, if
% >logg— H(V)+e

Proof. The proof follows from [7, Proof of Thm. 2.5] with
the identification of S = ¢. O

We now consider T5;. For each a, m, denote the events
ya {V*(a,m) ="}, A a {A,, = a}.
We have

Eplfal=1-3 >, >

m a v"eTs(pv)

par(m) Tr(mon T, 050 7,

XEp [1aly] < 61,

where the last inequality follows from the pinching argu-
ment, also provided in Lemma [T] (see Appendix [B), with the
identification A = B = V, py = py, B = A, and the
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density operators correspondingly. With this choice, we obtain
for any € € (0,1), Ep{T21} < ¢, for all sufficiently large
n and sufficiently small §. Next, we provide the following
proposition to bound the terms corresponding to 7o and T3
in an expected sense.

Proposition 5. For any € € (0, 1), and for all sufficiently small
0 > 0 and sufficiently large n, we have Ep[Tss + Tos] < € if
the following inequalities hold:

2k
—logg<2logqg+I(V;Z), —2H(V) —¢
n

2k +1
wlogq <2logq+1(V;2)s —2H(V) —e.
n
Proof. The proof is provided in Appendix [A-A] O
We have therefore obtained three bounds % >1-— Iﬁ)(gpz Vq),
2k -9y I(V;Z%U_QH(I)V)’ 2%+l 9y I(V;Z%a—2H(pv)' A rate
n 0gs q n 0gs q

of I(V; Z), —€ is achievable by choosing £ = 1— Ii)g"’q) +5,
1 I(V;Z)s—elog, 2

L= Tﬁ thus completing the proof. O

VI. DECODING SUM OVER CQ-MAC

Throughout this section, the source alphabets S 23 =
Sy = F,, and the receiver intends to reconstruct the sum
f(S1,82) = 51 @y Sz of the sources.

A. Proof of Proposition [2]

Let pyivox,x, € P(MNa,q) with associated collection
(Pvyvs & (V1,v2) €V x V) of density operators where

A
Puivs = Z Px,v; (1]01)Px, v, (22|02) P2y 2, and

x1,T2

P 2 Z pV1V2\V(v17U2|U)pvlvz'
V1,v2

We now describe the coding scheme in terms of a specific
code. It is instructive to revisit Sec. wherein we specified
the import of both encoders employing cosets of the the
same linear code. In order to choose codewords of a desired
empirical distribution py,, we employ NCCs (as was done for
the same reason in Sec. [V)). Following the same notation as
in proof of Theorem [T} we now specify the random coding
scheme.

Let G; € FF*" Go,p € FX".B; € FI : j € [2]
be mutually independent and uniformly distributed on their
respective range spaces. Let V" (a,m;) 24Gr & m;Go/r ®
B? : (a,m;) € Fi*! for j € [2] and V"(a,m) 2 aGr @
mGo,r & By & By : (a,m) € FF*!. For j € [2], let

{a € V*: VP (a,my) € T (v}

if Z ]l{Vj"(a,mj)eTgb(pvj)} 21
aeVk
otherwise,

i.e. Z ﬂ{vjﬂ(a,mj)GTE‘(PVJ)} =0
a€Vk

Sj(m;) &

{0%}

for each m; € V!, For m; € Vi a predetermined element
Ajm; € Sj(mj) is chosen. We let ©;(m;) 2 15;(my)).

For m; € V', a predetermined X7 (m;) € XI' is chosen.
As we shall see later, the choice of X7'(m;) is based on

V/*(Ajm;,m;). We are thus led to the encoding rule.

Encoding Rule: On receiving message (mi,mg) € V'
Vi, the quantum State prym, = PXP (1) XZ (o)
Q10X 14 (m1)Xa:(ms) 18 (distributively) prepared.

B> X

Distribution of the Random Code: The distribution of the ran-
dom code is completely specified through the distribution P(-)
of Gy, Go/],B?, Bg, (Al,ml tmy € ]Fé), (Agym,z tMme € Fé)
and (X7'(my) : m; € V). We let

(Al,ml = Q1,m, - M1 € Vl)7
(Ag.m, = a2,m, : Mg € V!),
Br=t":je 2], 1
Gr=91,Gosr = 9oy, gkntint2n
(X1(my) = 2 (mq) : my € VY),
(Xg(mg) = (L’g(mg) iy € Vl)

Hasmy €s1(ma)} o, n n
X lHa@EW;)lpxlm (@} (m1)[v} (a1,m,,m1))

mi

Liay y€52(ma)} . .
8 ngQEm:)QszIVQ (x5 (m2)|vy (az,m,, ma2)|.
(6)

Towards specifying a decoding POVM, we state the associated
density operators modeling the quantum systems, their spectral
decompositions and projectors. Let

P sy(y)hy) (hyl,

yey

Pxixs é ZpY|X1X2 (y‘xlax2) ‘ey\rlzg> <ey\x1x2 ’ S ia
yey

Poive £ Z qy |V, Vs, (y|1)1, U2) ’fy\vlvg ><fy\1111;2| v e,
yey

pu 2 Z ry v (ylv) |gypo) (G| : v € V.
yey

Decoding POVM: Unlike a generic CQ-MAC decoder [3],
which aims at decoding both the classical messages from
the quantum state received, the decoder here is designed to
decode only the sum of messages transmitted. For this, the de-
coder employs the nested coset code (n,k,l,Gr,Go/r, B™),
where B" = BP' @& Bp. We define V"(a,m) & aG; +
mGo 1+ B" to represent a generic codeword. We let 11, ,, &
7TV"(<1,m)ﬂ{vn(a,m)eT[gM(pv)}’ where py is as defined in the
theorem statement. The decoder is provided with a sub-POVM
AL {A, 2 ZaeF’; Ag,m :m € FL} where

—1/2 —-1/2
Aa,m é ( Z Z F&,’rh) Fa,m( Z Z F&,m) )
aclkk meF}, a€Fk meF!
A2 I_Zaew; Zmeﬁg Agm and Lo £ Toll(a,m)mp. We

note that

Tp 2 Z ® |hy,) (hy,| and

yreTP (sy) t=1
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n
Tyn = Z ® ’gytlvt> <gyt|”t| )

yn:(vn,ym)ETT (pyry|v) t=1

denote the typical and conditional typical projectors (as stated
in Definition 15.2.4 [[17]]) with respect to p a Zve]}?q pv (V) py
and (p, : v € V), respectively.

Error Analysis: We derive upper bounds on Ep{&(cna)}. Our
derivation will be similar to those adopted in proof of Thm. [I]
Let us define event

Vln(Al-mUml)vX{L(ml)a

& = { V2n(A2-m2am2)v Xg(mQ)a
Vln (Al‘ml ) ml) @ ‘/Qn(AQ.Wm? m?)

€ ng(plelv,zxzv)}' (7N
We have

Ep { Z Pry M, (mlv mQ) TI"([I - Am1®m2})p§£m2} <
miy,ma2

Ep { ZleMz (ma,ma)Tr([I - Aml@mz])P%}mﬂgc}
mi,m2

T

+ E'P { ZpMﬂwz (ml’mQ)Tr([I - Aml@“&DP?L?mz]léa} .
mi,m2

T>

®)

In regards to 77, the sub-POVM nature of Az and the fact
that p?;’f’mz is a density operator enables us conclude 77 <
Ep{lg-}. Furthermore, observe that X;(m;) is distributed
with PMF p?mvj conditionally on V*(A; ., m;) (See ().
In addition, pyv, x,v,x, = Pv,x,Pv,X, implies that standard
conditional typicality arguments yields

Ep{lse} < EP{ > pan (ma) Lo, ()=o) +

my

ZPM2 (mz)ﬂ{el(mz):o}} + exp{—ne}, )

m2

for all sufficiently large n, and for all sufficiently small 4. In
the above inequality, the second term on the RHS is an upper
bound on the probability of the event (X7 (my), XZ(ms)) ¢
T3 (pvy x,vexov |07, 05,07 @ wvy)  conditioned  on
(Vln(Al.muml)vVQn(AQ-mz’mQ)v Vln(ALmuml) D
Vi (Ag.mgs m2)) = (0,03, 07" & 0F) € T2 (pvyvar ), and the
first term provides an upper bound on the complement of
the latter event. An upper bound on T} therefore reduces to
deriving an upper bound on the first term on the RHS of (9).
This task - deriving an upper bound on the first term on the
RHS of (9) - being a classical analysis, has been detailed in
several earlier works, in particular [7, Proof of Thm. 2.5].
Following this, we have

EP{ ZpMj (mj)]l{ej(mj)ZO}} =

mj

exp{ = (ML~ fogq - 1)) .

(10)
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12
thereby ensuring T} < 2exp{—nd}, if
k1
08 d > max {logg — H(V1),logq— H(V2)} + ¢
=logq — min{H(V1), H(V2)} + ¢, (11)

for sufficiently large n and sufficiently small §. We now
analyze T5. Applying the Hayashi-Nagaoka inequality, we
have

Ty < Ep[Th1 + T + Tos), (12)

where

T21 é QZzpﬂ(m) TI‘([I — FAGB

mo

e P ) e,

mi m2

T 2435 Y pa) (TS, )

L m G A,

Tos 2422 Z Z P (m) T (Tampiyn, ) Les,

mi M2 g£AD MmFEM®

13)

and A® a2 Atm, ® Ao, € VE m® 2 m1 @ ms € V. Note
that (T2) follows from an argument analogous to the one in
@. We now analyze T5;, 752 and Th3. We begin with Th;.
For each my and ms, denote the events

jé { (‘/{L(Alﬁn ) ml)a X?(ml); V2n(A2.7nza m2)7 X’Qn(mZ))

= (v1, 27, v2,22) € T5(plelv2xz)},
V&V (aj,m;) = v} j €2},

VE (VM a® m ©ms) =g}, AL {Ajm, =a;:j € 2]},

abbreviating vg, = v{ @ vy, a® = a1 ® as. We have

Ep(Tn] =133 Y paslo) Te(monmppffiym,)
S

m aiaz (v",z)
Ts(pvx)

XEp [ﬂj]lA]lv]lv} <e€

for all sufficiently large n and sufficiently small §, where
the last inequality follows from the pinching argument, also
provided in Lemma [I] (see Appendix [B). Set A =V = F,,
B = X, paB = Dviev,,x and the density operators corre-
spondingly. The proposition below bounds the terms 75> and
T53 as follows.

Proposition 6. For any € € (0, 1), and for all sufficiently small
d > 0 and sufficiently large n, we have Ep[Tos + To3] < € if
the following inequalities hold:

3k
o logg <3logq +1(V;2);—H(V1,V2)— H(V)— e,
3k +1
CEED togg < Blogq +1(V: 2)o—H(Vi, Vi)~ H(V)- c.
Proof. The proof is provided in Appendix O

This completes the proof of the proposition.
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B. Proof of Theorem

We provide a brief outline of a proof. As stated in Sec.
we propose a ‘separation based approach’ with two modules
- source and channel. The source coding module employs a
(distributed) Korner Marton (KM) source code. Specifically,
[4] guarantees the existence of a parity check matrix h €
Fi*m = 8" and a decoder map d : F, — S™ such that
Ysnesn We(8") Mdhspo,hsy)#sp sy} < 6 for any € > 0,
and sufficiently large n, so long as “O% > H(S1®452)+e.

Both encoders of this KM source coding module employ
one such parity check matrix h € IE‘fIX". The decoder of
the KM source code employs the corresponding decoder map
d. KM source encoder j outputs M} = h(S}). If the KM
source decoder is provided M{ &, M3, then it can reconstruct
ST @y S5 with reliability at least 1 — e. The task of the
CQ-MAC channel coding module is to make M{ @, M}
available to the KM source decoder. Specifically, this channel
coding module must communicate M{ &, M} € F. within
n channel uses. From the result of Proposition [6] we have
a CQ-MAC receiver that can decode the sum of messages
M| ®; M} € F. having an arbitrary distribution pas, .
given the rate constraints provided hold. Concatenating the
two source and channel coding schemes yields the desired
result.

VII. DECODING ARBITRARY FUNCTIONS OVER CQ-MAC
A. Proof of Theorem

Let pv,v,u,U, € z@(./\/'4, q) be a PMF on Vi X Vo XU XUs
where V1 = Vo = F,. We begin by describing the coding
scheme in terms of a specific class of codes. In order to
choose codewords of a desired empirical distribution pv;, We
again employ Nested Coset Codes (NCCs). Both the encoders
ey, : j € [2] employ cosets of the same linear code. We then
consider a 4-to-3 decoding over a ‘perturbed’ variant of CQ-
MAC (as introduced by [13]]), which we denote as Nj. Note
that in the current problem, the decoder wishes to decode three
messages simultaneously, and hence we use the framework
of CQ joint typicality developed using the ideas of tilting,
smoothing and augmentation [13]]. This allows us to perform
intersection of non-commuting POVM elements to construct a
set of POVMs for A}. Finally, towards bounding the average
error probability for N, we use an argument, similar to [13}
Equation 5], which shows that the outputs of the channel N}
and N} are indistinguishable in trace norm. Thus, the POVMs
constructed for N can be used for A, with an additional
boundable error term.

We now define a 4-to-3 decoding over ‘perturbed’ CQ-MAC
N that consists of the following: (i) finite (augmented input)
sets (V; x Wy, ), (U xWy,): j € [2], (ii) an (extended output)
Hilbert space

7 = Hz P Hz @ W) D (Hz @ W)

@(QZ & WUl) @(ﬁz ® WUQ)?

where Hz = (Hz ® C?), and Wy, and Wy, denote both a
finite alphabet as well as a Hilbert space with dimension given

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.

by [W| & Wy, | = [Wu,|, and @ denotes external direct sum
of Hilbert spaces, and (iii) a collection of density operators

{Pouw € D(HYZ) : (v, u, wy, wy) €V XU X Wy X Wy},

where w = (wvl ) Wy, Wy wU2)a Wy, =
(wy,, wy,), and Wy, = Wy, x Why,. Similarly wy; and W,
are defined. Note that the states in the Hilbert spaces Wy, and
Wy, are used as quantum registers to store classical values.
Define p;ﬂ A Tﬂv;g(ﬁw), where py.,, a Pou @ |0><0|Cz, and
Tws is a tilting map (13, Section 4] from 5 to H', defined
as:

o (@ Tlzwn) @]z wy,)
*; V1 + 472 ’

and 7 will be chosen appropriately in the sequel.

Encoding: Consider two NCCs (n, k, 1, 91,901, by, e;) hav-

ing the same parameters except with different bias vectors b;s

and encoding maps e;s. For each j € [2] and m; € ]Fé, let

Ai(m;) A {am; 1 v} (am;,m;) € Ti(pv;)} if O(m;) > 1
o {Ok} otherwise,

A

where 6(m;) = Zae]Fg ]l{v;l(a,mj)ETgl(pv)}' For m; €
Fl:j e [2,a pre-determinzd element a,,, € Aj(my) is
chosen and let vi(am,,m;) = am;g1 © mjgosr © b} for
(@m,,my) € F’;” for j € [2]. Moreover, for each j € [2] and
mji2 € [¢9], construct a codeword uf (m;i2) € U, Simi-
larly, for each j € [2], m; € F, and mj s € [g}], construct
the codewords w{}J (m;) € Wy, and w}}] (mjfg) € W
For later convenience, we define an additional identical map
wi;(m) = wi, (m) for all m € F.. On receiving the niessage
m € F! x F, x [¢"] x [¢"], the quantum state p},*" =

/
P (@, m Yy (mn )03 (g mo)wiy, (mo) (wp wpy ) (ms) (ug w, ) (ma)

is (distributively) prepared. Towards specifying a decoding
POVM'’s, we define the following associated density operators.

P = Z p&(ﬂn)pﬁ(@n)PMg”’

S
pon 2> Dy (0 0™)p (W) pyran
S
pur £ i, (W) pynun + i # 4,4, € (2],
y”u;
pv"u;‘ é Z p&\v(ﬂ”‘vn)P& (u?)pﬂnﬂn: { 7& ]717] S [Q]a
o™l

Porun = Zpﬁlv (" [v"™)pynun,

y’!l
A
where py (" 0") = py (") /Py (V") L p@up —ony-

Decoding: The decoder is designed to decode the sum of the
messages m® along with the individual messages ms and
my transmitted over the ‘perturbed’ 4-to-3 CQ-MAC NJ. To
decode ms and m,, we use the codebook used by the encoder,
but to decode m®, we use the NCC (n, k,l, g1,90/1,b",€),
with all the parameters same as the NCCs used in the encod-
ing, except that b™ = b} @ by, and e to be specified later.
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Define v™(a,m) = agr +mgo/r + b", representing a generic
codeword in a generic coset.

POVM construction: We start by defining the sub-POVMs
for channel N, subsequently we will construct the sub-
POVMs for the ‘perturbed” CQ-MAC N using the process
of tilting [13]]. Let m, be the typical projector for the state
p. Furthermore, for j € [2] and for all jointly typical vectors
(v™,u™) € T( )(pVU) let Tyn, Tun , Tynyn, Tyn and mynyn be
the condltlonal typical projector [17 Def.’ 15.2. 4] with respect
to the states pyn, pur; Purur s Pun and Pynyn, respectively.

Now, we define the following sub-POVMs in the Hilbert
space HY™:

2% U; A
II nun 7Tp’/TU'rL TynynTynTp, HUTJLHTL: 7Tp’/Tu;L Wv'rtgn'ﬂ'u]"}ﬂ'p,
VUi A I, 2
v”u”_ﬂ-pﬂ-v u” Tynyn 7Tvnun Tps vy — TpTyun Mynyn TynTp,
VU A
prgn = TpTonynTpt @ 7 J,4,7 € [2]. (14)

The following are well-known results regarding typical
projectors and (v™,u") € Tég) (pvu)-

Proposition 7. For all ¢ > 0, and ¢ € (0,1) sufficiently small
and n sufficiently large, and i, j € [2] with i # j the following
inequality holds for the sub-POVMs defined in (14).

Tr (Hv”u” pv"u"> Z 1- €,
forall 2€{V,U;,VU;, U, VU},
Ty (Hv@n ) < 2—n(I(V,U1,U2;Z),,—e)’

Zp&(un) Tr (vanylpvn) < 2—"(I(U17U2;Z|V)(r—€),

un

> p (™) Tr

v

ZP& (uf!) Tr
Z pv (v

where the mutual information quantities are taken with respect
to the classical-quantum state o same as in Definition [I2]

(H%unpun) < 9~ nU(ViZ|U1,U2)s—€)

V)0_5)7

() < 2070

ul) Tr (Hu pus ) < 9= n(I(V.UiZ|Uj)o—e).

After constructing the sub-POVMs, we now construct the
projectors. It is worth to observe that by the Gelfand-
Naimark theorem [18]], there ex1sts orthogonal projectors
H}}’nun,HgJ’M,HXnM,Hf nun and anun in HE" that gives
the same measurements statistics on the states (O’ ®
10)(0|°™") € D(HZ™) that sub-POVMs defined in give
on the states 0 € D(HS"™). To summarize upto this point,
we have constructed the projectors in ”FL?" for the channel
Ny using the sub-POVMs defined in (T4), and we are now
equipped to construct the sub-POVMs for Nj. Let us define
QXnun as the orthogonal complement of the support of ITY,
QX}LH,Q&M, and
Then we deﬁne the Correspondlng tilted subspace in H’, " as:

’L)" une

Analogously, we define Qvnun7 vnun

Qnynwn o TV A(0yn) , for all wV € Wy, . Likewise,
define Q j QVUj . and QY . Also, let us

n )
vn ‘u ’LUV’LUU

define a new subspace QUHELMVHU, which is analogous to the

vu”wvw vuww

© 2022 IEEE. Personal use is permitted, but re
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‘union’ of ‘complement’ of orthogonal projectors correspond-
ing to the sub-POVMs defined in (14):

~

vU U;j
Qv"u"w” wn — Qv"u” @ Qv"u"w wh @ vijw,unwn wh
= V= V=U = V=U
@ Qv"u"wva @ Q'U"u"w wiy

C0n51der a collection of orthogonal projectors anunwva
in ’H’ prOJectlng onto Qvnﬂnwvﬂj , and the orthogonal
projector I also in H’Z®” projecting onto 7—2%’".

Subsequently, define the sub-POVMs in ”H’Z®” for channel
N as follows:

15)

)H’ (I H;nunwv%) .
(16)

!
’yvnﬁnw(} n = (I anunw wn

The decoder now uses the sub-POVMs ~ynynypwy s
defined above to construct a square root measurement [17],
[18] to decode the messages. We define following operators,

)‘(a,m )smz,ma — (Z Z Y(a,m) m37m4)

ll m mg,m4

—1/2

V(a,m),mz,mq

—1/2
(Z Z W(a,m),mg.,ﬁu) )
a,m msz,my
a7
where Y(a,m),ms,ma is an abbreviation for

Yo (a,m)ul (mz)ul (ma)wy (WL)w{’/'1 (mg)wg2 (ma)» and we let
the perturbation wy used by the decoder is identical to that
of either user 1 or user 2, and without loss of generality

wy = wy,, as mentioned earlier (in the discussion on
encoding).

Distribution of  Random Code:  The  dis-
tribution of the random code is  completely
specified through the distribution P(-) of

GlaGO/IaB_;'LaAijW{/L'j (m])van(mJ+2)7W[?7 (mj+2): j €
[2]. We let

Gr —gI7GO/I = gO/Ia i = b Amj = Qmy;,
P Ui (mjs2) = (mg+2)
Wy (mj) = wy, (m )WU (mg+2) Wy, (Mj12)
'jE[Q} mE]Fl X FL % (] x [g"]

{am €A ;(my)} ( (m ))7
O(m;) Wy, |[Wu, | UJ it2 grntintan”

(18)
JE[2]

Also define A® 2 A, @ A,

Error Analysis: We derive an upper bound on &(c(™, A7), by
averaging over the above ensemble. Using the encoding and
decoding rule stated above, the average probability of error of
the code is given as,

JERNH ZpM {( ZAam@>,m3,m4)’®”}
<ZPM

{ I )‘(aﬁB m®),m3,m4) plm®n} )

t
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where a® 2 a,,, ® apm,, and p[,®™ is as defined above (in the
discussion on encoding). Now consider the event,

A Vln (Aml s ml)v V2n (Amzv m2)7 (n)
5 & (U T oy i ) € T8 ) |

where we recall that V" (A% m®) = A®Gr @ m®Go/r @
B" = V' (A, ,m1) @ V3*(Apm,,ms). Then,

Ep {&(c™ N } = Ep {&(c™ N Loe + (™ N L4 |
<Ep{lg}+Ep {E(C(")M\/‘i)]lg} .

T

T

As observed in the earlier section, for all ¢ > 0, and for all
sufficiently large n and sufficiently small § > 0, we have
T, <, if

k

—logq > logq — min{H (V1), H(V2)} + 6.

n

To bound the error probability corresponding to 75, we apply
the Hayashi-Nagaoka inequality and obtain

Ty <Ep[2 Ty +4

X {Tzv + Z Tou, + Z Tovu, + Tou +T2vg} },
jel?] j€l2]

T2

where,

T 21— pu(m
23> pulm

m rhgF#ms

TQV—ZZ Z pu(m

a m#m®®

ZZ 2. pulm

a m#EM®
ma7#ms

T 2 > pu(m)Tr

m mzFEms
MaFEmy

T2VU—ZZ > pulm

m a pAm®
Mma7#ms
MaFmy

TY<F(A9 m®),msma P )1&
T: Tr(T f @]

2U1 (A®,7n€9),m3 ’n’L4pm éa)

TI‘ (F(a ) mg,m4pm )155

TI‘ (F(a m),mg,m4plm®n) 153

Ty, =
(F(AEB m®), g, 1P /ﬂ@m)]lg’

TI‘(F(a m),mg,m4pm )ﬂg,

(4@ m®) ms,m, 15 @ randomized version of V(& m@) g, -
Similary we can define T5y, and Ty y,. Below, we provide
the following propositions that summarize all the rate con-
straints obtained from bounding these error terms.

Proposition 8. For any € € (0, 1), and for all sufficiently small
0,7 > 0 and sufficiently large n, we have Ep[Ty] < e.

Proof. The proof is provided in Appendix O

Proposition 9. For any € € (0, 1), and for all sufficiently small
3,7 > 0 and sufficiently large n, we have Ep[Ts] < € if the
following inequalities hold:

2% +1;
n

log g < 2log g+ (U} Z|V,Us)o — HV1, Vo) — €,
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2k+1,+1
" logq < 2log g+ (U Usi ZIV)g — HIVi, Vo) —
3k+1
logq < 3log q+1(V; Z|Uy,Us)o— Hvy vy — €,
3kt141;
+ P g g < 31og g+ 1(V, Uy Z|Us)o — Hys v, — €,

3k—|—l+l1—|—12
n

log g < 3log q+1(V,U1,Us; Z)o—Hvy, v, — €,

where i,j € [2],i # j,Hvy, v, = HWV1,Vo) + H(V), and
the mutual information quantities are taken with respect to
the classical-quantum state o same as in Definition

Proof. The proof is provided in Appendix O

Now, we need to bound average error probability for Nj.
For any € € (0,1), if we let 7 = €'/, and use the following

argument,

Prmyngn — Porun || < 47 (similar to the provided
in [13, Equation 5]) and the trace inequality Tr{Ap} <
Tr{Ac} + %|lp — o|;, where 0 < A, p,o < I, then for all
sufficiently large n, we have £(c™ Ny) < €(c™, NJ)+2¢'/4,
In other words, the average decoding error for CQ-MAC N,
is bounded from above by the average decoding error for CQ-
MAC N with an additional error of 2¢!/4 for the same rate
constraints and decoding strategy used for N}. This concludes
the proof of Theorem [

B. Proof of Theorem [3]

We again use the approach of source channel separation
with two modules. Consider a source given by (Wg, s,, ).
For the source part, the theorem requires showing the above
source can be compressed to rates (R, Ry, Rs) that belongs to
Zs(Ws, s,, f,q). Ahlswede-Han [9]] source coding scheme
achieves this. This forms the source coding module. This
module produces messages M1, My at encoder j € [2], at
rates 12, I, respectively. As for the channel part, its task is
to recover (Myy, May, Mys @ Mss) reliably, and to provide
it to the source decoder. For this, we employ the result
from Theorem |4} which shows that if the triple (R, Ry, R2)
belongs to Z.(Na,q), then for any arbitrary distribution of
DMi1 MisMaq Mass SUCh @ recovery is guaranteed. This com-
pletes the proof of the theorem.

VIII. CONCLUSION

We considered the task of communicating a bivariate func-
tion of two classical sources over a CQ-MAC. We proposed
a coding scheme based on algebraic structured codes, in
particular, nested coset codes, and provided a set of suf-
ficient conditions that allow the receiver of the CQ-MAC
to reconstruct an addition function, with respect to a prime
field, without necessarily recovering the individual sources
themselves. As the natural next step, we considered the task
of computing any generic function. Using the coding scheme
based on a classical superposition of algebraic structured codes
and unstructured codes, and the idea of embedding functions
on a prime field, we provided a new set of sufficient conditions
for communicating any arbitrary function over a generic CQ-
MAC. We provided these conditions in terms of single-letter
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quantum information-theoretic quantities. We also identified
examples, establishing the efficacy of our approach.

Our work opens further directions for exploration such
developing an outer bound to the performance limit, and
formulating the problem and characterizing a performance
limit in the one-shot case. One may extend the proposed
method to the case with entanglement assistance. Another
questions with potential wide-reaching implications is how
to extend the results to a fully quantum-quantum (QQ) setup
with quantum sources. In section we have been able to
show sufficient conditions required for reconstructing sum of
classical sources over a QQ-MAC. It is of interest to develop
the codes for reconstructing a CPTP map of quantum sources
over a QQ-MAC.

Acknowledgement: We thank the anonymous reviewers
for their comments that greatly helped in preparing a better
manuscript.

APPENDIX A
PROOF OF PROPOSITIONS

A. Proof of Proposition
We begin by denoting the event
74 O(m) > 1,V™(a,m) = i"
N Ay =d,V(d,m) =z
A | V™a,m) =z"

Considering Ep[T52], we perform the following steps.

19)

Ep[Th] = ZEP [tr(Ca,mp ) Liom)>13 L (oA, }]

aeyk

=3 > Y D E[uami)iarals]

devk aeVkzn €T (py) ZmEV™

=20 > > Efu(Tamei)ls].

deVk a#d an €TR (py ) V™

where the restriction of the summation z™ to T3 (py) is valid
since |S(m)| > 1 forces the choice A,, € S(m) such that
V™A, m) € T (pv). Going further, we have

> X X Eutymempiig]

d,acVk 2z €T (pv) " €T (pv)
‘ad

DI

d,a:a#dzn €Ty (py ) " €T (pv)

T22

< Y Y u(menm,)P(J)2 SO H v+
daza£d i €T (py)

()

< 3 S u(menm,)P(K)2 SO H Ev) ]

d,a:a#d 2" €T (pv)

95 Y w(mer,) 72 n[S(p)~H(pv)+61]
d,a:a#d " €Ty (pv)

(d)

<92 n[I(V Z)o+61—2H (pv)— logq+21ogq}
b

(20)

where the restriction of the summation 2" to T3 (py ) follows
from the fact that 7z is the zero projector if 2" ¢ T§ (py ), (a)

tr(m,manpSnt YP(T)

follows from the operator inequality .o () TpPanTp <
o HPv) 0O p@ng - < on(H(pv)+01(0)=5()) 7 found in
[17, Eqn. 20.34, 15.20], (b) follows from Eqn. @], (c) follows
from pairwise independence of the distinct codewords, and (d)
follows from 7, < I and [17, Eqn. 15.77] and §;(6) \, O as
d \( 0. We now derive an upper bound on Ep|[T23]. We have

Z Z ZE{trwp amﬂppA m)]lj:|

d,aevk m#m z™ 2" e

T (pv)
P BEEDD

tr(man o pen mp)P(T)
d,aeVk m#Em ™ 2" €Ts (pv)

< Z Z Z tr(mznm, ) P(T

d,acVk m#Em " €Ty (py)

< Z Z Z tr(mzn,)P(K

d,aeVk m#Em 2" eT§ (pv)

— Z Z Z tr(man ) 72 n[S(p)—H(pv)+d1]

d,aeVk m#m " €Ty (pv)
< 9—n[I(ViZ)o+2log, ¢—2H(pv)—~

p[Tas) =

)2l (o)~ H(pv)+o1)

)2 nS(p)~H(pv)+ou]

2ktl 1og, q+51]
b

where the inequalities above use similar reasoning as in
bounding the above term corresponding to Ths.

B. Proof of Proposition [6]
We begin by defining the following events:

jé{(‘/ln(Al.m,l,ml),X{l(ml),V2n(A2_m2’m2),X§L(m2))

= (o7, 27, v2,22) € Tsa(plelvzxz)}7
V2 (V] (a,my) = v} j € 2},
VE AV (a,m ©mg) = 0"}, A2 {Ajm, =a;:j € 2]},
This gives,

Soit) = En 13 3 X ot

m ai,a2 a#a® (v",z)
Tsa(pvx)

X Tr(]-—‘d,m@?p;gr)ﬁmg)ﬂj]l/(} y

LN Y X Y Y vubm

m a1,a2 a#£a® (v",z)E VnEV"
Tss5(pvx)

Xn
m) Tr (mn TpPanay 7rp>

X Ep {]lj]lA]l{}}

EX5 35 S S S DID DRI Ry
m a1,a2 G#£a® (v")€ z"EXT InEV™
Tss(pyv)
2
l_Ile_,»\V_,»(ﬂCmU?) Tr(ﬁﬁnﬂppgi?z;ﬁp),
j=
(C)4ZZZ Z ZPM PV, AV)

m ai,az a#a® (v")e meEV™

Tss(pv)

o @n
X Tr (an T oDy 7rp) ;
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LYY Y Y Y suwpo)

m ai,az a£a® (v")e ImeEVn™
Tss(pv)

Xn
x Tr (777371 TpPyrp 7Tp)

Gy Y Y Y oy

m ai,62 6#a® (v")e ImeY™
Tss(pv)

< 4 Z Z Z pa (m) Tr( wvnwp)qi

m
(ll,C’LQ a ’U”ETs(g(V)

Xn
(ﬂ'{)n prv?vg 7Tp)

x 2~ n(S(p)—H(V1,V2)—61)

n[S(p)—H (V1,V2) =013, pv(v) S (pu )-H (V)]

< 422

(11 (12
W —n[3logq—H(v1,va>—

3t logq — 0y
< 4-exp
— (X, pv()S(py) + H(V) -

S(0)]
2D

and (a) follows from a summing over possible choices for
V™ (a,m1 ®ms), (b) follows from evaluating the expectation,
enlarging the summation range of =7, x5 and substituting the
distribution of the random code, (c) follows from the defini-
tions of py,4, : v € V, (d) follows as an upper bound since one
of the events has been enlarged, (e) follows from [27, Lemma
N.0.21¢] and the operator inequality Z$ﬂ,eT6(pv) TpPan Tp <
2nH(pv)+01(0)) 7 p@ng - < on(H(pv)+01(0)=5())r  found in
[17, Eqn. 20.34, 15.20], and from the definition of 7y~ which
is the O projector if ©™ is not typical with respect to py, (f)
follows from 7, < I and [17, Eqn. 15.77], and finally (g)
follows by collating all the bounds.

We now analyze T5s.

2. 2. > pum

mev?  aeV?* (v',z)e
m#Em1@ma ek Tss(pvx)

X Tt (T o pggm)nﬂ,\}

=42 > > ) rulm

mev  aev? (v"z)e 9neV®
m#EmM1@ma gey* Tss(Pvx)

x Tr(mmpp;?ﬁxmp)Ep (1,141

GY Y Y Y Y mmpmay)

mev  qev?* (vM)e zneXm oneyn
m#EmM1®ma gep* Tss(pv)

prmﬂcmv?)
=42 > Z > pu(m

mev  qev? (v")e omevn
m#EM1®m2 gep* Tss(pv)

Ep[Tas] = {

QXn
Tr (m;n ﬂ',,px,fxgﬂp)

PV, A, V)

Xn
X Tr (w@n TPy 7Tp)

12 2 D rumPOY)

mEVZl gEVzk (v™")e omeyn
fn#ml@mz [levk TB&(I)K)

_ gn
x Tr (7"11" ToPyron 7rp)

pM
<4 > 2D >, T (a5,
meV?  acV?* (v")e meVn
m#EmM1Ema gep* Tss(pv)
PM
<Y Y > M g

mey?  gep?k omeyn
m#Am1@®ms gepk

w 9~ (S(p)—H (V1,V2)=61)

=4 Z Z Z pz\;][gln) Tr(mgnmy)

m,m a, meTs(VidVz)
a,az

—n(S(p)—H(V1,Va)—61)

X 2

[S(p)—H (V1,V2)—61-3 ,pv(v)S(pu -H (V)]

S 42 Z p]w?m

m,m a,
ai,az

—n[310gq—H(V1,%)—%10gq -0
~(Z,pv(©)S(p) + H(V) = S(p) ]

The above sequence of steps are analogous to those used in
deriving an upper bound on 755 and follow from the same
set of arguments as provided for the bounds in (21). This
completes the proof of the claimed statement.

<4.exp

C. Proof of Proposition [§]

For m, a,,, and a,,,, define the following events:
V£ (V] (am, my) =0} : j € 2},
UL (Ul myss) =) ¢ j e 2]},
=u"}, A= {An;, =a; : j€e[2]}.

Additionally, for m® and a®, define the following events:

W= {W" (m)

va {Vn(a®7m$) ="}, W a {Wg(mGB) = wy }.

EpToo] =Ep| Y. 3 pu(m)Tvlylylwlylale

X

Tr {(I Fv"u"w LT )punvnwn}},
(a)

<2¢+Z > pu(m u)P

E ( n n)eT(")
’L) w U}V

X Tt {(I = Tonurwpwy) Purvn }

< 27+4Z Z pm(m) [Tr{([— ﬁ/)ﬁﬂngn}

mmymyer()
vVLw’Vle

! ~
+Tr {anunwva unon

PV, V, AP U)POWV,W)

HPow, 4P @y pov. ),
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2+4Z >

m (@ amersy)

pM(m) 1 {vn=vP®vl}

vwwv

x Tr {anunwvwn Burr } POV,V, AP (U) POV, W),

ZZ

(vnun n) T(")

( S (1—Tr{ upu})> POV, AP U),

(d)

<2744 pu(m)

deu
(e) 28-18
S 2T + 7252,
T

where % £ {V,U;, VU;, U, VU}, and 8,(8) \, 0 as § \, 0,
— pyrun|| < AT
(similar to the [[13| Equation 5]) and the trace ineéluality
Tr{Ap} < Tr{Ac} + 3|lp—ol,. where 0 < A, p,0 <
I, (b) follows from Non-Commutative union bound [28],
(c) follows from the fact that II' is a projection operator
H,“" projecting onto HE", and fynyn € D(HF"). Thus,
Tr{(I —II') pynyn } = 0, (d) follows from [[13, Corollary 1],
and (e) follows from Proposition [7} Letting 7 = 5;/ 1 we
obtain Ep[Tho] < 504v/85 + 265/*.
This concludes the proof of the Proposition [8]

and (a) follows from the argument || o} .,n n

D. Proof of Proposition
For m, a,,, and a,,,, define the following events:
VAV (am,,my) = v} ¢ j€[2]},
UL (U (myn) = - G e [2]),
AL (A, =a; : jE])
1) Analysis of Toyy: We begin by analyzing error event

Tovu £ Y D pu(m)

m G pptm®
th;é’rng
MaFmy

W E {W"(m)

=w"},
Tr (F(a,m),ms,m%@")ﬂg-

Define the following additional events for m, 13, M4 and a:
V2 (V"(a,m) ="},
UL (U () =7 ¢ j e (2]},
W E WP () = Yy, W (g, i) = @}

Next consider the set of inequalities which provide an upper
bound on Ep LTQVU as given in the following page. We
provide the following explanations for the steps involved:
(a) follows by bounding 14 < 1, (b) follows by using
P(V,V) = — and rearranging the terms, (c) follows by using
the fact that wy used by the decoder is identical to wy, and
expanding ”P(W\W) (for 71 # m¥ 1hs # m3, 1y # my) as
follows:

> PWIW)
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=Y PWV"(m) =w" W (i) =i, W (g, 1ha) =),
-
e v e # my
> wn 1{w31:w3}1/|w|3n m=mi,

(d) follows from the observations [13, Section 4]:

1 _vu
Z W|4n7:4)"7'(pv u”)

N 1
1+4 2p'u”u +N (pv"u”)
I vu -
Z 1 {wy, =o } W Torir (Pyrur)
1+ 72 . .
1_,'_47_27:1)‘/17—(1011 un n) + NV'IL; (/@"E“)a
(e) follows from the typicality property that for

NS TS((?)(leVQ) and sufficiently large n, we have

v
2n Py (V)PYy (U 0") < 27 HVLV2IH0) | and  the
following observations found in [[13} Section 4]:
) HNT(/;W’@") ’oo < 4\/57—/\/ |W|”7

(i0) ||Ngg o7 (o )oo < 4V20/V/ WV,

(#44) [[Tonarapap |1 < 2[Hz|",
(f) follows by wusing the definition Jynyn =

2n

Zvﬂpv\v( |U )]l{v”—v"Gng}pv"u" ® ‘O><O|C > (@
follows from [13| Equat10n 8], and the fact that
Te{Il}. P} = Tr{Il,. om0} (h) follows from Prop051t10n

and finally (i) follows by choosing [W| < 2!(V:U1.U2:2)o

2) Analysis of Toy: We now analyze the error event Thy
using similar techniques as used for analyzing Ty . Define
the following events for m®, 13,74 and a®:

V2 {(V"(a® m®) ="},
UL {UMinjo) = a; g€ [2]},

W & (W (m®

Now consider the set of inequalities which provide an upper
bound on Ep[Thy] as given in the following page. The
sequence of steps involved are analogous to those used in
deriving an upper bound on Ep[Toyy].

Similarly, for ¢, j € [2] and i # j, we get:

Ep[Tavy,]
< o{n[(F5) 108 4=3108 4 (Vi Vo) +H (V) +361-1 (V.U 21U }

) = wT‘jW w;}(mg,ﬁm) = @Tl}}

)

Ep[Toy]

< 2{n[(3kn+l)log q—3log q+H (V1,Va)+H (V)+351—1(V;Z|U1,Us)s | }
Ep[Toy,]

<2{n[<2k+ )1ogq 2log g+ H(Vi,Va)+361 —1(U;: Z|V,Us ) o ]}

This completes the proof of the Proposition [J]
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u"a"v" 0" A mAm®
w" By W mz#msg
Ma7Fmy
(a) N R
DYDY pi(m)Tr{F@nunw‘n/wg] pvnuw}P(V,V)P(U)P(U)P(W,W),
% (u",v")ETé;) @ #EmM®
= ,(T)nan 71/1,3;&7)73
wnﬁ)gygv m4#m4
®) pu(m) o
23N Y BEEEP@PONT Tonsragay, >, APV |
% o"a"  a ’ﬁ’L;ﬁTTLEB q (n n)eT(")
= Wy ma#ms w™
ma7Fmy
© py(m) oo s
2 XY X P PPV Ty Y, PU)
T (w amerip
T Wy Wy ms#ms
MmaF#my

1 _vu, . 1 VU -
X [Lnpmar 3 T (Bera) & Lgnmmay 2 Lwg, =) yprsm Tarsr ()|

(d) o

YT Y Y e p it tagas Y PW

% ?:@»7; G p#AmM® q (u™, n)eT(n)
Gty

1 - - 1472 5 -
x {l{m?émI} (Wﬂﬂ"ﬂ" + NT(ng”)) . ]1{m=m1} (W’EX&I,T (Porun) + N;)/é;T (pﬂﬂﬂn)ﬂ }’

< Z Z Z Z )P(W)Qn(H(Vl’V2)+61)ZP |:Tr{rﬁ”ﬁ"u‘;(}ﬁ;g
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APPENDIX B we prove here are colloquially referred to as ‘pinching’ [[17]]
CHARACTERIZATION OF CERTAIN HIGH PROBABLE in the literature. We prove statements in a form that can be
SUBSPACES used for use in the proof of aforementioned Theorems and

In this appendix, we characterize certain high probability Lemma([T} We begin with definitions of typical and conditional
subspaces of tensor product quantum states. The statements
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typical projectors. We adopt strong (frequency) typicality. All
statements hold for most of the variants of notion of typicality.
For concreteness, the reader may refer to [[7, App. Al.

Lemma 1. Suppose (i) A, B are finite sets, (ii) pap is a PMF
on A x B, (iii) (pp € D(H) : b € B) is a collection of
density operators, pg, 2 > venPBlA(bla)py fora € Aand p =

ZPA(UL),% = ZpB(b)pb. There exists a strictly positive

acA beB
w > 0, whose value depends only on pap, such that for every

d > 0, there exists a N(0) € N such that for all n > N(9),
we have

Tr(HiH‘S Hépbn) > 1 — exp{—nA\é*},

amtip

whenever (a™,b") € Tén) (pap) where T12., is the conditional
typical projector of pgn = Qi_1pa, 17, Defn. 15.2.4] and
118 is the unconditional typical projector [17, Defn. 15.1.3] of
P

Proof. We rename A =V, B= X, pap = pvx, a as v and
b as . We have

1
Tr (I T pen ) > Te(In pan) = 5 flpan — T pen I3
(22)

In the following we derive a lower bound on Tr(I1J,. p,n )
and derive an upper bound on || Pan — Hf,panf,H. Toward
the deriving the former, we recall that we have (v™,2") €
T(;(") (pvx). Let us define:

A
pyxv ¥z, 0) 2 (eyiolpaleyio|eyolpeleyn)

for all (z,v,y) € X x V x Y. Clearly, we have
pyixv(ylz,v) > 0, and 3 oy pyixv(ylz,v) =

Dy {eyjvlpzleyiv|eyolpzleyn) = Tr(pz) = 1. Hence, we
see that py|xy is a stochastic matrix. Next we note that

Z py|xv(ylz, v)pxv(z,v)
rzeX

= Z va(l‘, U) <ey\v|pﬂﬂ|ey\v ‘ey|v|pm‘ey‘v>
rzeX
=pv(v)

X <ey|v| Z pX|V($|v)pz|ey|v ey\v| Z pX|V(x'U)p:b|6y|'u>
reX reX
= pV(U) <ey\v|pv|ey\v‘ey|v|pv‘ey\v> = PV(U)CIY\V(y|U)7
(23)
where we have used the spectral decomposition of p,,.
Observe that if (z",0") € Tj),(pxv), and y" €
Ty (pxvpy|xv|z™,v"), then we have (2", 0", y") €
T3 (pxvpy|xv). This implies that we have (v",y") €
Tys(pvy ), where pyy is the marginal of pxvpy|xv. Using

this and , we see that (v",y") € Ti5(pvayv). In
summary, we see that if (z™,v™) € T5(pxv ), then we have

Tys(pxvpy|xviz",v") C {yn S y") € Tﬂs(pvqu)} .

We are now set to provide the promised lower bound.
Consider

Tr(ILyn pgn )
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n n
=Tr Z ® |eyt\’0t> <eyt|vt‘ ® pl-j
y™: t=1 j=1
L (0™ ™M ETT) (pvay|v)
n
=Tr Z ® |€yt|vt> <€y¢|vt | Pz,

EAHC yMETS) (pvayv) t=1

n
= Z H <€yt‘vt‘pmt|eytlvt|6yt|Ut|pzt|€yt‘7/t>

yn': t=1
(U",yn)ETi;L)(PV ay|v)

DS

y" GTL;L) (pxvoy|xvler,v

> 12V e { -

n
HPY\Xv(ytlﬂftwt)
n)) t=1

2n(52pXVY(I*, U*7 y*) }
.4
2(log(| X[ VI[V])? 9

where we used in the last equality, and (x*,v*, y*) is the
triple which attains the minimum non-zero probability.

We next provide the upper bound. Note from the Gentle
measurements lemma [[17, Lemma 9.4.2], we have |pzn —
Hf)pangH < 3y if Tr(Hipxn) > 1 — e. In the following
we provide a lower bound on Tr(II%p,n ). Recall that 11} =
Zy”eTg"(sy) Q=1 19y.) {9y,

, Where
p=>sy(y)lgy) (gl
yey

is the spectral dgcomposition of p,and p =+ px(2)pe.
Let py|x (y|2) = (gyl0219y|9yp2]gy), for all (z,y) € X x V.
Note that py|x is not related to py|x defined previously.
We note that py|x(ylz) > 0, and > . Py|x(ylz) =
Zyey (9ylpz|9ylgylpzlgy) = Tr(pz) =1 for all z € X. Thus
we see that py|x is a stochastic matrix. It can also be noted
that

> byix yl)px (z)

reX
= <gy| > px(@)palgy

zeX

9l px(:v)pmlgy>

rEX
= (gylplgylgylplgy) = sv (y),

for all y € ). This implies that the condition y" € T*(sy) is
equivalent to the condition y™ € TJ(py), where py(y) =
> sex Pyix (ylr)px (x). Moreover, if 2" € Ty),(px),
and y" € Tj(pxpy|x|z™), then we have (z",y") €
T3 (pxPy|x)- Consequently, we have y" € T7 (py), which
in turn implies that y™ € Ty (sy). In essence, we have that
if 2" € Ty, (px) then T3 (pxpy|x|z™) € Ty (sy). Now we
are set to provide the lower bound on Tr (Hf)pxn) as follows:

Z ® |9yt> <gyt | Pz,

y"€Ts(sy) t=1

= Z H <gyf|sz|gyf|gyf|Prf‘gyf>

y"€Ts(sy ) t=1

Tr(I0pyn ) = Tr
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> I pvixwile)

y"E€Ts (sy) t=1

HﬁY|X(yt|$t)

2 )
y"€Ts (py | xpx|zm) t=1
2m8%p% (2%)P3 x (yl2)
> 12X exp X X

4log(|X|))))?
(25)

where x* is the value which attains the minimum non-zero
probability. We therefore have

200 ()3} (91)
A(loa(XDN?

| pan _ngznnill <6|X||Y|exp

and

523 ()52 (yl)

Alog(X(Y1))*
thereby permitting us to conclude that

2
Tr(Ty o) > 1 — 21X V]V

TH (I T pyr ) > Te(I0 i) — 5 ler — T TT)|
L 2R 0lo)
=T T oe AV

€ Tg),(pxv). 0

if (z™,v™)
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