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Abstract: A short-term side-effect of CO2 injection is a developing low-pH front that forms ahead
of the bulk water injectant, due to differences in solute diffusivity. Observations of downhole well
temperature show a reduction in aqueous-phase temperature with the arrival of a low-pH front,
followed by a gradual rise in temperature upon the arrival of a high concentration of bicarbonate ion.
In this work, we model aqueous-phase transient heat advection and diffusion, with the volumetric
energy generation rate computed from solute-solvent interaction using the Helgeson–Kirkham–
Flowers (HKF) model, which is based on the Born Solvation model, for computing specific molar
heat capacity and the enthalpy of charged electrolytes. A computed injectant water temperature
profile is shown to agree with the actual bottom hole sampled temperature acquired from sensors.
The modeling of aqueous-phase temperature during subsurface injection simulation is important for
the accurate modeling of mineral dissolution and precipitation because forward dissolution rates are
governed by a temperature-dependent Arrhenius model.

Keywords: CO2; carbon sequestration; aqueous thermodynamics; Helgeson–Kirkham–Flowers
(HKF) model

1. Introduction

The first geologic carbon sequestration test in the United States was the Frio Brine Pilot
experiment funded by the Department of Energy (DOE) National Energy Technology
Laboratory (NETL) under the leadership of the Bureau of Economic Geology (BEG) at the
Jackson School of Geosciences, The University of Texas at Austin, with major collaboration
from the GEO-SEQ project, a national lab consortium led by Lawrence Berkeley National
Laboratory (LBNL) [1]. In this test, 1600 metric tons of CO2 was injected into a sandstone
layer residing in the Frio Formation, located east of Houston, Texas. An injection well was
drilled to 1750 m KB (5755 ft KB) and perforated in the upper part of the upper Frio C
sandstone region. An existing well 100 ft (30 m) updip was used as an observation well
for measuring temperature, pressure, and solute concentration. Table 1 shows the depth
of each region. The examination of water samples taken from the observation well over
the span of one month, in which injection took place over a 10-day period, revealed a
decrease in pH (from 6.5 to 5.7) occurred well before the arrival of fluid with increased
alkalinity (from 100 to 3000 mg/L as HCO3

− [2]. A major concern of this finding was the
potential for the rapid dissolution of carbonate minerals that encounter the acidic front,
which could lead to undesirable increased permeability in rock seals or well cements and
the subsequent potential leakage of CO2 and brine. On the other hand, an advancing
low pH front may increase the wettability of mineral surfaces, which would improve
CO2 sequestration efficiency with respect to the capillarity of the moving effluent, as well
as aid in enhanced oil recovery operations. Previous research by Pruess and Müller [3]
showed, through 1D numerical simulation, that the injection of CO2 into saline aquifers
may cause formation dry-out and the precipitation of NaCl(s) near an injection well and that
such precipitation would reduce formation porosity, permeability, and injectivity, leading

Minerals 2022, 12, 752. https://doi.org/10.3390/min12060752 https://www.mdpi.com/journal/minerals

https://doi.org/10.3390/min12060752
https://doi.org/10.3390/min12060752
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/minerals
https://www.mdpi.com
https://orcid.org/0000-0001-6563-917X
https://doi.org/10.3390/min12060752
https://www.mdpi.com/journal/minerals
https://www.mdpi.com/article/10.3390/min12060752?type=check_update&version=1


Minerals 2022, 12, 752 2 of 18

to a pressure build up. While Pruess and Müller’s simulations were isothermal, they
concluded that nonisothermal effects could result in greater effects on reducing formation
porosity, permeability, and injectivity if CO2(g) is injected at a temperature different from
the formation aqueous brine phase. In subsequent research, Pruess derived [4] an analytical
expression for finding the saturation of NaCl(s) (i.e., the volume fraction of solid NaCl
precipitate) in the dry-out region.

Table 1. The shale, sandstone, and perforation regions of the injection and observation wells.

Zone Injection Well (ft, m) Observation Well (ft, m)

Top “A” sandstone
Top “B” Shale

Top “B” Sandstone −4966, −1514 −4938, −1505
Top “C” shale −4978, −1517 −4950, −1509

Top “C” sandstone −5034, −1534 −5000, −1524
Top Perforation −5014, −1528

Bottom Perforation −5034, −1534
Bottom “C” sandstone

1.1. Separation Distance between the Diffusive Acidic and Alkaline Bulk Effluent Fronts

1D numerical simulations were conducted to examine the distance between the devel-
oping acidic front and the alkaline front as a function of reservoir temperature, seepage
velocity, and time [5]. Figure 1 shows the separation distance as a function of seepage
velocity and reservoir temperature after 5 years computed using a 1D reaction transport
modeling (RTM) application [6] configured for a sandstone lithology similar to the high-
permeability brine-bearing sandstone of the Frio Formation. A substantial contributing
factor to the development of a low pH front is the order of magnitude difference in solute
diffusivity (see Table 2) between hydron H+ (1.4770 × 10−4 cm2 s−1) and bicarbonate
ion HCO3

− (2.1560 × 10−5 cm2 s−1), as approximated using the model of Boudreau in
Equation (1) [7], with the parameters Tc and Tf representing the solutes used in a 1D
reaction transport application to model the diffusion and sweep front distance given in
Figure 1. A superimposed plot of the observation-well-sampled temperature and pres-
sure measurements [8] for the month of October 2004 is shown in Figure 2. The vertical
green line in the figure denotes the arrival of an introduced gas-phase fluorescent tracer
to indicate CO2 breakthrough. The three pressure drop shown in the figure identifies the
pump shutoff. The data show an initial, pre-injection reservoir temperature of 58.4 ◦C and
a final post-injection temperature of 58.8 ◦C at the final 30-day sampling, with a remarkable
drop in temperature to 57.6 ◦C at breakthrough. One may suspect the sharp temperature
drop is a result of Joule–Thomson cooling, but the Joule–Thomson coefficient µJT has been
shown to be positive for pure CO2 at several reservoir representative temperatures across a
pressure range of 1 to 500 bar [9],

D = 10−6
(

Tc + Tf T
)

,
[
cm2s−1

]
(1)

µJT =

(
∂T
∂P

)
H
≈ ∆T

∆P
(2)

Table 2. The model parameters and diffusion coefficient values D computed at T = 65 ◦C using the
model of Boudreau [7].

H+ OH− SiO2(aq) K+ CO2(aq) HCO3
− CO3

−2 Na+ Al(OH)3(aq) Ca+2 Fe+2 Mg+2

Tc 54.40 25.90 5.00 9.55 5.50 5.06 4.33 6.06 4.46 3.60 3.31 3.43
Tf 1.555 1.094 0.500 0.409 0.325 0.275 0.199 0.297 0.243 0.179 0.150 0.144

D 1.6 × 10−4 9.7 × 10−5 3.8 × 10−5 3.6 × 10−5 2.7 × 10−5 2.3 × 10−5 1.7 × 10−5 2.5 × 10−5 2.0 × 10−5 1.5 × 10−5 1.3 × 10−5 1.3 × 10−5
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Figure 2. The observation well bottom hole pressure and temperature measurements during the
month of October 2004. The injection period is represented by the yellow highlight. The breakthrough
time is represented by the green vertical line.

And the corresponding drop in temperature occurs with an increase in pressure
at breakthrough.

1.2. Contribution of Soulte-Solute Interaction on Temperature

In this paper we show, using numerical 3D reaction transport modeling, how the inter-
action of charged electrolytes with the formation water solvent produces a temperature
profile in agreement with sampled wellbore measurements. The results of numerical simu-
lation also show the arrival of the low pH diffusion front results in relative cooling, while
the later arrival of the high alkalinity sweep front results in a steady temperature increase
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and the maintenance of a relatively heated plume that approaches 58.8 ◦C for 17 days post-
injection up to the 30-day final measurement, due to a calculated aqueous-phase thermal
diffusivity α of approximately 4× 10−7 m2 s−1. To model the temperature change resulting
from the charged solute-solvent interaction, we implemented the Helgeson–Kirkham–
Flowers (HKF) model [10], which is based on the Born solvation model [11,12] that governs
the aqueous-phase thermodynamics of the ion–solvent interaction, within an existing RTM
application [6] that was extended to 3D with new numerical models, developed by the
author, for poroelasticity, thermal transport, and porous media flow. The modeling of the
aqueous-phase temperature during the simulation of the subsurface injection is impor-
tant for the accurate modeling of mineral dissolution and precipitation because forward
dissolution rates are governed by the temperature-dependent Arrhenius model.

1.3. Organization of This Article

The remainder of this article is organized as follows. Nomenclature provides a table of
definitions of symbols used throughout this document. Section 2.1, The Born Solvation Model,
provides a theoretical background of the model used to find the change in free energy due
to solvation. Section 2.2, Aqueous Phase Thermal Transport, discusses the construction of
the source term used in an advection–diffusion model to simulate thermal transport and a
discussion of the finite element method (FEM) used to implement the model. Section 2.4,
Porous Media Flow, discusses coupled models used to simulate fluid velocity and density in
brine saturated sandstone. Section 2.7, Poroelastic Model, discusses coupled models used
to simulate shale and sandstone strain, stress, and porosity. Section 2.9, Aqueous Phase
Mass Transport, discusses the advection–diffusion reaction model to simulate solute (mass)
transport and the kinetic mechanism used to model mineral dissolution and precipitation.
Section 2.11, Frio Formation Simulated Configuration, presents the design of a new software
application developed to simulate subsurface CO2 injection and how the application
was configured to simulate CO2 injection into the Frio Formation. Section 3, Results and
Discussion, presents results of simulating CO2 injection into the Frio Formation with respect
to a developing temperature gradient between the acidic and alkaline fronts. Section 4,
Conclusions, summarizes the major findings of this paper.

2. Methodology
2.1. The Born Solvation Model

The electric field of a charged electrolyte (ion) solute will interact with the dipoles
that form a water solvent. The permittivity (dielectric constant) ε of the water solvent
determines how the ion’s applied electric field affects charge migration (electric flux) and
dipole reorientation in the solvent. The Born model provides an approximation of the
standard state molar Gibbs free energy of solvation, ∆G◦s which works by establishing a
polarization charge in a solvent upon the introduction of an ion. The permittivity ε is a
measure of capacitance that is encountered by an ion when forming an electric field in
a medium, such as the reservoir formation water, and describes the amount of charge
needed to generate one unit of electric flux in a given medium. In our RTM application,
calculations for the relative permittivity of H2O use the power series Equation (3) and
parameters (Table 3) generated by Johnson and Norton [13],

εr =
5

∑
k=1

ckDk−1
w , where c1 = 1, c2 =

a1

Tn
, c3 =

a2

Tn
+ a3 + a4Tn, c4 =

a5

Tn
+ a6Tn + a7T2

n , c5 =
a8

T2
n
+

a9

Tn
+ a10 (3)

Table 3. The regression parameters for Equation (3) from Johnson and Norton [13].

a1 a2 a3 a4 a5

0.1470333593 × 102 0.2128462733 × 103 −0.1154445173 × 103 0.1955210915 × 102 −0.8330347980 × 102

a6 a7 a8 a9 a10

0.3213240048 × 102 −0.6694098645 × 101 −0.3786202045 × 102 0.6887359646 × 102 −0.2729401652 × 102
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An ion’s charge will yield more electric flux in a solvent with low permittivity than
in a solvent with high permittivity. From Equation (3), the relative permittivity of H2O
decreases with increasing temperature. At lower temperatures, H2O dipoles can become
more aligned and establish a polarization charge, while at higher temperatures the dipoles
are less able to align due to random molecular motion from increased kinetic energy, which
results in more flux or charge migration through the solvent [14]. From Coulomb’s Law,
the force on a test charge Q due to a single point charge q (at rest) a distance r apart is

F =
1

4πεrε0

qQ
r2

^
r,

N m2

C2
C2

m2 = Nr (4)

From (4), the electric potential from a point charge q at a distance r from q is given by

φ(r) =
q

4πεrε0r
,

N m2

C2
C
m

=
N m

C
=

J
C

= V (5)

And from (5), it follows that the electric potential from a uniform set of Z (i.e., valence)
elementary charges e (coulombs) at a distance r from Ze is

φ(r) =
Ze

4πεrε0r
, V (6)

The energy U of an electric field E from the successive introduction of point charges
in a medium with absolute permittivity ε can be found by first assuming the energy from
introducing the first point charge q1 into an empty medium will give Uq1 = 0. From (5), the
energies Uq1, q2, Uq1, q2, q3, and Uq1, q2, q3, . . . , qn from introducing the second, third, and nth
point charges, respectively, are

Uq2 =
1

4πε
q2

q1

r1,2
, Uq3 =

1
4πε

q3

(
q1

r1,3
+

q2

r2,3

)
, . . . , Uqn =

1
4πε

1
2

n

∑
i=1

n

∑
j 6=i

qiqj

ri,j
(7)

In the last term of (7), a division by 2 is required since the product charges qi qj and qj
qi are each counted [15]. Factoring the potential function (5) from (7), we have

Uqn =
1
2

n

∑
i=1

qi

(
n

∑
j 6=i

1
4πε

qj

ri,j

)
=

1
2

n

∑
i=1

qiφ(ri) (8)

For a charge density ρ, integrating over an arbitrary volume V with permittivity ε,
we have

U =
1
2

y

V

ρφdV =
1
2

y

V

(ε∇ · E)φdV =
ε

2

[
−
y

V

E · ∇φdV +
{

S

φE · ^
ndS

]
(9)

where Gauss’s law ε(∇·E) = ρ is employed in the second term and the product rule
∇·(φE) = φ(∇·E ) + E·∇φ and divergence theorem are employed in the third term. From
the fundamental theorem of calculus for line integrals, ∇ϕ = −E, and observing as r→∞
where the electric potential at infinity is assumed to be zero [15],

S = 4πr2 → r2, E =
1

4πε

q
r2

^
r → 1

r2 , φ(r) =
q

4πεrε0r
→ 1

r
⇒

{

S

φE · ndS→ 1
r
→ 0 (10)

Equation (9) reduces to

U =
ε

2

y

V

|E|2dV =
ε0εr

2

y

V

∣∣∣∣ 1
4πε0εr

q
r2

^
r
∣∣∣∣2dV =

ε0εr

2
q2

16π2(ε0εr)
2

y

V

1
r4 dV (11)
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For the energy of uniformly a charged spherical shell (ion) of total charge q and radius
r. Substituting dV = dA dr = r2sinθdθdϕ dr and q = Ze into (11) and integrating over the
volume outside of the ion’s surface from r = ri to r = ∞, where ri is the radius of the ion,
we obtain the Born expression [12] for the energy of an ion with charge Ze in a medium of
permittivity ε,

1
2

εrε0Z2e2

16π2(εrε0)
2

t

V
r2 1

r6 drdA = 1
2

εrε0Z2e2

16π2(εrε0)
2

t

V
r2 1

r6 drr2sin θdθdφ =

1
2

εrε0Z2e2

16π2(εrε0)
2 4π

∞∫
ri

1
r2 dr = Z2e2

8πε

[
− 1

∞ −−
1
ri

]
= Z2e2

8πεri
= ke

Z2e2

2εri

(12)

Denoting U0 as the energy of the electric field of an ion in a vacuum and U as the energy
of the electric field of an ion in a medium (solvent) of relative permittivity εr, the energy
difference U-U0 provides the work done introducing an ion into a solvent, or equivalently,
the Gibbs free energy of solvation,

∆Gs = U −U0 = ke
Z2e2

2εrri
− ke

Z2e2

2ri
= ke

Z2e2

2ri

(
1
εr
− 1
)

(13)

Multiplying (13) by the Avogadro constant NA and defining the absolute Born coefficient
ωabs

j , the absolute standard molal Gibbs free energy of solvation of the jth ion in a solvent is
given by [14,16]

∆G◦,abs
s,j =

NAZ2
j e2

8πε0rj

(
1
εr
− 1
)
= ωabs

j

(
1
εr
− 1
)

(14)

Substituting the effective ionic radius, re,j = rj,Tr ,Pr +
∣∣Zj
∣∣g(T, P), defined by Tanger and

Helgeson [17], where rj is the crystallographic ionic radius (~0.3Å to 2Å) and g is a solvent
function at reference temperature and pressure with units of Å obtained by regression of
and heat capacity and volume data for NaClaq [14,17,18]. To derive the thermodynamic
properties, such as specific heat capacity and specific enthalpy, of charged solutes, which
are needed in our thermal transport model, Tanger and Helgeson define a conventional
electrostatic Born coefficient ωj. The conventional coefficient is the difference between the

absolute Born coefficient for ion j, which represents ∆G
◦

s,j of ion j, and ∆G
◦

s,hs which is the
Gibbs free energy required to form an inner hydration sphere of H2O dipoles encompassing
ion j. The hydration sphere Gibbs free energy is the valence of ion j, Zj,, multiplied by

∆G
◦

s,H+ , the solvation energy for a proton. The conventional Born coefficient defined by
Tanger and Helgeson is thus ωj = ωabs

j − Zjω
abs
H+ , and the relative standard state molar

Gibbs free energy of solvation of ion j becomes

∆G◦s,j = ωj

(
1
εr
− 1
)

(15)

For εr > 1 in (15), ∆G◦s,j< 0, which indicates the movement of an ion from a less polar
solvent, such as a vacuum, to H2O, is thermodynamically favorable. In addition, the

magnitude of ∆G
◦

s,j decreases as the ionic radius rj increases since the voltage ϕ(r) at the
ion’s outer shell, defined by Equation (6), decreases with the distance from the ion’s center
where all charge is assumed (by the Born model) to reside [19]. From (15), the standard
state molar entropy of solvation is obtained through the relation

−
(

∂∆G◦s
∂T

)
P

= ∆S◦s = −∂

(
ωj

(
1

εr(T)
− 1
))/

∂T
∣∣∣∣
P
= −ωj

(
− 1

ε2
r(T)

(
∂εr

∂T

)
P

)
−
(

1
εr(T)

− 1
)(

∂ωj

∂T

)
P

(16)
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The standard state molar enthalpy of solvation is then found by substituting (16) into

∆G
◦

s = ∆H
◦

s − T∆S
◦

s ,

∆H◦s = ∆G◦s + T∆S◦s = ω

(
1
εr
− 1
)
+ ωTY− T

(
1
εr
− 1
)(

∂ω

∂T

)
P

(17)

where the partial derivatives of relative permittivity εr at constant pressure are denoted as
functions Z, Y, and X [16],

Z = −
(

1
εr

)
, Y =

(
∂Z
∂T

)
P
=

(
1
ε2

r

)(
∂εr

∂T

)
P

[
1
K

]
, X =

(
∂Y
∂T

)
P
=

(
1
ε2

r

)(
∂2εr

∂T2

)
P
−
(

2εrY2
)[ 1

K2

]
(18)

For ∆H
◦

s < 0, the ion–solvent interaction is exothermic, and there will be a tempera-
ture increase in the formation water. The first and second partial derivatives of relative
permittivity εr from Equation (3) at constant pressure are given by(

∂εr
∂T

)
P
=

4
∑

j=0
Dj

w

[(
dc
dT

)
j+1
− jαcj+1

]
(

∂2εr
∂T2

)
P
=

4
∑

j=0
Dj

w

[(
d2c
dT2

)
j+1
− j
(

α
(

dc
dT

)
j+1

+ cj+1
dα
dT

)
− jα

((
dc
dT

)
j+1
− jαcj+1

)] (19)

The first and second partial derivatives of the conventional Born coefficient ωj are given
by [16].(

∂ω
∂T

)
= −ηX1

(
∂g
∂T

)
p

[
J

mol K

]
, X1 = abs(z3)

(ri)
2 −

[
z

(3.082+g)2

]
(

∂2ω
∂T2

)
= 2ηX2

(
∂g
∂T

)2
p − ηX1

(
∂2g
∂T2

)
p

[
J

mol K2

]
, X2 = abs(z4)

(ri)
3 −

[
z

(3.082+g)3

] (20)

From (17), H.C. Helgeson, D.H. Kirkham, and G.C. Flowers (Helgeson et al., 1981), derived
a revised model for specific molar heat capacity cP

c◦P = c1 +
c2

(T −Θ)2 −
2T

(T −Θ)3

[
a3(P− Pr) + a4 ln

(
Ψ + P
Ψ + Pr

)]
︸ ︷︷ ︸

nonsolvation contribution

+ωTX + 2TY
(

∂ω

∂T

)
P
− T

(
1
εr
− 1
)(

∂2ω

∂T2

)
P︸ ︷︷ ︸

solvation contribution

(21)

and specific molar enthalpy h [14,16]

h
◦
= c1(T − Tr)− c2

[(
1

T−Θ

)
−
(

1
Tr−Θ

)]
+ a1(P− Pr) + a2 ln

(
Ψ−P
Ψ−Pr

)
+(

2T−Θ
(T−Θ)2

)[
a3(P− Pr) + a4 ln

(
Ψ+P
Ψ+Pr

)]
+ ω

(
1
ε − 1

)
+ ωTY− T

(
1
ε − 1

)(
∂ω
∂T

)
P
−

ωPr,Tr

(
1

εPr,Tr
− 1
)
−ωPr,TrTrYPr,Tr

(22)

For an aqueous electrolyte species j, in (22), coefficients ai and ci are species dependent
non-solvent regression parameters ([20], p. 92).

2.2. Aqueous Phase Thermal Transport

The aqueous-phase volumetric energy generation rate ST can be derived by summing,
over all solutes j for n solutes, the rate of change of molar concentration of species j
multiplied by that species’ specific molar enthalpy given by (22),

ST =
n

∑
j=1

dcj

dt
hj

[
J

m3s

]
(23)
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The transient heat advection–diffusion reaction model is then

∂
(
ρcpT

)
∂t

+∇ ·
(
ρcpTu

)
= ∇ · (k∇T) + ST (24)

where u is fluid velocity, k = k(T) is the thermal conductivity of H2O, and ρ = ρ(T) is the
density of H2O.

2.3. Transient Finite Element Method Formulation

A Crank–Nicolson discretization scheme is used with time step ∆t and implemented
using the deal.II general-purpose, object-oriented, finite element library [21]. A weak
formulation with weight function v and solution wn at time tn is given by

1
∆t

m(wn+1, v) +
1
2

a(tn+1, wn+1, v) =
1

∆t
m(wn, v) +

1
2

a(tn, wn, v) +
1
2
(F(tn; v) + F(tn+1; v)) (25)

Functionals with thermal diffusivity α and a solute-solvent reaction thermal rate ST/ρcp
with units K s−1 are

m(w, v) =
∫

Ω wvdV

a(tn, w, v) =
∫

Ω α∇wn · ∇v + u(tn) · (∇wn)v +∇ · u(tn)wnvdV

F(t, v) =
∫

Ω

(
ST/ρcp

)
vdV

(26)

For Nh node points, define the function u from Lagrange basis polynomials ϕ

u =
Nh

∑
j=1

ujφj (27)

Let Un ∈ RNh be the vector of coefficients uj for the finite element solution at time step n.
The aqueous-phase temperature at the n + 1th time step is solved via the implicit system(

M +
∆t
2

A(tn+1)

)
Un+1 =

(
M +

∆t
2

A(tn)

)
Un +

∆t
2
( fn+1 + fn) (28)

where
Mij = m(φi, φj)

Aij(tn) = a(tn; φi, φj)
fn(i) = F(tn; φi)

(29)

2.4. Porous Media Flow

A Darcy Law formulation for fluid flux is implemented to model aqueous-phase fluid
injection,

vres = −
K
µ

ρ0(∇pres − ρresg∇z) (30)

Equation (30) is solved simultaneously with the continuity Equation [22]

∂t(ρ0φ∗) +∇ · vres = qres (31)

2.5. Mixed Finite Element Method Formulation

We use a mixed finite element method to simultaneously calculate the reservoir fluid
velocity vector field vres, together with a scalar reservoir pressure field p and test functions
ψ and χ, respectively. A weak formulation is constructed by multiplying (30) by a vector
valued function ψ and (31) by a scalar valued function χ and then integrating the domain Ω,∫

Ω
ψT
(

vres +
Kρ0

µ
(∇pres − ρresgẑ)

)
dV = 0 (32)
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∫
Ω

χ(∂t(ρ0φ∗) +∇ · vres − qres)dV = 0 (33)

For a given pair of test functions, (ψ, χ), (32) and (33) states that the weighted residual
(error) of PDEs (30) and (31), when applied to solution functions vres and p, will be zero.
Equations (32) and (33) are a weak form of (30) and (31), respectively, because these weak-
form equations may also be true for other test functions that would then approximate the
so-called strong solutions that solve the original, strong form of the PDEs. The weak form
equations can be rewritten with additive terms separated,

(ψ, vres)Ω +

(
ψ,

Kρ0

µ
∇pres

)
Ω
−
(

ψ,
Kρ0

µ
ρresgẑ

)
Ω
= 0 (34)

(χ, ∂t(ρ0φ∗))Ω + (χ,∇ · vres)Ω − (χ, qres)Ω = 0 (35)

The pressure gradient term ∇pres in (34) can be eliminated by applying the product rule
and the Divergence Theorem,

∇ · (presψ) = pres(∇ · ψ) + ψ · ∇pres (36)

Applying the Divergence Theorem introduces an integral term in terms of the divergence
of test function ψ, and a boundary integral in terms of the pressure values and the normal
component of the test function, ψ · n. Normalizing (34) by multiplying each term by µ K−1

ρ0
−1 gives

(ψ,
µK−1

ρ0
vres)

Ω
+ 〈ψ · n, pres〉∂Ω − (∇ · ψ, pres)Ω − (ψ, ρresgẑ)Ω = 0 (37)

To obtain a unique solution, a constraint is placed on the pressure function. In our model,
the far field pressure on the boundary furthest from the injection location and above the
caprock layer is given a Dirichlet boundary condition set to equal the initial pressure.
The assumption is that the far field pressure is beyond the range of influence of the fluid
injection. We call the portion of the boundary where this condition is set ΓD, and we split
the boundary integral as

〈ψ · n, pres〉∂Ω = 〈ψ · n, pres〉∂ΩrΓd
− 〈ψ · n, p0〉Γd

(38)

Separating the known terms from the unknown terms in Equation (37) and grouping
the known terms on the right-hand side, we obtain

(ψ,
µK−1

ρ0
vres)

Ω
+ 〈ψ · n, pres〉∂ΩrΓd

− (∇ · ψ, pres)Ω = (ψ, ρresgẑ)Ω + 〈ψ · n, p0〉Γd
, ∀ψ ∈ Vh (39)

− (φ∗ρn
0 , χ)− δt(∇ · vres, χ) +

(
φ∗ρn−1

0 + δtqres, χ
)
= 0, ∀χ ∈Wh (40)

where in (39) and (40), we find fields (vres, p) ∈Vh ×Wh where Vh and Wh are vector and
scalar components of a mixed finite element space on a quadrilateral/hexahedral mesh
of the domain Ω. A mixed formulation in terms of two variables, vres and p, is locally
conservative. The inner product (v, w) is defined as

(v, w)Ω =
∫

Ω
wTv dV (41)

Note that definition (41) applies to scalar-valued functions by noting that the transpose
operator is the identity for scalars. Raviart–Thomas elements are used for fluid flux and
discontinuous Lagrange polynomials for pressure. This choice of basis elements satisfies the
La-dyshenskaya, Babuska, and Brezzi (LBB) condition for the mixed Laplace formulation
given by (41). Rothe’s method of first discretizing in time and then in space is used,
with a theta method for the time discretization. We choose Rothe’s method because our
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RTM application utilizes the coupling of the physical and chemical domains that can lead
to changes in flow-related domain parameters and boundary conditions over time. For
instance, changes in permeability are incorporated by changing the permeability tensor
on a time-step by time-step basis without any changes to the computational framework.
The theta method is a semi-implicit method that allows for adjusting the discretization’s
dependence on the forward and backward timestep through parameter θ ∈ [0, 1]. When
θ is chosen as 0.0, 0.5, or 1.0, the method gives the forward Euler, Crank–Nicolson, or
backward Euler methods, respectively. We use the Crank–Nicolson method, though slight
deviations from θ = 0.5 can introduce some numerical diffusion, if needed, to smooth out
oscillations in time, while sacrificing the second-order accuracy of the Crank–Nicolson
method. Designating the chosen time step as ∆t, the implementation of Rothe’s method
with a theta scheme for time discretization on Equation (40) is

(χ, ρ0φ∗)n
Ω − (χ, ρ0φ∗)n−1

Ω

+θ∆t(χ,∇ · vres)
n
Ω + (1− θ)∆t(χ,∇ · vres)

n−1
Ω

−θ∆t(χ, qres)
n
Ω − (1− θ)∆t(χ, qres)

n−1
Ω

= 0

(42)

2.6. Fluid Density Equation of State

Fluid density is modeled with a slightly compressible linearized equation of state [22]

ρres(p) = ρ0(1 + cp) (43)

Expanding (43) and expressing in terms of inner products, we obtain

(χ, ρresφ∗)n
Ω = (χ, ρ0(1 + cp)φ∗)n

Ω = (χ, ρ0φ∗)n
Ω + (χ, ρ0cpφ∗)n

Ω (44)

2.7. Poroelastic Model

The simultaneous solution of reservoir rock strain ε(u), stress σ(u), effective stress
σpor(u,p), and displacement u is solved using a finite element formulation according to
the system,

ε(u) = 1
2
(
∇u +∇uT)

σ(u) = λ(∇ · u)I + 2Gε(u)
σpor(u, p) = σ(u)− αBW pI

−∇ · σpor(u, p) = f

(45)

In (45), rock strain ε(u) is the symmetric gradient of displacement. Rock stress σ(u) accounts
for internal rock stresses not considering the external pressure field p or body force f. Under
a quasi-static assumption, the body force due to gravity, f, of the rock mass is balanced by
the divergence of the reservoir stress rank−2 tensor σpor(u,p).

2.8. Reservoir Porosity Model

Effective porosity φ∗ in the reservoir is modelled as a function of the rock strain ε(u)
and pore pressure p [22],

φ∗ = φ0 + αBW

(
εv − ε0

v

)
+

1
MB

(p− p0) (46)

2.9. Aqueous Phase Mass Transport

An advection–diffusion reaction mass transport model (Park, March 2014) that con-
serves mass at the elemental scale is used to model solute transport in the pore water,

∂eβ

∂t
= φ

Nj

∑
j=1

νβj
[
∇ ·

(
Dj∇cj

)
−∇ ·

(
cju
)]
−

Mγ

∑
γ=1

νβγ AγGγ (47)
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The evolution of chemical elemental mass depends on mass-transfer from diffusive
and advective forces as well as the precipitation and dissolution of minerals governed by
kinetic reaction rates. The source term in (47) accounts for the net rate of the increase or
decrease of a mineral in a fluid element due to chemical kinetics.

2.10. Mineral Kinetics

The kinetic mechanism governing mineral dissolution and precipitation is given by a
mineral reaction rate model for each mineral γ,

Gγ = kγ,diss

 Nj

∏
j=1,νjγ<0

c
−νjγ
j − 1

Kγ

Nj

∏
j=1,νjγ>0

c
νjγ
j

 (48)

where the forward reaction rate for mineral dissolution is approximated using an Arrhenius model,

kγ,diss = Aγ exp
(
−Ea

RT

)
(49)

Equilibrium reactions for minerals k-feldspar, calcite, dolomite, quartz, halite, and
illite, respectively, which are modeled in the simulated Frio Formation, are given by,

KAlSi3O8 + 2H2O 
 K+ + OH− + 3SiO2,aq + Al(OH)3,aq (50)

CaCO3 
 Ca2+ + CO2−
3 (51)

CaMg(CO3)2 
 Ca2+ + Mg2+ + 2CO2−
3 (52)

SiO2(s) 
 SiO2(aq) (53)

NaCl(s) 
 Na+ + Cl− (54)

(0.01Ca, 0.13Na, 0.53K)(1.27Al, 0.44Mg, 0.36Fe)2(3.55Si, 0.45Al)4O10[(OH)2, (H2O)]+
12H2O + 22H+ 


0.01Ca2+ + 0.13Na+ + 0.53K+ + 1.27Al(OH)3,aq + 0.36Fe3+ + 0.44Mg2+ + 3.55SiO2,aq

(55)

2.11. Frio Formation Simulated Configuration
2.11.1. Computational Domain

The Frio Formation physical domain is modeled as a 22-m-thick slab from z = −1517.00 m
to z = −1539.00 m with a 500 m2 area. Figure 3 shows a plot in ParaView of the computa-
tional mesh. The y-z plane at x = 0 is the injection plane where a perforation zone from
z = −1527.50 m to z = −1533.75 m models an injection well centered at y = 250 m. The injec-
tion wellbore diameter was configured to be 5.5 inches. A Neumann boundary condition is
imposed on the y-z plane at x = 0, such that the temperature gradient is 0 to implement a
symmetry assumption on that wall. All other walls have a Dirichlet boundary condition of
T = Ti imposed to implement a far-field constant reservoir temperature assumption. The
initial reservoir temperature was configured to be 58.4 ◦C, based on the observation well
measurement data shown in Figure 2.

The overburden saturated rock density was configured to ρS = 2260 kg/m3 [23]. The
far field pressure on the boundary furthest from the injection perforation zone and above
the shale (caprock) layer is given a Dirichlet boundary condition set equal to the initial
reservoir pressure Pi = 148 bar. A homogeneous Neumann boundary condition (∇P ·n = 0)
is imposed for pressure along the plane of symmetry.
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Figure 3. A mesh representing a 500 square-meter area of the Frio Formation. A Neumann boundary
condition is imposed on the y-z plane at x = 0, such that the temperature gradient is 0 to implement a
symmetry assumption on that wall. All other walls have a Dirichlet boundary condition of T = Ti

imposed to implement a far-field constant reservoir temperature assumption. The simulated injection
wellbore perforation interval was configured to −1527.5 m to −1533.75 m with respect to the z-axis at
a y-axis location of 500 m. The injection fluid and reservoir initial temperature was configured to be
Ti = 58.4 C. The injection mass flow rate was configured to be 3.0 kg/s.

The reservoir water velocity is configured to be initially quiescent. At simulation
time t0, the injectant mass flow rate is defined to be 3 kg/s, which remains until t = 7 days
have elapsed, after which the injectant mass flow rate is defined to be 0 kg/s to simulate
pump shutoff. From t = 7 days to t = 30 days, the water–rock interaction in the reservoir
chemically equilibrates.

Multiple grid configurations consisting of an initial control-volume count of 100× 100× 16,
100× 100× 32, 200× 200× 16, 40× 40× 16, 40× 40× 32, 40× 40× 64, 80× 80× 16, 20 ×
20 × 08, 20 × 20 × 16, and 20 × 20 × 32 were used. Simulations were executed with deal.II
adaptive mesh refinement (AMR) enabled.

2.11.2. Lithologic Configuration

The Frio Formation lithology was modeled as a five-layer shale-sandstone system
according to the depths and layers given in Table 1. The initial time t = t0 compositions
of the shale and sandstone are given in Table 4 in terms of solid-phase volume fraction
and grain radii. Minerals with an initial volume fraction of 0 are minerals not present at
the start of the simulation but are allowed to form through precipitation according to the
kinetic mechanism specified by Equations (50) through (55). Poroelastic rock properties
defined in the simulation are given in Table 5. The initial and boundary concentrations of
solutes residing in the pore space formation water are given in Table 6.

Table 4. The initial and boundary formation lithology and porosity.

Mineral Volume Fraction Grain Radius, mm

Shale

Calcite, CaCO3 0.20 0.001
Quartz, SiO2 0.28 0.02
Halite, NaCl 0.00 0.01

K-Feldspar, KAlSi3O8 0.01 0.03
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Table 4. Cont.

Mineral Volume Fraction Grain Radius, mm

Illite, (0.65 K, 0.08 Na) (2.27 Al, 0.14 Fe,
0.2 Mg)3.41 SiO10(OH)2

0.41 0.0001

Initial shale porosity ϕ = 10%

Sandstone

Calcite, CaCO3 0.00 0.001
Dolomite, CaMg(CO3)2 0.00 0.020

Quartz, SiO2 0.55 0.02
Halite, NaCl 0.00 0.01

K-Feldspar, KAlSi3O8 0.13 0.03

Initial sandstone porosity ϕ = 32%

Table 5. The poroelastic property definitions.

Property Shale Sandstone

Bulk modulus, GPa [24] 10.1 8.83
Shear modulus, GPa [24] 11.0 9.64

Biot Modulus, GPa 8.82 12.56
Biot–Willis coefficient, αBW 0.35 0.79

Poisson’s ratio [25] 0.43 0.32
Tensile Strength, Pa [26] 8.25 × 106 8.45 × 106

Table 6. The initial and boundary formation water composition.

Solute Concentration, M

Initial Formation Water

OH− 1.0 × 10−7

Ca2+ 2.5 × 10−3

Al(OH)3,aq 1.7 × 10−5

K+ 5.0 × 10−5

SiO2,aq 1.0 × 10−3

CO2,aq 2.0 × 10−3

Na+ 4.0 × 10−1

Fe2+ 1.0 × 10−4

Mg2+ 1.0 × 10−5

Cl− 4.0 × 10−1

3. Results and Discussion

Figure 4 shows a contour plot of pH and [HCO−3 ] on a slice along the perforation
zone after 4 days of injection at a mass rate of 3 kg/s, with a background color mapped to
temperature. The bicarbonate ion concentration front identifies the bulk effluent, indicated
by thick purple to gold contour lines (a.k.a. “plasma colormap”). The initial reservoir water
has a much lower bicarbonate concentration of 0.002 M. From the figure, one can see an
acidic front develops ahead of the effluent indicated by black to white contour lines. A
lower temperature fluid region develops in the lower pH (acidic) region, indicated by a
darker blue background. In our simulation, we see the same pH drop before the arrival of
a high concentration of bicarbonate ion 30 m from the injection zone.
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in solute diffusivity. The rapid dissolution of CaCO3(s) and other carbonate minerals 

Figure 4. The contours of pH and [HCO−3 ] on a slice along the perforation zone after 4 days of injection
at a mass rate of 3 kg/s. The background is color-mapped to the formation water temperature.

Figure 5 shows snapshots of a simulation where an aqueous solution with CO2,aq mass
flow rate of 3 kg s−1 is injected for 7 days into the lower sandstone. The upper row shows
aqueous-phase temperature using a colormap in the range 58.4 ◦C (blue) to 60.0 ◦C (red) at
selected times in units of days. The bottom row shows the source term volumetric energy
generation rate ST computed using Equation (23) divided by volumetric heat capacity ρcp
to give a temperature rate in units K s−1. As expected, ST vanishes (=0) after 7 days when
injection terminates.
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Figure 5. The simulated 30-day temperature profile at grid point (x = 30 m, y = 250 m, and
z = −1530.625 m), corresponding to the location where the Frio Pilot observation well tempera-
ture sensor was placed. In the left plot, the y-axis is temperature in ◦C and the x-axis is time in days.
The right image is a plot of temperature on the x-y plane at z = −1530.625 m. In the left plot, one can
see the early arrival of a relatively lower temperature, low-pH diffusion front followed by a relatively
higher temperature, high-alkalinity sweep front.

4. Conclusions

A short-term side-effect of subsurface CO2 injection in brine-bearing sandstones is a
developing low-pH front that forms ahead of the bulk water injectant, due to differences in
solute diffusivity. The rapid dissolution of CaCO3(s) and other carbonate minerals resulting
from low-pH reservoir water can have significant environmental implications in geologic
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carbon sequestration. The dissolution of carbonate minerals can create unwanted pathways
that will increase permeability and lead to a possible loss in CO2 containment. Additionally,
the formation of H2CO3 can be vulnerable to wellbore integrity through the corrosion
of structures made from calcium-silica-hydrate compounds in Portland cements used to
seal the annular volume between a casing and borehole wall. Temperature, pressure,
and solute concentration measurements taken from an observation well during the Frio
Pilot CO2 sequestration experiment showed a reduction in aqueous-phase temperature
with the arrival of the low-pH front, followed by a gradual rise in temperature upon the
arrival of a high concentration of bicarbonate ion. We present a possible contributing
factor to the variation in temperature between these two fronts by modeling aqueous-
phase transient heat advection and diffusion, with the volumetric energy generation rate
computed from solute-solvent interaction using the Helgeson–Kirkham–Flowers (HKF)
model, which is based on the Born solvation model, for computing specific molar heat
capacity and the enthalpy of charged electrolytes. We show how a simulated injectant water
temperature profile is shown to agree with sampled temperature time-series data acquired
from bottom hole observation well sensors. From Figure 4, we see our simulations reveal a
lower temperature fluid region develop within an acidic region ahead of the bulk effluent.
This acidic region is a diffusion front that is lower in temperature than the surrounding
formation water being displaced and followed by a higher temperature sweep (effluent
or injectant) front. The figure shows a plot of temperature vs. time at a single point on
the slice, 30 m from the injection source, corresponding to the experimental observation
well in the Frio experiment. From this plot, we see agreement between the simulated and
experimental temperature profile.

The computation of aqueous-phase temperature during subsurface injection simu-
lation is important for the accurate modeling of mineral kinetic mechanisms, as forward
dissolution rates are governed by an Arrhenius model. In conclusion, the contribution of
aqueous electrolytic reactions could play a role in the experimentally observed drop in
temperature that corresponds to the arrival of a low-pH fluid region that forms ahead of
the bulk effluent injectant, identified by a high concentration of bicarbonate ion (HCO−3 )
that forms from dissociated aqueous CO2.
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Nomenclature

Aγ mineral specific surface area, cm2 cm−3 (i.e., cm−1)
Dj diffusion coefficient of molecular species j, cm2 s−1

Dw dimensionless density of water = ρw g−1 cm3

E electric (vector) field, N C−1 = V·m−1

Ea Arrhenius model activation energy, J mol−1

F force (vector) field, Nr
K permeability of the porous medium, cm2

Kγ equilibrium constant for mineral γ dissolution reaction
KB measured depth below the Kelly bushing
G second Lame parameter (shear modulus), gram-force cm−2

Gγ mineral reaction rate, mol cm−2 s−1

M molar concentration, mol L−1

MB Biot modulus, gram-force cm−2
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Mwj molecular weight of species j, g mol−1

Q test charge, C (Coulombs)
P aqueous-phase pressure, bar
Pi initial reservoir aqueous-phase pressure, bar
Pr aqueous-phase reference pressure, 1 bar
R gas constant, 8.31446261815324 J mol−1 K−1

ST aqueous-phase volumetric energy generation rate, J m−3 s−1

T HKF model aqueous-phase temperature, K
Ti reservoir aqueous-phase initial temperature, 58.40 ◦C
Tr HKF model aqueous-phase reference temperature, 228K
U energy of an electric field E, J (Joules)
Z ion valence, integer
cj concentration of species j, mol L−1

cp fluid compressibility constant, 5.8 × 10−10 Pa−1

CP,J specific heat capacity of ion j, J g−1 K−1

CP,J specific molar heat capacity of ion j, J mol−1 K−1

e elementary charge, 1.60217662 × 10−19 C
eβ concentration of atoms of element β, mol cm−3

f body force, gram-force
g gravitational acceleration, cm s−2

hj specific enthalpy of ion j, J g−1

hj specific molar enthalpy of ion j, J mol−1

j aqueous-phase molecular species index
k thermal conductivity of H2O, W m−1 K−1

ke Coulomb constant, 8.9875517873681764 ×109 N m2 C−2

kγ,diss forward reaction rate for mineral dissolution
q point charge, C
qres reservoir fluid source density rate, g cm−3 s−1

p reservoir fluid pressure, gram-force cm−2

p0 initial reservoir fluid pressure, gram-force cm−2

u rock displacement or fluid velocity vector field, cm s−1

vres injectant fluid mass flux into the reservoir, g cm−2 s−1

∇z gravitational direction unit vector, cm

∆G
◦

s,hs standard state molar Gibbs free energy of formation of an inner hydration sphere, J mol−1

∆G
◦

s,j standard state molar Gibbs free energy of solvation of ion j, J mol−1

∆G
◦

s standard state molar Gibbs free energy of solvation, J mol−1

∆S
◦

s,j standard state molar entropy of solvation, J mol−1 K−1

α aqueous-phase thermal diffusivity, m2 s−1

αBW Biot–Willis coefficient, dimensionless
β element index
εr relative permittivity of a medium (e.g., H2O), dimensionless = ε εo

−1

ε absolute permittivity of a medium, F m−1

εo permittivity of a vacuum, 8.85 × 10−12 F m−1

εV reservoir volumetric strain, dimensionless
ε0

v initial reservoir volumetric strain, dimensionless
γ mineral index
λ first Lame parameter, gram-force cm−2

ϕ reservoir porosity, dimensionless
ϕ* effective reservoir porosity, dimensionless
ϕ(r) electric potential at a distance r, V (Volts)
ρ density of water, g m−3

ρ0 uncompressed density of reservoir fluid, g cm−3

ρres compressed density of reservoir fluid, g cm−3

ρs overburden saturated rock density, kg m−3

µ dynamic viscosity of reservoir fluid, g cm−1 s−1

µJT Joule–Thomson coefficient, dimensionless
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νβj
elemental stoichiometric conversion factor equal to the number of atoms of element β in
molecular solute species j

νβγ
elemental stoichiometric conversion factor equal to the number of atoms of element β in
mineral γ

νjγ
molecular stoichiometric conversion factor equal to the number of molecules of species j
in mineral γ

ωj conventional electrostatic Born coefficient ωj
ωabs

j absolute standard molal Gibbs free energy of solvation of the jth ion, J mol−1

ωabs
H+ absolute standard molal Gibbs free energy of the H+ ion, 0.5387 J mol−1

ΓD Dirichlet boundary condition
ΓN Neumann boundary condition
Ψ H2O solvent singularity pressure, 2600 bar
Θ H2O singularity temperature, 228 K
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