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Abstract

Traffic signal failures could result in significant local and system-level performance degradation.
Sequencing the restoration of failed signals with limited resources is a challenging problem—
capturing dynamic changing transportation system performance following a feasible solution
requires tedious computation, and the short time frame for restoring failed signals makes these
decisions time-sensitive and should be determined in a timely manner. Feasible Signal Restoration
Sequence Ordering (SRSO) problem, as a critical building block to optimize the restoration
sequence, has not been well-studied in the existing literature, nor have solutions to address the
computational burden issue. In this work, a machine learning model based on Structural Recurrent
Neural Network (SRNN) is proposed to predict system performance, i.e., aggregated accumulated
total delay, following a given restoration sequence, to address the computational burden of the
simulation-based performance evaluation. Spatio-temporal (ST) graph representation is leveraged
in this methodology to take the topological information, i.e., how adjacent movements interact
with each other, into consideration. Although microscopic simulation is used to obtain the ground
truth performance, which is still time-consuming for a group of signal failure scenarios, a trained
machine learning model can surrogate the tedious computation in the decision-making process in
a timely manner. The challenges to build this machine learning model effectively and efficiently
are two-folds. First, a transportation system is a typical dynamic system whose behavior is
constrained by the topology of the network. Therefore, both spatial and temporal interactions
between road sections should be captured to predict system performance effectively. Second, in
the context of signal failure, system performance is exposed to a disrupted control strategy, which
makes it even more challenging to predict system performance effectively. The original SRNN
model could address the first challenge, and the movement feature representation and its
integration to the SRNN model proposed in this work could address the second. A case study was
conducted to demonstrate the operability and effectiveness of the proposed methodology. It is
demonstrated that the signal restoration sequence could impact system performance during and
after the restoration process significantly. Then, both Aggregated Accumulated Total Delay
(AATD) prediction accuracy and the performance of restoration sequence ordering is evaluated
for the case study network. Outcomes of the case study show that the learning-based model can
help identify sequences ranked in top 8% of optional sequences referring to ground truth
information. Furthermore, in terms of the fine-tune of the learning rate, the Cosine-Annealing-LR
strategy leads to both lower loss value, better ordering performance, and shorter delay experienced
in the restoration process, compared to the Step-LR strategy.

Keywords: Traffic management systems; Emergency response; Machine learning; Learning-

based optimization; Ordinal Optimization
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1 Introduction

Transportation management systems are typical cyber-physical systems, with sensing,
communicating, and computing components integrated to support the efficient operation of
transportation systems. These systems are termed as Transportation Cyber-Physical Systems (T-
CPS) in this study for convenience. The smooth operation of T-CPS relies on electric power supply
and the functionality of sensing and computing components, as premise (Emtenan and Day, 2020).
The failure of these supporting components could lead to the failure of a T-CPS system and even
cascading failure phenomena in a transportation system. In addition, with the increasing presence
of extreme weather conditions (Sadler et al., 2018) such as flooding, thunderstorms, and extreme
hot temperature, especially in coastal areas, and emerging cyber security concerns (Ernst and
Michaels, 2017; Ghena et al., 2014), there is an increasing number of power outages (Wang et al.,
2018), sensing and computational component failures, leading to even more frequent traffic signal
failures in real cases, which emphasizes the urgent need to enhance T-CPS system resilience
(Mohebbi et al., 2020).

It is well-recognized that the failure of traffic signals, as a critical type and widely existing
component of a T-CPS system, could lead to significant transportation system performance
degradation and, consequently, significant economy and social functionality loss for society
overall. For example, a computer crash disrupted 750 traffic lights in Montgomery County,
Maryland, in 2009 and locked traffic in the entire region, which, in turn, increased travel time and
the greenhouse gas (GHG) emissions of thousands of vehicles (Halsey, 2009). At a smaller scale,
another example is the malfunction of traffic lights at a single intersection in Wellington City, New
Zealand, in 2015, that caused severe traffic congestion throughout the main corridor. Even single
intersection failures should be taken seriously, as they can create severe traffic congestion if the
affected intersections are critical to network performance (Wright and Roberg, 1998) and can
cause traffic safety concerns. A signal failure may not cause cascading failure through the
transportation management system itself, but its impact on traffic flow propagates through the
transportation network. Therefore, the failure of critical signals may lead to congestion in a larger
area, i.e., cascading failure in the transportation system. These impacts can be exaggerated if the
affected area has severe congestion in its normal condition. These facts highlight the importance
of enhancing the resilience of the transportation system against traffic signal failure to support
community resilience eventually through countermeasures in the mitigation, preparedness,
response, and recovery phases (NGA, 1979).

This study focuses on the failure of multiple traffic signals that occur simultaneously or
consecutively in a very short time frame caused by multi-site hazards or cascading failure of the
supporting power supply system, sensors, or communication systems. There could be various
causes for traffic signal failure; however, the focus of this work is not to investigate the cause of
signal failures but rather the post-event phase to evaluate the consequences of traffic signal failures
on mobility service and the operational strategy to recover system performance efficiently. As
noted, the resources to restore a failed signal could be limited to a great extent, such as a shortage
of technical personnel with desired expertise, shortages of equipment or device to repair the failed
component, etc. Therefore, although multiple signals must be fixed as quickly as possible,
transportation managers must prioritize the restoration effort in reality. Meanwhile, the restoration
sequence can impact system performance during and after the restoration process significantly.
This statement is consistent with both specialists’ understanding and their real-field experience,
according to an interview with local transportation management agency. It is also verified in the
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case study in Section 4 and further illustrated through the Macroscopic Fundamental Diagram
point of view in the appendix of this paper.

In this work, we study the consequences of signal failures at multiple intersections in the
post-event phase and propose restoration strategies to recover system performance efficiently
given limited labor resources. The objective is to rank optional restoration sequences of multiple
failed signals to reduce the impact on system performance, called the Signal Restoration Sequence
Ordering (SRSO) problem. To rank the optional restoration sequences of failed traffic signals,
system performance under various restoration sequences should be evaluated in a timely manner
to support a prompt response to the failure and minimize the potential impact on the system’s level
of service. In the literature, Accumulated Total Delay has been widely used to evaluate the impact
of signal failure on system performance (Ganin et al., 2019). SRSO problem is a critical building
block to optimize the signal restoration sequence eventually, especially for heuristic algorithms.
Taking Genetic Algorithm (GA) as an example, the ranking, i.e., ordering, of optional restoration
sequences is a critical repetitive process embedded in the workflow of the overall solution
algorithm.

Compared with the restoration of road infrastructure from a severe nature disaster such as
an earthquake, landslide, etc., the time frame to repair failed signals is much shorter. Therefore, it
1s necessary to capture the dynamic behavior of the system after the signal failure and during the
overall restoration process. Either Dynamic Traffic Assignment (Zou and Chen, 2019),
mesoscopic (Reilly et al., 2016) or microscopic traffic simulation (Oricchio et al., 2008) could be
adopted to conduct a system performance evaluation to address the need to capture the system’s
dynamic behavior. In this work, the network performance measure, i.e., Aggregated Accumulated
Total Delay (AATD), is evaluated through running a microscopic traffic simulation in VISSIM.
However, the computational efficiency of running microscopic traffic simulations to obtain
performance evaluation results cannot support solving the SRSO problem in a timely manner to
promptly respond to signals’ failure. In existing literature, metamodels (or surrogate models) are
proposed to address the tight computational budget issue in solving simulation-based optimization
problems for transportation systems (Juan et al., 2015; Osorio and Bierlaire, 2013; Osorio and
Chong, 2015; Osorio and Wang, 2017), although not for exactly the same research context.
Generally speaking, metamodels (or surrogate models) are used to get an approximation of the
objective function, such as total delay in the system, obtained by simulation. For instance, in
Osorio et al.’s work, the metamodels leveraging the queueing network models are fitted to a set of
simulated observations (Osorio and Chong, 2015; Osorio and Wang, 2017). Inspired by these
existing metamodeling efforts, with the rapid developing of machine learning techniques, we are
interested in exploring learning models’ potential to server as a similar role, i.e., a metamodel (or
surrogate model), for solving simulation-based optional sequence ordering problem, i.e., SRSO
problem in this work.

Therefore, machine learning techniques are leveraged in this study to address the
computational challenge in order to capture the dynamic system behavior in a timely manner.
Based on the understanding that the traffic status of road sections—more specifically, movements
at intersections—are closely related to each other if they are connected topologically, a Structural
Recurrent Neural Network (SRNN) model (Jain et al., 2016) leveraging Spatio-temporal (ST)
graph representation is used to capture the spatio-temporal interaction between adjacent
movements among multiple intersections. A case study of the road network in downtown Boise,
Idaho (a built-in example network in VISSIM) is conducted to demonstrate and verify the
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effectiveness and efficiency of the proposed methodology. The selection of SRNN among various
machine learning models is based on the following considerations. Firstly, transportation road
network can be modeled as a directed graph and the topological information of the graph is helpful
for modeling transportation system behavior and also for predicting the system performance.
Secondly, the connection between adjacent movements is directional and the directional features
matter while building up learning models in this research context. Thirdly, in the SRSO problem,
the network structure is dynamic as there are both failure and restoration of signals at intersections.
It is challenging to frame the learning model to capture the correspondent system dynamic
behavior. More discussion on how SRNN could help us fully utilize the “features” (useful
information to build up the learning model) to address these challenges of SRSO problem will be
given in Section 3 after the comparative methodologies are reviewed in Section 2.

The remainder of this paper is organized as follows. Section 2 reviews the literature on
related topics, including the resilience of transportation systems against cyber failure and learning-
based performance prediction for the transportation systems. In this section, more detailed
discussion on how SRNN serves better for the research purpose of this study will be given based
on literature review. Section 3 presents the proposed learning based AATD prediction framework
and the Structural Recurrent Neural Network (SRNN) model developed for solving this problem.
Section 4 presents a case study to verify the effectiveness and efficiency of the proposed
methodology. In this section, the significance of selecting proper signal restoration sequence is
illustrated through two typical failure scenarios before the learning-based sequence ordering
results are presented and evaluated. Different impacts of failure scenarios on system performance
are further interpreted from a Macroscopic Fundamental Diagram (MFD) perspective in the
appendix. Finally, key findings are summarized in the Conclusions, and the limitations of this
study and future research directions to better solve the SRSO problem are also discussed.

2 Literature Review
2.1 Resilience of transportation system against cyber failure

Resilience, the concept introduced by Holling for ecological systems (Holling, 1973), has been
studied widely in various fields and different contexts. It is usually defined as the ability of a
system to retain the same functionality after a disruption and the capability of self-organization to
the changes caused by a disturbance (Walker et al., 2002). Cyber failure is inevitable with the
increasing number of cyber components involved in the monitoring and operation of modern
Critical Infrastructure (CI) systems as a complex, integrated and evolving process (Guo et al.,
2017). It is one of the most—if not the most—critical types of failure in a CI system, highlighting
the importance of studying cyber failure impacts on system performance and the need for
countermeasures to reduce these impacts. Various countermeasures can be implemented to
improve the response of infrastructure systems to cyber failures, such as improving cyber
components’ adaptation to changes, improving the tolerance level of cyber components, and
optimizing restoration efforts after disruptions (Mattsson and Jenelius, 2015).

Transportation is recognized as the third most vulnerable sector exposed to cyber-failure,
according to a recent white paper released by Gallagher (Gallagher, 2018). As reported, there are
at least 100,000 intersections in the US and Canada (Ghena et al., 2014), and 200,000 traffic
sensors deployed worldwide that are exposed to cyber vulnerability (Cerrudo, 2015). Given the
criticality of transportation systems to the functionality and efficiency of daily economic activities
of a city, the U.S. Department of Transportation has developed the Cyber Security Evaluation
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Program and Cyber Resilience Review Process to better assess the cyber security of transportation
systems (DHS, 2015). Recently, there are some emerging literature modeling the potential impacts
of cyber failures on transportation system performance. Reilly et al. studied freeway networks
instrumented with coordinated ramp metering and the potential of well-designed antagonistic
cyber-attacks targeting such control systems to induce arbitrarily complex congestion patterns in
the system (Reilly et al., 2016). They discussed various types of cyber-attacks (e.g., direct physical
access, virtual access) to transportation ramp metering management systems; however, how to
enhance transportation system performance against cyber-attack is not mentioned in their work.
Oricchio et al. also studied the effect of traffic signal malfunction—yellow/red (flash yellow on a
major road and flash red on all other movements) or red/red (flash red on all approaches)—on the
delay at intersections for vehicles on major and minor roads (Oricchio et al., 2008). Some existing
literature studied signal priority and/or preemption, which can be considered a disturbance in
traffic signal normal pattern and demonstrated its impact on travel cost (Mei et al., 2019).

It should be noted that most studies on the effects of signal failure were conducted at
microscopic or mesoscopic level. For example, Reilly et al. (Reilly et al., 2016) applied a cell-
transmission-model (CTM) with on-ramps modeled as queue buffers to examine the efficacy of
control schemes from a cyber attacker’s standpoint. Oricchio et al. conducted a simulation in
VISSIM to obtain data for analyzing the impact of signal malfunction (Oricchio et al., 2008). A
simulation-based system performance evaluation has been adopted widely for signal failure
studies, as it provides the flexibility to model various signal failure patterns. Also, as the
transportation system is a complex, nonlinear, dynamic system with various driver behaviors,
vehicle types, and infrastructure geometries interweaving with each other, it is nearly impossible
to get a closed-form formulation to capture the impact of signal failure on system performance
(Osorio and Chong, 2015). Therefore, in this study, system performance under the context of signal
failure is also evaluated through simulation. However, the performance evaluation based on
simulation could not meet the time efficiency requirement to support online decision-making for
prompt response after signal failure. Therefore, the existing literature on learning-based
performance evaluation for transportation system is also reviewed, as noted in the next subsection.

In summary, although there are some recent research efforts on modeling the impacts of
signal failures on transportation system performance, this problem has not been thoroughly
studied. Also, it lacks signal failure-related transportation system resilience studies, especially
from restoration planning perspectives. In this work, we focus on post-failure restoration of a
transportation system—more specifically, the impact of restoration sequence of failed signals on
transportation system performance—and propose a learning-based method to rank the optional
restoration sequences for multiple failed signals.

2.2 Learning-based performance prediction for transportation system

Performance evaluation or prediction for a transportation system is the prerequisite for conducting
effective and efficient traffic monitoring, management, and deploying practical control strategies.
Traditional models, either parametric, such as Autoregressive Integrated Moving Average
(ARIMA) (Shekhar and Williams, 2007) and Kalman filtering (Guo et al., 2014), or
nonparametric, such as k-nearest neighbor (K-NN) method, Support Vector Regression (SVR),
etc., are limited in accommodating a relatively large dataset in a systematic and flexible way with
network-wide performance prediction as the target. Also, they do not have the capability to capture
the topological information embedded in the transportation network, which is actually very helpful
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and informative, as traffic flow is highly constrained by roadway structure and the traffic status of
adjacent links are interacting with each other, both temporally and spatially.

The rapid development and widespread application of artificial intelligence, especially
machine learning techniques, triggered by the increasingly powerful computing and storage
capabilities, has attracted more and more research efforts on learning-based performance
prediction for transportation systems. Observing the time-varying properties of traffic data, RNN
was applied in various architectures to capture the time-scale interdependencies among traffic data
with different gating mechanisms, such as Long Short-Term Memories (LSTM) (Ma et al., 2015;
Zhang et al., 2017) and Gated Recurrent Unit (GRU) (Wu et al., 2018). RNN models are designed
for modeling a temporal sequence using its internal state (memory) to process sequences of inputs
with variable length (Abiodun et al., 2018; Dupond, 2019; Tealab, 2018), which makes them
suitable for tasks such as unsegmented, connected handwriting recognition (Graves et al., 2009;
Ho et al., 2008) or speech recognition (Li and Wu, 2015; Sak et al., 2014). Therefore, RNN models
are appropriate to capture the time-scale interdependencies among traffic data. However, the RNN
models lack the capability of modeling spatial interdependencies among multiple road sections or
movements, not to mention representing the topological information in road networks that is very
helpful and informative for performance evaluation or prediction of a transportation system as
noted.

Recently, more efforts have focused on depicting the spatial features embedded in a
transportation network to address the spatial interaction in traffic data. Existing works include the
adoption of Convolutional Neural Network (CNN) (Lv et al., 2014; Ma et al., 2017; Zhang et al.,
2017), capsule network (CapsNet) (Kim et al., 2018), Generative Adversarial Network (GAN),
etc. However, instead of explicitly using the topological information—more specifically, upstream
and downstream adjacency information—most existing works adopted spatial information in
analogy with pixels in images (Ma et al., 2017). In this way, the learning methods developed for
image processing, which is a major application area for machine learning, could be leveraged in a
more straightforward way. However, these methods cannot fully use the topological information,
which is very helpful to infer the spatio-temporal interactions among traffic data. Also, the
computational complexity of these image-based methods increases along with the size of the
network, which limits their scalability to large transportation networks (Kim et al., 2019).

Most recently, the spatio-temporal feature extraction keeping topological information to
some extent is attracting more attention of researchers. Cui et al. applied a Graph Wavelet Neural
Network (Xu et al., 2019) to capture the localized topological information to improve prediction
accuracy. However, in Cui et al.’s work, the transportation networks are represented as an
undirected graph consisting of vertices and edges representing sensing locations and connecting
links, respectively, with graph wavelet operators acting as filters in the gates of the recurrent neural
network (Cui et al., 2020). To capture the directional interactions, the SRNN method derived from
spatio-temporal graphs as an effective approach for factor graph representation is adopted in
several efforts recently (Kim et al., 2019); (Brendel and Todorovic, 2011; Jain et al., 2016;
Koppula and Saxena, 2013). SRNN method can capture the spatial and temporal information
explicitly in its feature extraction.

Road network can be represented as a directed graph under this SRNN methodological
framework. More specifically, for the delay estimation at an intersection, the movement direction,
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either in or out of the intersection, should be differentiated, which can be realized by applying
SRNN method. In addition to the capability of capturing directional topological information
explicitly, SRNN method has the potential to be tailored to build up the learning model for a road
network with different types of nodes. This characteristic, which will be explained with more
details in Section 3, is critical for achieving the goal of this research as there are two alternative
modes of signals in the system, i.e. “normal” or “failed”. Therefore, to address the challenges of
capturing directional topological information and modeling various types of nodes in the system,
our research modified the original SRNN method and applied it in solving the restoration sequence
ordering problem.

3 Problem Statement and Research Approach
3.1 Problem statement

In this study, we assume that signal failure at a specific intersection causes all signal heads at that
intersection to fail and, similar to a previous study (Oricchio et al., 2008), that signal failures make
traffic signals go into the emergency state, namely the malfunctioning flash mode. The
malfunctioning flash mode works functionally similar to stop signs following priority rules, which
must be incorporated in the design of any signalized intersection, including both yellow/red
manner (flash yellow on a major road and flash red on all other movements) and red/red manner
(flash red on all approaches) in practice (Oricchio et al., 2008). Although the meaning of a yellow
flash and a red flash is regulated by the legal code of each state, drivers are generally required to
stop at a flashing red signal indication and to proceed with caution at a flashing yellow indication.
Thus, in this work, we assumed that during flash mode, approaching vehicles from any direction
make a stop and then follow priority rules to proceed. In reality, misunderstanding of the flashing
mode may occur and lead to crashes, which could further deteriorate transportation network
performance. However, in this study, we assume there is no such misunderstanding.

When a set of traffic signals fail (go into flash mode), we assume that, due to the limited
number of traffic technicians, the signals can be fixed one by one following a restoration sequence.
Inreality, even when more traffic technicians are available for a larger area, they would be assigned
to subareas of the network to repair signals in their assigned area. Therefore, within each subarea,
the assumption that signals will be fixed one by one remains reasonable when focusing on subarea
restoration planning. Therefore, this study aims to find a restoration sequence that results in less
disruption to system performance caused by traffic signal failures. The Accumulated Total Delay
(ATD), the total delay through restoration, used widely in the existing literature (Ganin et al.,
2019) is adopted herein to evaluate signal failure impact on the performance of the corresponding
intersection. Fig. 1 shows the pre-event, response, and recovery phases of a restoration process
and also indicates the performance evaluation metric, ATD. The studied area consists of
intersections with several movements at composing approaches. Therefore, the system level
performance metric, Aggregated ATD (AATD), is defined as the aggregation of total delay in all
movements in the studied area accumulated during the restoration process.

Although, given a specific restoration sequence, AATD could be calculated based on
individual vehicle delay information simulated in microscopic simulation software such as
VISSIM, the time efficiency of running simulations is not sufficient to support restoration
sequence ordering in an online manner. Therefore, in this work, the SRNN method (Kim et al.,
2019) is leveraged to predict system performance, i.e., AATD, during the restoration process, in
the context of multiple signals’ failure and restoration. This problem setting exposes extra
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challenges, as the network status, i.e. traffic signal status, is interrupted and time varying. Although
there are also randomness and uncertainty in the dataset collected for traffic flow status prediction,
such as volume, speed, etc., for a normal transportation system, there are no severe interruptions
to the network configuration in existing works. In this work, traffic signal failure can be viewed
as an interruption to the node of the transportation network, which makes the network
configuration unstable and predicting system performance thereafter even more difficult.
Similarly, each restoration effort changing the signal status from failure back to normal status will
trigger an “interruption” to the network configuration once again. Furthermore, to evaluate feasible
restoration sequences, the total delay at each intersection at multiple consecutive time steps should
be predicted, which makes it even more challenging to solve this problem effectively.

With historical traffic data, i.e., travel delay at movements, obtained through simulation,
and the topological information expressed as an adjacency matrix, the objective of the learning-

Maximum
Delay

Accumulated
Total Delay

Pre-event  Response Recovery t

Fig. 1. Accumulated system performance measurement for
restoration sequence ordering for multiple signals’ failure

based approach is to predict the total travel delays at movements in consecutive time steps. In this
research, as the signals could fail and then go back to normal after restoration, the signal mode
could impact the movement status and eventually impact the interaction pattern between adjacent
movements. Therefore, movement status should be taken into consideration in the learning model
and the feature set extracted to feed into the learning model. Hence, the historical data includes
not only the delay of each movement at intersections but also the signal status, i.e., corresponding
movement status. The prediction for the consecutive time steps will be conducted under the
circumstances with a given restoration sequence and the specified restoration time for each failed
signal.

3.2 Research Approach

The overall framework of the proposed learning-based SRSO solution method is illustrated in Fig.
2. To capture the spatial-temporal features in the context of multiple signals’ failure and
restoration, a SRNN learning model is adopted to predict system performance under various
restoration sequences. More specifically, the first step is to sample signal failure scenarios and
then randomly select corresponding restoration sequences to generate the dataset. Then, the ground
truth AATD for these selected restoration sequences are evaluated through simulation in VISSIM.
The overall dataset is separated to serve different purposes, i.e. training, evaluation for delay
prediction, and evaluation for ordering performance. For the training dataset, feature sets extracted
from the simulation results are fed into the SRNN framework to train parameters of the model.
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Then, the trained signal restoration sequence ordering model can be integrated with Genetic
Algorithm to support the restoration sequences optimization eventually, as GA relies heavily on
the ranking of optional sequences either generated as the first generation of solution or obtained
through the selection, crossover, and mutation processes in the following up generations. In this
work, we are focusing on building, training, and evaluating the SRNN model for the ordering of
optional sequences, whereas leaving the integration of the SRNN based ordering model into the
GA based sequence optimization to be future effort. More details of the proposed methodological
framework are illustrated in the following subsections.

______________

Failure Scenari(cj) Ground ITruth Feature T T i GAbased
Generation an AATD Evaluation Extraction ; '  Restoration
Sampled Restoration ] through and SRNN ’ Evgkul\?lt\llogooj etlhe g Sequence |
Sequence Generation Simulation Modeling | Optivmization !

Fig. 2. Framework illustration of the proposed SRSO method
3.2.1 Introduction of Structural Recurrent Neural Network (SRNN) method

RNN architectures demonstrate remarkable capability in terms of modeling sequences that could
be applied in natural language processing (Yin et al., 2017), image recognition (Lev et al., 2016),
etc. However, traditional RNN cannot incorporate the spatio-temporal structure embedded in some
other problems, as exemplified later (Jain et al., 2016). Spatio-temporal structures are both
prevalent and of great help in solving learning problems, such as the recognition of interaction
between human and environment, object trajectory prediction in video processing (Jain et al.,
2016), and the performance prediction for systems with explicit spatio-temporal structure, such as
transportation networks (Kim et al., 2019), etc. Therefore, the SRNN method was proposed by
Jain et al. in 2016 to bridge the gap between traditional RNN methods and the effective use of
spatio-temporal structure in learning problems. In a SRNN model, the connected components in a
system of interest whose performance are going to be predicted or labels are pending to be
recognized are modeled as nodes in a spatio-temporal (ST) graph. ST-graph is a type of factor
graph (Kschischang et al., 2001) in which all the components, either nodes or edges, contributing
to the performance prediction of the system represented by the graph are termed as “factors.”
Hence, the interactions between nodes in transportation system, either temporal or spatial, are
represented by edges in the factor graph (Kschischang et al., 2001). Edges indicating temporal or
spatial interactions are different types of edge factors. The Spatio-temporal (ST) graph could also
have different types of node factors if there are different types of nodes in the system, such as
human and objects in the recognition of interaction between human and environment problem (Jain
et al., 2016). The SRNN model is designed to be applicable to various systems that could be
represented by ST graphs (Jain et al., 2016); it is also demonstrated to be differentiable and scalable
in the literature (Jain et al., 2016; Kim et al., 2019). Hence, it has been widely used in solving
human action detection (Yan et al., 2018), visual question answering (Teney et al., 2017), human
contact tracing in crowds (Vemula et al., 2018), and driver maneuver anticipation (Jain et al., 2016)
problems.

3.2.2 ST graph representation for Aggregated Accumulated Total Delay (AATD) prediction

In this work, the original SRNN model is modified to predict the AATD in the system, which is
the aggregation of the delay of all movements at studied intersections accumulated over the
restoration process. More specifically, movements at intersections are modeled as nodes in the ST
graph. As shown in Fig. 3, given a transportation network, each intersection is expanded to its
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componential movements. Then, the interactions between movements, i.e., upstream and
downstream adjacency, are modeled as spatial edges in the ST graph to capture the directed spatial
interaction between movements, which is constrained by both the topology of the network and the
intersection operation status, i.e., at normal mode or failure mode. As stated in Subsection 3.1,
malfunctioning flash mode works functionally similar to stop signs following priority rules. The
modified SRNN model, proposed in this work, can capture the different spatial interaction
“patterns” under different “modes” of the componential movements associated with signals under
normal or failed condition, by specifying the “mode” of the movement in the node feature
extraction explicitly. Furthermore, the delay of one movement is also affected by the delay of this
movement at the previous time step. Therefore, the temporal edges between nodes are used to
model this impact in time scale.

More specifically, M is the set of movements in the network of interest,

M|=N. x, denotes
the delay of movement u at time step ¢, with u e M . §, denotes the movement status which is a
binary variable with 0 indicates normal mode and 1 indicates failure mode. Given time series of

travel delay dataset {)'} and movement status dataset {5:} at time steps =1, —[+1,...,1, for all

1

the movements , =1,2,..., N, the travel delay at the next time step y ™' will be predicted, where

t,and I represent the current time step and the length of the historical data to be used for the
prediction respectively. Similarly, the prediction could be rolled over to the following up time
steps denoted as y“**,y“** ... with a given restoration sequence to be evaluated, i1.e. given {5; }
for the following up time steps.

Given the set of nodes, i.e., movements, denoted as M, the spatial edges are represented
by the directed adjacency matrix 4 between connected nodes. For instance, # and vV are two
adjacent movements in the network. If traffic flow comes from movement # to movement V ,
then A(u,v)=land ¢, €&, , where ¢, is the edge directed from node % to node v in the
network, and £, is the spatial edge set in the network. As the ST graph is used to capture both
spatial and temporal interactions, the spatially connected graph represented by G=(M,¢) is
unrolled to the ST graph represented by G, =(M, &, &, ), where &; denotes the temporal edge set
in the network. As noted, the delay of one movement is affected by the delay of this movement at

the previous time step. The temporal edge ¢, ,, directed from node . to node ' is used to
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model this impact in time scale. x| denotes the feature of node « € M at time step ¢, i.e., the total

delay of all vehicles experienced in movement  at time step ¢, with the delay of a specific vehicle
calculated as the real travel time subtracting free flow travel time. In Fig. 3, both the spatial and
temporal edges are labeled with the associated edge factors.

x: . 1s the feature set associated with the temporal edge ¢,

() which is used to implement

u)?

the temporal impact from node »' to node . in the SRNN model. x{,,, is also termed as

)
“temporal edge factor” . More specifically, x, , =[x/, x/] is the concatenation of node features

> u

of node u at time step #—1and node u at time step ¢. x{,, is the feature set associated with the

spatial edge e = which is used to implement the spatial impact from node w' to node »in the

(w,u)

SRNN model. Similarly, x, , is also termed as “spatial edge factor” and obtained by

x{,., =[x\, x.], ie., the concatenation of node features of node wand node u at time step .

Thereafter, the spatio-temporal interactions between movements could be captured by the ST
graph representation effectively. The modeling of transportation network as a ST graph is
illustrated in Fig. 3, within which wis the upstream movement of movement u, whereas v is the
downstream movement of movement u . Furthermore, in Fig. 3, the superscript ¢ for each node is

Fig. 3. Modeling the transportation network as a spatio-temporal (ST) graph. Each movement at an
intersection corresponds to a node in the ST graph. The adjacent movements with traffic flow
connecting each other are connected by spatial edges in the ST graph. The nodes representing the
status of one movement at two consecutive time steps are connected by temporal edges in the ST
graph. Note that the superscript ¢ for each node is omitted for simplicity.

omitted for simplicity, i.e., »’and »**'are not differentiated explicitly and are shown as two nodes
connected by a temporal edge factor x!'

(uu) *

3.2.3 Modified SRNN model for AATD prediction

After extracting the ST graph representation and the associated feature sets for the studied
transportation network, we modify SRNN model for AATD prediction so that it can be used to
solve SRSO problem. Fig. 4 illustrates the SRNN framework for one movement performance
prediction in the forward-path. It could be expanded to the SRNN model for multiple node
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performance prediction according to its associated ST graph. The componential RNNs associated
with the node factors are termed as “Node-RNNs” and denoted as R,, . The RNNs associated with
the spatial edge factors are termed as “Spatial Edge-RNNs” and denoted as R, .The RNNs

associated with the temporal edge factors are termed as “Temporal Edge-RNNs”, denoted as R, .

LSTMs are used for all componential RNNSs in the network; however, the Node-RNNs and Edge-
RNNSs could have different hyperparameter settings.

Take node u in Fig. 4 as an example. According to the adjacency matrix A, describing
the network topology, there are two nodes v, w connected to node u . The spatial edges connected

to node u is identified as U (u)={€(tu,v) €&ss € Efg} . The time series of node features, i.e.,

u v w

historical movement delay data {x! }t‘_ L {x’}t‘_ s {x, }t‘_ ., are fed into this SRNN

architecture to predict the total delay in movement # . Then, the edge features can be extracted
according to Section 3.2.2 with associated combinations of {x!}* {(x}° {x}"  and

b ;
t=t,—1+1 v w

{x;“ }; o After extracting node features and edge features, the spatial edge features are fed into
the Spatial Edge-RNN, whereas the temporal edge features are fed into the Temporal Edge-RNN.
Then, the node features are concatenated together with hidden states of the Temporal Edge-RNN,
hidden states of the Spatial Edge-RNN, and the movement status (failure or normal), to be fed into
the Node-RNN to predict the node performance, i.e., total delay for this movement. The
introduction of movement status makes it possible to capture two different modes of movements,
i.e. normal or failed. As noted, the spatial interaction pattern among movements is different under
different mode, which can be modeled by the modified SRNN model. It is worth mentioning that
the modeling framework shown in Fig. 4 for movements are not isolated, but connected with each
other according to the ST graph shown in Fig. 3. In this way, all nodes in the system are connected
and their spatial-temporal interactions are modeled so that eventually the AATD can be predicted
as the aggregation of total delay in all movements in the studied area accumulated during the
restoration process.

Similar as Kim et al.’s work (Kim et al., 2018), in our study, the modified SRNN model
integrates the node and edge features of target nodes nonlinearly to predict the performance of the
target nodes. However, the integration of movement status is unique for this post disruptive event
SRSO problem. Moreover, we extend one step prediction to the prediction for several consecutive
time steps in this study. More details regarding the components of the SRNN architecture for the
forward path are introduced as follows. The loss function and backward propagation are introduced
in the next subsection.

1) Input features’ embedding layer
Determined by the network topology, there could be different length of feature sets as inputs
for Node-RNNs or Edge-RNNs of different nodes in the network. To obtain fixed-length
vectors as inputs to the RNNs, embedding functions are applied as a linear transformation of
the original input features, denoted as ¢(-). More specifically, it is implemented as a linear

layer with a rectified linear unit (ReLU) activation and dropout.
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Fig. 4. Modified Structural Recurrent Neural Network framework for one movement performance
(total delay) prediction in the forward path

Spatial Edge-RNN
The size of the Spatial Edge-RNN, denoted as A, , is configurable as a hyperparameter to fine-
tune the SRNN model. In addition to the spatial edge features {xi} e the hidden states of the

Spatial Edge-RNN at time step 7 —1, /', with a dimension of |&5|x 4., are also fed into the

Spatial Edge-RNN. The spatial edge features {x;} ~are converted into a fixed length vector

ecé
a as output of the embedding layer. Then, a| is concatenated with %' to be fed into the

LSTM cell. In this way, the time-scale impact is also captured by the connection between
LSTM cells of consecutive Edge-RNNs.

al =¢({xg}e€§S ; WSE) (1.1)
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3)

4)

hi = LSTM (aj, A ) (1.2)

where W, and W are the weights of the embedding layer and the LSTM cell, respectively.

Temporal Edge-RNN

Similarly, for the Temporal Edge-RNN, the temporal edge features are fed into the embedding
layer and resulting in a fixed length vector a; . Then, it is concatenated with 4" to be fed into
the LSTM cell, where %, ' has the dimension of |&|x 2, =1x 4, with A, denoting the size of

the Temporal Edge-RNN that is also configurable. Actually,

&|=1, as for each node, there is

one temporal edge representing the impact from its previous time step, which is also illustrated
in Fig. 3.

c=o({xt}, ) (1.3)
b, =LSTM (aj, b ;') (1.4)

where ;" and W, are the weights of the embedding layer and the LSTM cell for the Temporal
Edge-RNN respectively.

Node-RNN

In addition to the node features, the Node-RNN also takes the hidden states and the outputs of
the Spatial Edge-RNN and the Temporal Edge-RNN as inputs.

Given each node u e M , the spatial edges connected to it are identified as O (). Then, the
corresponding rows of the hidden state matrix of the Spatial edge-RNN are extracted as
By =hs (D (u)) with the dimension of [1 (u)|x A, . A row vector of the hidden state of the
Temporal Edge-RNN associated with node u# denoted as #, is also going to be fed into the
model. Then, the row vectors of 7 () are aggregated to get the spatial edges’ total contribution
to the Node-RNN, which is calculated as:

hy, =sum(hg (0 (u))) (1.5)

The motivation to conduct this aggregation is two-fold. First, converting the hé(u) with
dimension ||] (u)|><ﬂ,§s to h; with dimension 1x 4, facilitates the follow-up concatenation

with h}u that has dimension 1x 4, . Second, with the objective defined as predicting total delay

of the studied movement, the connected movement with higher total delay has a more
significant impact on the studied movement, and the total number of movements connected to
the studied movement also matters. Therefore, the aggregation of spatial impacts of all the
connected movements is more reasonable compared to taking the average of the spatial
impacts.
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Then, /; and /g are concatenated to H, = concat(h;u , hg) with dimension of 1x (/lér + A, ) The

row vectors for all nodes in the node set M are vertically concatenated to serve as the input to
the Node-RNN, denoted as F*, representing the impact of spatio-temporal edges to the node

performance prediction. The node feature, {X,i }%M , the concatenated hidden state, /', and the

movement status variable {@f}ueM , are fed into the embedding layer and converted to a fixed-

length vector to be sent to the LSTM cell as follows.

a' = ¢(concat({x;}ueM A5 ) WE) (1.6)
a, =g(H'; W) (1.7)

W =LSTM concat(a’,a;,,),h’*;WL) (1.8)
{yi}=wn’ (1.9)

where " and W, are the weights of the embedding layer for the node features and that for the

concatenated hidden state respectively. W is the weight of the LSTM cell for the Node-RNN.

The hidden state of the LSTM cell is the input of the linear output layer with weight . The
output of this final layer is the prediction for each node, i.e., predicted delay of movements,

{yf,} More specifically, {yf,} is the predicted total delay for movement ¢ based on all the

information available at time step ¢. Therefore, {yf,} is actually for the next time step #+1.

3.2.4 Loss function and backward propagation of the SRNN model for AATD prediction

After recording the total delay for each movement at each time step during the restoration process
which is evaluated through simulation, the node features and edge features are extracted according
to Subsection 3.2.2. Then, all these features go through the forward path explained in Subsection
3.2.3, with {y; } as the output of the forward path, i.e., the predicted total delay for movement u#
for the time step 7+1 based on all the information available until time step ¢. Therefore, the
prediction error is calculated according to the difference between {xff] }, {yf, } , Where {x’“} is the

u

ground truth evaluated through data collected from simulation. More specifically, Mean Squared
Error (MSE), i.e. SE averaged over all the movements in the studied area, is adopted as the loss
function to be backpropagated in the training phase which is calculated as follows:

MSE:izN:(x’“—y’)2 (1.10)
N <= i i

During the training phase, the errors in prediction are back-propagated through the Node-
RNN, the Spatial Edge-RNN, and the Temporal Edge-RNN involved in the forward-path (Jain et
al, 2016). The trainable parameters of this SRNN model, summarized as

{WSE, We Wi Wi W Wy W WO} , will be optimized in the training phase through the Stochastic

Gradient Descent (SGD) method. SGD is a stochastic approximation of gradient descent
optimization. It replaces the actual gradient calculated from the entire data set by an estimate
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calculated from a randomly selected subset of the data (Bottou, 1998), which helps reduce the
computational burden (Sra et al., 2012).

To support restoration sequence ordering, multiple time step performances are predicted
and then aggregated to be the prediction of the AATD in the system following a given restoration
sequence. In addition to the prediction loss measured by MSE, another evaluation metric is
proposed in terms of the ordering of various feasible restoration sequences, defined and explained
in Section 4 along with the case study.

In summary, the proposed modeling framework applies Spatial Edge-RNN and Temporal
Edge-RNN to model the spatial and temporal interactions, respectively. The node and edge
features integrated with the movement status are fed into the trained learning model to predict the
target node performance nonlinearly. Then, the system-level performance is aggregated through
all movements and all the time steps during the restoration process for each given restoration
sequence. The case study in Section 4 further demonstrates the effectiveness of the proposed
feature extraction based on the ST graph, the modified SRNN modeling framework, and the
learning-based sequence ordering method. In the following up work, the predicted system-level
performance AATD can be utilized to support the GA based restoration sequence optimization.

4 Case Study

The proposed methodology is applied to a case study network to demonstrate its effectiveness and
efficiency. The configuration of the case study network is presented, and the importance of
selecting proper restoration sequence is illustrated through two typical failure scenarios in
Subsection 4.1 and 4.2. The performance of the proposed SRNN model on predicting the AATD
in the case study network and on supporting the restoration sequence ordering is evaluated in
Subsection 4.3.

4.1 Case study network configuration

A case study of downtown Boise, Idaho (see Fig. 5(a)) is performed to demonstrate the proposed
research approach and solution algorithm. The transportation network of downtown Boise is a
built-in example in VISSIM with the input data, including lane configurations, volume inputs and
routing, signal timings, and model settings, collected based on real field information and provided
by local agency, i.e. Ada County Highway District (ACHD). This Boise case study network was
calibrated by ACHD based on the volume estimates provided by COMPASS and the average travel
times that were measured in the field. The network contains both regular and irregular grid-shaped
road networks with multiple road types such as principal arterials, minor arterials, and major
collectors (see Fig. 5(b)), with different traffic volumes and patterns at each intersection. The
classification of roads is retrieved from Idaho's statewide road system map (Waze-Maps, 2018),
which follows road functional classification defined by the Federal Highway Administration
(FHWA, 2013). A sub-area of downtown Boise, as shown inside the blue dashed line in Fig. 5(a),
is chosen as the region prone to signal failure and it consists of 19 intersections. As the impact of
the failed signal could propagate in the system, system performance is evaluated for a larger area
inside the red dashed line, which includes 34 intersections, with 135 movements in total connecting
the road sections between intersections.

For all signalized intersections, the VISSIM Ring Barrier Controller (RBC) module is used
to control signals, and signal timings are predefined in the built-in example according to the
calibrated model based on the real field collected data. Unsignalized intersections in the network
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are regulated by stop signs and priority rules. Traffic flow injecting patterns for nodes at the
boundary of the network and the turning proportions of the traffic flow at each intersection are
predefined according to the calibrated model for the Boise downtown area.

In VISSIM simulation, once a signal fails, the control mode at the affected signalized
intersection changes to flashing mode, acting as priority rules, which changes the signalized
intersection into a four-way stop intersection. These priority rules in VISSIM prevent conflicts in
traffic by letting vehicles move only if a gap exists between them. A minimum of 3-second gap
time and 16.4 feet (5 m) distance were set for priority rules in this case study. It is also worth
mentioning that the driver behavior setting in VISSIM prevents drivers from occupying
intersections when there is congestion ahead, which guarantees the movement of other approaches
at that intersection.

(a) (b)

Fig. 5. (a) Simulation network in VISSIM for case study (subarea indicated by dashed line — red = area
for system performance evaluation, blue = region prone to signal failure);
(b) downtown section of Boise, with road types represented by different colors — red = principal
arterials, green = minor arterials, purple = major collectors.

Road sections between intersections are connected by movements at adjacent intersections.
In VISSIM, delay is defined as the travel time increase caused by the difference between desired
speed and actual speed. Note that the desired speed is the maximum free-flow speed allowed under
the imposed speed limit. To calculate the delay, a time step is specified, and the distance traveled
in that time step under actual speed is recorded. Thereafter, the time it takes a vehicle to travel that
recorded distance at the desired speed is calculated. The difference between these two times is the
vehicle delay. Total delay at a movement is the aggregation of the delay experienced by vehicles
that are moving in this movement during the evaluation time interval. Total delay in the studied
area is calculated as the sum of total delays of all movements in that area.

The simulation is started with 20 minutes of warm-up followed by 30 minutes of all signals
functioning properly; these first 50 minutes are identical in the simulation for different restoration
sequences. At the end of the 50 minutes, for a given failure scenario, all chosen intersections are
failed simultaneously. It is assumed that the time needed to repair a failed signal is 20 minutes in
this case study; therefore, the simulation ran for 20 minutes before one failed signal is restored,
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and the failed signals are restored one by one following the restoration sequence. Therefore, the
total simulation time varied with respect to the number of failed signals. For example, for a
scenario with 4 signals failed, the total simulation time is 150 minutes; for a scenario with 6 signals
failed, the total is 190 minutes. The time interval for data collection in VISSIM to evaluate system
performance is 10 minutes. Accordingly, the total delay for each movement is predicted for every
10 minutes following a given restoration sequence in Subsection 4.3.

4.2 Empirical analysis to demonstrate the importance of restoration sequence optimization

Two failure scenarios with six signals failed are studied—Scenario I [2,6,7,13,14,16] and Scenario
IT [2,7,8,13,14,24]—to demonstrate the importance of restoration sequence optimization
empirically. For Scenario I and Scenario II, 290 restoration sequences are randomly selected and
multiple runs of each restoration are simulated in VISSIM to obtain performance evaluation
outcomes. Total delay curves of these restoration sequences for these two scenarios are shown in
Fig. 6(a) and Fig. 6(b). Observations based on the total delay curves of the case study are
summarized as follows:

e Depending on the layout of the failed signals, the combinations of the same number of
failed signals could lead to significantly different network performance during restoration.
As shown by comparing Figs. 6(a) and 6(b), a large portion of restoration sequences for
Scenario II leads to more delay than those for Scenario I. This observation is further
interpreted in the appendix from a Macroscopic Fundamental Diagram point of view.

e There is a set of restoration sequences that can help dissipate congestion in the system after
signal failure and reduce the AATD in the restoration process effectively. The restoration
sequences with worse performance result in a highly congested network with much higher
delay curves for both failure scenarios.

x10° x10°
251 251
0 @
€ 2r g 2t
[0 Q
® @
7 @
o15¢ 15|
£ £
£ <
> 17 > 17
© ©
© ©
o a
0.5 0.5F
0 S T
0O 2 4 6 8 10 12 14 16 18 0 2 4 6 8 10 12 14 16 18
Evaluation Index (Every 10 mins) Evaluation Index (Every 10 mins)
(a) (b)

Fig. 6. Total delay curves under various traffic signal restoration sequences for two scenarios with
six signals failed—(a) Scenario I [2,6,7,13,14,16] and (b) Scenario 11 [2,7,8,13,14,24] .

The first observation demonstrates the importance of following optimized or near-optimal
restoration sequences to avoid cascading failure and gridlock in the network. However, a set of
restoration sequences can help achieve this goal, referring to the second observation. As achieving
the global optimal is computationally expensive, the research objective is set up to be achieving
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near-optimal solutions in a timely manner for this study. Although inevitably there is error between
the AATD predicted by the learning model and that obtained through running simulation, the
predicted performance could result in restoration sequences leading to near-optimal solutions
which still can solve the SRSO in a cost-efficient way with “good enough” restoration
performance. As stated in Ordinal Optimization (Ho et al., 2008), “To quickly narrow the search
for optimum performance to a ‘good enough’ subset in the design universe is more important than
to estimate accurately the values of the system performance during the process of optimization.”
This statement is not only for the design of systems but also is applicable for the operational stage.
Therefore, the concept of Ordinal Optimization is borrowed to evaluate the performance of the
learning-based SRSO problem solution in Subsection 4.3.3.

4.3 Evaluation of SRNN-based AATD prediction and restoration sequence ordering
4.3.1 Data preparation and simulation-based ground truth performance evaluation

For the studied network shown in Fig. 5, the total delays of 135 movements composing 34
intersections are predicted according to the SRNN model illustrated in Section 3. The historical
data length is set to be 3 in the SRNN model (7 =3), i.e., the total delays of the 135 movements of
the previous 3 time-intervals are used to predict the total delays of the 135 movements in the
following time interval. The training dataset is composed of failure scenarios with 2, 3, or 4 signals
failed simultaneously. All combinations of two-signal failure for the 19 intersections prone to
signal failure are enumerated with all feasible restoration sequences evaluated through simulation.
For failure scenarios and restoration sequences with three or four signals failed, a subset of
scenarios and restoration sequences are generated randomly. In total, the generated feasible
restoration sequences are evaluated through simulations and served as the dataset with ground truth

information. More specifically, 9975 pairs of (X,\?) are taken as the training dataset, 3255 pairs as

the evaluation dataset, and 9765 pairs as the ordering performance evaluation dataset, with X
indicating the input feature set obtained through the historical movement delay data with length
/=3 and Y indicating the ground truth of the output of the model, i.e., total delays at 135
movements evaluated by running simulation in VISSIM. That is, the dataset and its corresponding
scenarios used for the training, evaluation, and ordering performance evaluation purposes are
different from each other. The overall input delay data are scaled to range [0, 1] before feeding
into the learning model. The adjacency matrix between the movements of interest and the ST graph
are extracted according to Subsection 3.2.2

4.3.2 SRNN model configuration

The SRNN learning model is built up according to Subsection 3.2.3. All componential RNN
networks adopt the MSE loss function and Stochastic Gradient Descent (SGD) optimizer.

Based on grid search results compared for different settings, the following
hyperparameters’ setting is selected for further investigation. The size of the Node-RNNs and the
Edge-RNNs are all set to be 32, and the gradient clipping value is set to be 5. The exponential
decay rate for the optimizer is 0.99, and the dropout rate is 0.5. Then, the learning rate of the model
is further fine-tuned using two strategies, i.e., step-based adjustment Step-LR and Cosine-
Annealing-LR, as the learning rate has significant impact on the performance of the model trained.
The implementation of the SRNN model refers to the model developed in the literature (Kim et
al., 2019; Vemula et al., 2018). In the Step-LR strategy, the learning rate decays exponentially
with the index of epochs, which could also be set to keep the same for several consecutive epochs.
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For the Cosine-Annealing-LR, the learning rate changes as a cosine function with the index of
epochs, with the cycle of the cosine function and the maximum and minimum learning rate
configurable. The performance of these two fine-tune strategies for learning rate is also presented
and compared in the next subsection.

4.3.3 Results Analysis

The performance of the proposed SRNN model on predicting the AATD in the case study network
and on supporting the restoration sequence ordering is evaluated in this subsection.

As MSE is adopted as the loss function for backpropagation, Root Mean Squared Error
(RMSE) is used as the loss to be aggregated through batches to obtain the average performance
metric for each epoch, calculated as follows:

RMSE = li(x”l—yt)z (1.11)
N P i i

In addition to the RMSE indicating prediction accuracy, ordering performance metrics, £, P, and

L,L, are introduced as follows borrowing the idea from Ordinal Optimization. We denote the set
of the top x% of the given sequences identified by the predicted AATD derived by the SRNN
model as I,,,, whose predicted AATD fall into the lowest k% of all the given sequences to be
ranked. Whereas the set of the top 495 of sequences identified by the real AATD according to the
simulation results is denoted as iq% . The two parameters k% and 4o, can be configurated in
different settings to have different ordering performance metrics. The ordering performance
evaluation metrics in our case study are defined as follows. | indicates the possibility of the

predicted top k% sequences overlapping with the real top ¢,% sequences. P, indicates the
possibility of the predicted top k,% sequences overlapping with the real top ¢,% sequences.
Then, the length L of the intersection between I,f% and iq% is defined as follows to futher quantify

the ordering performance.

L=I,nI - [

K% mIq,%

1

k% m]qz%

5 L2=

(1.12)

In the case study, for the ordering performance evaluation dataset, i.e. 9765 pairs of (X,\A()

, there are 651 sequences (each sequence has 15 pairs of data) evaluated first through simulation,
then based on the learning model trained. We randomly sample 336 sequences from these 651
sequences for 400 times. Then, P is evaluated by the frequency of the predicted top %%
sequences overlapping with the real top g% sequences among 400 samples. The length L of the

intersection between I,,, and 1,,,1is calculated as the average L over all 400 samples.

Fig. 7 shows the RMSE for the training and evaluation phase in each epoch which is firstly
aggregated over all movements, and then averaged over the batches in the corresponding epoch.
Note that the AATD aggregated over all movements and then averaged over all the simulations is
6.3607 x10* s. Therefore, the RMSE converging to around 1000 s corresponds to less than 2%
error. Another observation is that Step-LR results in a relatively consistent decreasing loss curve.
Whereas, the Cosine-Annealing-LR strategy leads to fluctuating loss with the overall declining
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trend of the loss curve. This is consistent with the expectation as the Cosine-Annealing-LR strategy
is designed with the learning rate changing as a cosine function on purpose to help the model exit
a local minimum and continue exploring the loss landscape. Therefore, compared to Step-LR, the
Cosine-Annealing-LR strategy can help further reduce the loss at the cost of sacrificing the

performance of some intermediate epochs. Then, k% =6%, ¢,% =10% and k,% =4%, ¢,%=8% are

set for the ordering performance evaluation in this case study. £, and P, for each epoch under
Step-LR and Cosine-Annealing-LR tuning strategies are shown in Fig. 8. Note that, the
performance of the Step-LR strategy converges around Epoch 60, whereas the performance of
Cosine-Annealing-LR strategy can be further improved with more epochs of training and
converges around Epoch 100 in our experiments. However, to make a fair comparison between
these two strategies, the results from Epoch 1 to Epoch 71 is illustrated and compared. For the
Step-LR  strategy, the Dbest performance 1is obtained from Epoch 66, with

B=1,P =1L =8.125L,=4.882 ; whereas the Cosine-Annealing-LR strategy performs best at
Epoch 69, with £, =1,P,=1,L,=9.19, L, =5.05 . Meanwhile, the RMSE,,, =869.125 obtained by the
Cosine-Annealing-LR strategy at Epoch 69, is much lower compared to RMSE, , =1015.868
obtained by the Step-LR strategy at Epoch 66.
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Fig. 7. RMSE for the training and evaluation phase in each epoch
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Fig. 8. F, and P, for each epoch under Step-LR and Cosine-Annealing-LR tuning strategies

To quantify the performance of the sequence ordering based on estimated AATD, we
propose an evaluation metric, Diff,,;;, and conducted a test to compare the performance of Step-
LR and Cosine-Annealing-LR strategies. All the restoration sequences in this test have real
AATDs from simulation and estimated AATDs from learning based method. The restoration
sequences are ordered according to real (simulated) AATDs and estimated AATDs respectively,
which we call them Order 1 and Order 2. Note that in these two orders, the restoration sequences
at same position, e.g. No. 10 in Order 1 and 2 could be different from each other. The metric
Diff ., is calculated as the difference between the real AATDs of the restoration sequences at
same positions of the two orders and divided by the real AATD of the restoration sequence in
Order 1 (see below 1.13). For simplification purpose, the superscript indicting the position of the
restoration sequence is omitted in the equation.

, |AATD, — AATD,)|
Pill i =7

(1.13)

Furthermore, the cumulated Diff,,;, of the 50%, 65", and 75" percentile of restoration

sequences followed Step-LR and Cosine-Annealing-LR strategies are computed and listed in Table
1. It is observed that, for 75% of the evaluated sequences, the Cosine-Annealing-LR strategy can
identify the restoration sequences with AATD performance approximate to the optimal solution
identified by simulation results, with less than 0.71% performance difference, which is much better
than the Step-LR strategy.

Table 1. Performance difference between sequences ordered by the real and estimated AATDs

Metrics Step-LR Cosine-Annealing-LR
50t Percentile of Diff 0% 0%
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65 Percentile of Diff 0.38% 0%
75" Percentile of Diff 7, 49.87% 0.71%

In summary, the Cosine-Annealing-LR strategy leads to both lower loss value, better
ordering performance, and shorter delay experienced in the restoration process compared to the
Step-LR strategy.

5 Conclusions

Recognizing the significance of a resilient traffic management system against traffic signal failure,
this study proposes a learning-based performance evaluation method to support the post-event
optional restoration sequence ordering. The need to capture the dynamic behavior of a system in a
timely manner limits the use of traditional simulation-based system performance evaluation during
the online decision-making process. In the proposed method, simulation is used to obtain the
ground truth performance evaluation in the data preparation phase. In the context of restoration,
system performance is disrupted by the failure of control signals, which exposes an extra challenge
to predict system performance effectively and efficiently. Observing the importance of capturing
spatial-temporal interactions between movements in the roadway system, the SRNN leveraging
the ST-graph representation of complex systems is adopted. Furthermore, the movement feature
representation and its integration to the SRNN model are proposed in our study to help address the
challenges. Specifically, the hyperparameter of the model, learning rate, is fine-tuned according to
Step-LR and Cosine-Annealing-LR strategies.

A case study in downtown Boise leveraging a built-in model in VISSIM is conducted to
exemplify the effectiveness and efficiency of the proposed methodology and reveals that the signal
restoration sequence could impact system performance during and after the restoration process
significantly. Furthermore, both AATD prediction accuracy and the performance of restoration
sequence ordering are evaluated for the case study network. Outcomes show that the proposed
methodology can effectively identify restoration sequences with less total delay experienced in the
restoration process, i.e., AATD, ranked in top 8% of optional sequences in reverse order referring
to ground truth information. Furthermore, in terms of the fine-tune of the learning rate, the Cosine-
Annealing-LR strategy leads to both lower loss value, better ordering performance, and shorter
delay experienced in the restoration process, compared to the Step-LR strategy.

It 1s worth mentioning that this study made an assumption that signals were fixed one by
one, and the experiments and results analysis were based on that assumption. Such an assumption
can be relaxed to allow multiple teams act simultaneously. On one hand, by partitioning the service
area into subareas, the proposed methodology can still be used to solve the SRSO problem in each
subarea. On the other hand, the learning-based performance evaluation is extendable to the
circumstances with multiple teams act simultaneously. To further evaluate the performance of the
proposed methodology under these generalized settings is part of our future work plan.

Limited by the functions and setting of the simulation tool that we used in this study, some
scenarios that may occur in the real world during post-failure could not be reflected in the
simulation, e.g., demand change due to trip cancellation based on real-time traveler information,
vehicle rerouting, possible human interference with policemen deployed to congested intersections
to direct traffic, etc. In future research, if a more powerful simulation platform is available,
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researchers may include these scenarios in the study. In addition, in the future work, the system-
level performance AATD predicted through learning model can be utilized to support the GA
based restoration sequence optimization. Furthermore, in real application, given traffic patterns
varying from peak-hours to non-peak hours, more simulations with different signal failure start
times need to be performed to train different learning-based models for determining optimal
restoration sequences for different time periods of the day. Moreover, due to limited field data
collection under signal failure and restoration circumstances, the case study in this work is based
on microscopic simulation. Further investigation and evaluation of the proposed methodology
based on field collected data will also be of great interest with more and more data source
becoming available in the future. Last but not least, as there is a vast literature of MFD based traffic
signal control methodologies, working either in a modeling or a data-driven manner (Mercader
and Haddad, 2021; Ren et al., 2020; Sirmatel et al., 2021; Zhong et al., 2017; Zhou and Gayabh,
2021), the integration or comparison between the method proposed in this work and this literature
in the future, in the context of traffic signal control resiliency, will also be a promising direction
to be explored.
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Appendix

Based on the total delay curves of the case study presented in Section 4, it is observed that the
combinations of the same number of failed signals could lead to significantly different network
performance during restoration. This appendix further illustrates this observation from a
Macroscopic Fundamental Diagram (MFD) point of view. Geroliminis and Daganzo (Geroliminis
and Daganzo, 2008) proved the existence of MFDs in urban road networks, revealing the
relationship between outflow and accumulation in a network. For a given failure scenario S; =[ 11,
D, I3, ..., Ix] with k signals failed (/; is the index of the jth failed signal; The scenarios are studied
with all k£ signals failed simultaneously), and MFD is constructed by running simulations with
various demand levels (multiplying a coefficient [120%, 115%, 110%, ... 70%] to the original
input flows into the studied network) and obtaining the observations of outflow and accumulation
in the network every 10 mins after 50 minutes of warm-up.

As shown in Fig. A.l, the horizontal axis is the accumulation of vehicles, i.e., the total
number of vehicles in the system at the middle of one time interval, and the vertical axis is the
weighted flow, i.e., the weighted average flow by the length of the lane that follows the calculation

method in Geroliminis and Daganzo’s work (Geroliminis and Daganzo, 2008). Specifically, I is
the index for a road lane and /; is its length; ¢, is the flow measured by a detector on this lane in a
particular time interval. The weighted average flow is calculated as
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Fig. A.1. MFDs of the case study network with 6 signals failed.
(a) Scenario 1[2,6,7,13,14,16]; (b) Scenario 11 [2,7,8,13,14,24]

The 4 is the “sweet spot” of MFD, i.e., the accumulation (vehicles) in the system when the
outflow is the maximum. 4o, the accumulation (vehicles) at the end of 50 minutes of warm-up for
a normal network (without signal failure), is also shown in Fig. A.1. Therefore, 4 is the “sweet
spot” of the MFD for the network with selected signals failed and indicates the network level
capacity of the deteriorated network. 4o is the accumulation of vehicles at the end of normal status,
1.e., just before signal failure occurring, and indicates the number of vehicles that need to be served
by the deteriorated network. Two types of failure scenarios are defined according to the
comparison between As and Ao to facilitate further discussion, i.e., Type I scenario with Ao < A4s
and Type II scenario with 49 >As.
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Fig. A.1 shows the MFD of Scenarios I and II, indicating that Scenario I is a typical Type I
scenario, with As> Ao, and Scenario II is a typical Type II scenario, with As< 4o. The basic idea is
that the comparison between As and Ao can help determine whether the deteriorated network can
serve the accumulation of vehicles efficiently, recalling the three representative regions on
MFDs—*“free flow region,” “maximum flow region,” and “congested flow region” (Geroliminis
and Daganzo, 2008). Cross-referencing to Fig. 6, Scenario I, as a Type I scenario, can better serve
the accumulation of vehicles, compared to the Scenario II, as a Type II scenario. Furthermore, the
restoration sequence optimization is more critical for Type II scenario as less portion of the feasible
sequences, compared to Type I scenario, could mitigate the congestion caused by the signal failure,
as shown in Fig. 6. Therefore, the MFD perspective can help to understand the difference of the
impacts on system performance between the two types of scenarios, as exemplified in Fig. 6.
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