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ABSTRACT
Conversational agents designed to interact through natural lan-
guage are often imbued with human-like personalities. At times,
the agent might also have a distinct persona with traits such as
gender, age, or a backstory. Designing such personality or persona
for conversational agents has become a common design practice.
In this work, we review the emerging literature on designing agent
persona or personality, and reflect on these approaches, along with
the personas that are created for common conversational agents.We
discuss open questions with regards to three aspects: meeting user
needs, the ethics of deception, and reinforcing social stereotypes
through conversational agents. We hope this work can provoke
researchers and practitioners to critically reflect on their approach
for designing personality or persona of conversational agents.
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• Human-centered computing; • Human computer interac-
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1 INTRODUCTION
Conversational agents (such as chatbots [18] or intelligent personal
assistants [19]), are software systems that can interact with users
using natural language similar to human-to-human conversation
[6]. Conversational agents have long been used in healthcare [16],
e-learning [14] or for social companionship purposes [29]. More
recently, a growing number of individuals are using commercial
conversational voice agents such as Alexa, Siri, Cortana, or Google
Assistant, which are embodied in different devices such as smart-
phones or speakers [35].
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One practice that is becoming widespread with researchers in
industry and academia is to design conversational agents with
particular personalities in mind [5, 18, 25, 36]. Personality is defined
as “a set of traits that is stable across situations and time and acts
as a guiding influence on agent behavior and interactions” [17].
For example, some sources mention that Alexa is designed to be
“smart, approachable, humble, enthusiastic, helpful and friendly”
[5, 15, 25] or Siri is designed to be “friendly and humble – but
also with an edge” [1, 24, 34]. Another common practice with the
goal of imbuing human-like traits in conversational agents is to
create personas1 for the agent. A persona for a conversation agent
is a fictional character and can have a name, age, education or job,
or even a defined backstory and personalities [11, 15]. Below are
two examples of persona for two conversational agents: XiaoIce
(Microsoft’s China-based conversational agent [10]) and Google
Assistant.

XiaoIce has a persona of as an 18-year-old girl who is
always reliable, sympathetic, affectionate, and has a
wonderful sense of humor. Despite being extremely
knowledgeable due to her access to large amounts of
data and knowledge, XiaoIce never comes across as
egotistical and only demonstrates her wit and creativ-
ity when appropriate [33].

Google assistant is a youngwoman fromColorado, the
youngest daughter of a research librarian and physics
professors who has a B.A. in history from Northwest-
ern, an elite research university in the United States;
and as a child, won US$100,000 on Jeopardy Kids Edi-
tion, a televised trivia game. Google Assistant used
to work as a personal assistant to a very popular late
night TV satirical pundit and enjoys kayaking [12, 30].

Some research argues that having a distinct persona or person-
ality can contribute a cohesive and consistence presence of the
conversational agent for users [17] and increase trust and the in-
tention to use the technology [21]. As such, researchers seem to be
beginning to adopt personas in their study of conversational agents
as well. For example, Liao and He [18] created personas for conver-
sational agents that had distinct gender and race to understand user
preferences [18]. Below, we review current approaches to designing
personality and persona of conversational agents. We then discuss
some open questions and implications of these approaches.

1 In some works, persona and personality are used interchangeably in discussing
conversational agents (e.g., [17]), possibly because these concepts are relatively new,
though personas appear to be more descriptive and elaborate. Both concepts impart
human-like traits to the agent and serve the same purpose, i.e., to create a cohesive
and consistent presence of the agent.
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2 DESIGNING PERSONALITY AND PERSONA
OF CONVERSATIONAL AGENTS

Although imparting personality or persona to conversational agents
appears to be a common practice, there is scarce research on the
design decisions involved in the actual practice of designing per-
sonalities and persona. Below we review the approaches discussed
in the literature.

Lessio and Morris [17] propose using the psychological person-
ality OCEAN model (also referred as the Big Five model: Extrover-
sion, Agreeableness, Conscientiousness, Neuroticism, and Open-
ness) to model the personality of conversational agents. Based on
this OCEAN model, they map human personality traits to conver-
sational agents. For example, the trait of “agreeableness” translates
to “empathy” for the agent (i.e., “is the agent empathetic? can it
remember the user and emotionally support them?”). They also
consider the persona of the user (a fictional identity construct of
the user representing some characteristics of the user along with
their needs and goals [2]) and map the personality of the agent to
the user persona. This approach is recommended in other research
as well [9]. Based on this mapping, if the user persona is “engaging”
then the agent would be “engagement oriented” and interact with
the person via emotions and psychology.

However, some emerging research indicates that classifying the
personality of the conversational agent based on the OCEANmodel
might not be as straightforward as it appears. Völkel et al. argue
that commonly used Big Five model for human personality does
not adequately describe agent personality and they propose a per-
sonality model with alternative dimensions (confrontational, dys-
functional, serviceable, unstable, approachable, social-entertaining,
social-inclined, social-assisting, self-conscious, and artificial) [31].
Kim et al. conducted design workshops to understand how practi-
tioners design personality for conversational agents (specifically
healthcare agents) [15]. Here, most participants designed the agent
to be “empathizing, trustworthy, submissive, and smart-yet-modest”
with some even describing “healthcare agent is a supporter... so
it would be very docile”. Some individuals also assigned distinct
traits (that varied from designer to designer) such as “kind-hearted”,
“witty”. However, when it came to traits such as race, gender, eco-
nomic level or politics, their participants determined that these
should remain abstract, and did not specify them.

Few works mention designing agent personas guided by user
data. As one example of a project that is guided by user data, per-
sona XiaoIce was designed based on a large scale analysis of human
conversations [33]. In doing so, the designers found that the major-
ity of “desired” users are young and female. Hence, they designed
XiaoIce’s persona around an “18-year-old girl” [33]. As another
example, Danielescu and Christian [5] designed personas for a con-
versational coaching system where they involved customers by
interviewing them and brainstorming with them, finding that their
preferences may vary based on their culture and region.

3 REFLECTING ON CURRENT PRACTICES
AND THEIR IMPLICATIONS

Above we described approaches for designing agent personal-
ity/persona. Here, we reflect on these current approaches as well as
their outcomes – the personas and personalities that are imparted

to existing conversational agents. We discuss possible implications
of these approaches, along with open questions and directions for
future research.

3.1 Are we really meeting user needs?
Some researchers (discussed above), suggest modeling agent per-
sona/personality based on user persona [9, 17]. This could be suc-
cessful if the user persona is accurate. However, HCI researchers
are pointing out how user personas are not always accurate as they
are often based on designers’ assumptions [2]. Another assumption
made in modeling agents after user personas is that the user wants
the agent to be modelled around their personality. This assump-
tion may not always result in the kinds of interactions that users
find meaningful. Additionally, mapping roles for agents to traits
may involve incorrect assumptions by designers. Kim et al.’s study
[15] provides a glimpse of such a phenomenon, when practitioners
approached designing a healthcare agent. In this study, designers
mapped the agent’s role to the designed personality, i.e., since the
healthcare agent is a “supporter” it should be “docile” and “submis-
sive”. But do users want a supporter to be submissive and docile?
Also, what design decisions are involved in translating these traits
into behaviors? How is a submissive and docile agent perceived by
users?

Possibly because of such assumptions and limited user involve-
ment in design, some research suggests that users might not always
perceive the resulting conversations as meaningful. The literature
includes reactions to programmed personality in conversational
agents as weird [3] or fake, dry, boring, unfunny, and artificial [7].
This suggests that we need to think of ways to appropriately cap-
ture actual user preferences to design interactions that would be
more meaningful to users. One approach here could be to include
users directly in the process of creating personas through co-design
approaches. Parallel to how Kim et al. conducted design workshops
with practitioners to understand how they designed agent personal-
ity [15], researchers could conduct similar workshops with diverse
users of conversational agents (diversity with respect to age, gender,
education, living condition, etc.) to understand users’ preferences
for agent personality.

3.2 The ethics of deception
Creating personality and personas for conversational agents makes
human-agent interaction more naturalistic. But this could be con-
cerning if this naturalistic interaction results in deceiving the user
into feeling and acting differently than they might intend. For ex-
ample, one study found that the human-like qualities of the agent
affect how users might act towards the agent, where some users
did not want to hurt the agent’s feelings [3]. Users might personify
these agents (i.e., ascribe human-like properties, characteristics,
or mental states to nonhuman agents [8]) and perceive them as
human-like to even associate social roles of friend or a partner
with the agent [19, 22, 23]. Some researchers are even questioning,
could these personas designed for having more human-like con-
versational agents be tricking people to share more data with the
agent [32].

This body of research impose new questions: can conversational
agents, that are programmed to emulate human-like characteristics,
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really change the way we perceive and interact with our technolo-
gies? What does it mean for humans to think about the feelings of
an agent? By designing more human-like agents are we tricking
users in some way or persuading them to do something they would
not otherwise? Researchers working on Human-Robot Interaction
have already cautioned us of the underlying concerns of such de-
ception (including misplaced trust, replacing human care) [27, 28],
and is something we should not be sidelining as we design the
next generation of conversational agents. In doing so, we also need
to critically question the power relation between the agents and
humans, and how creating human-like agents can impact users’
autonomy [26].

3.3 Reinforcing stereotypes in our society
Looking closely at the personas described above (e.g., Google As-
sistant, XiaoIce), we see a common thread that these agents are
modeled after young women, who are typically portrayed as having
an assistant or “butler” like subservient roles [4, 17]. Kim et al.’s
participants also designed their healthcare agents to be submissive
and docile. But what happens when this agent is female and is
portrayed as submissive and docile? Will this reinforce negative
gender stereotypes and also marginalize non-binary individuals,
as some researchers begin to argue [4, 20, 30, 32]? We argue that
examining the persona that designers create – which play a key
role in determining the voice of the agent and programmed con-
versations [11]– is key to understanding alternatives to existing,
sometimes problematic, approaches.

Gender, as described above, has been recognized as a trait embod-
ied in many personas in ways that may reinforce negative stereo-
types. There is much work to be done to understand how personas
and personalities might inadvertently be perpetuating other harm-
ful stereotypes that are yet to be unveiled. For example, most of the
personas we reviewed had no explicit mention of race or region.
While not having these traits makes sense in a way, since it is not a
living thing to have such qualities, but what does it mean to design a
fictional human-like character that does not have a race or belong to
a particular region? Looking at this through the lens of racial blind-
ness perpetuated through technology (which enables unintentional
racism through claims of ignoring race) [13], one could argue that
the default normal might be aWhite Woman from the West. In other
words, not explicitly mentioning race for a human-like conversa-
tional agent might still be reinforcing certain dominant stereotypes.
As we create such human-like personas for agents, we should ask
if our approach is in the interest of a more equitable society. Would
the interactions resulting from the dominant persona be perceived
as meaningful by users who are racially diverse and from diverse
geographical locations? Will it reinforce the default for all users?
Even though some emerging work shows racial preferences might
not disappear in human-agent interaction [18], we still continue
to follow a race blind approach to designing conversational agents.
Future work needs to further investigate approaches to create (or
perhaps not create) agent personality/persona in ways that do not
reinforce such stereotypes in our society.
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