
Reactive Symbolic Planning and Control in Dynamic Adversarial
Environments

Laya Shamgah, Tadewos G. Tadewos, Ali Karimoddini, Albert C. Esterline

Abstract— Satisfaction of both safety and reachability in
dynamic environments is a complex problem due to the
competitive interactions of the system with its environments.
The presence of adversarial objects, particularly when little
information about their dynamics and intentions is available,
makes the problem more challenging. This paper addresses
path planning and control of autonomous vehicles involved
in a dynamic adversarial reach-avoid scenario. In the studied
scenario, there are two non-cooperative vehicles with the
competitive objectives “reaching a target and avoiding the
other vehicle” for one of them, called attacker, and “protecting
the target and capturing the opponent vehicle” for the other
one, called defender. In the proposed solution, first, a discrete
version of the problem is formally captured by Linear Temporal
Logic formulas. Using a temporal game structure and µ-
calculus formulas, two algorithms are developed to find discrete
strategies that guarantee both safety and reachability. Finally,
a novel correct-by-design hybrid controller is proposed to
generate smooth control signals that preserve the satisfiability
of these requirements of interest.

Keywords: Reach-avoid; Symbolic planning and control;
Adversarial environment; Temporal logic; Reactive synthesis

I. INTRODUCTION

Classical motion planning techniques are developed to de-
sign trajectories from a starting point to a specific destination.
With technological advances in control, computation, and
communication tools, it has become possible to consider
more complex environments and scenarios. For example,
static obstacles and no-fly zones can now be avoided by
the vehicles under control. The combination of these two
objectives (reaching the desired point and avoiding static
obstacles) has led to the emergence of new path planning
scenarios called reach-avoid problems [1], [2]. For these
sophisticated scenarios, more advanced control techniques
are required to achieve extra levels of reliability, robustness,
and efficiency. An interesting recent trend in Robotics society
is to employ and connect Temporal Logics [3], [4], and
Hybrid Control Systems [5]–[8], together with their fast
developing tools. Linear Temporal Logic (LTL) formulas [9]–
[11] makes it possible to formally describe requirements,
such as safety and reachability, in different scenarios (e.g.,
persistent monitoring [12], search and rescue [13], etc.).
Combined with hybrid control techniques, symbolic control
approaches [14], [15] generate correct-by-design, computa-
tionally efficient solutions for robot motion planning and
control problems, particularly when the environment does
not change [16]–[18]. However, in practice, the environment
is dynamic. Addressing a problem where there exist non-
cooperative agents in the environment is beyond the scope
of the developed techniques for static environments.

This paper, therefore, targets for planning and control of
autonomous vehicles being driven in dynamic adversarial
environments where there exit moving objects with intercept-
ing and adversary intents, with many practical applications,
for example, a flight collision avoidance [19], or an air-
to-air combat [20]. Specifically, we consider a dynamic
reach-avoid scenario involving two competing vehicles: the
attacking vehicle, which aims to reach a target region while
avoiding the other vehicle, and the defending vehicle, which
aims to capture the attacking vehicle to protect the target.
The existing methods either formulate the dynamic reach-
avoid problem as a pursuit-evasion game [21]–[24], or use
probabilistic formulations [25]–[27] to minimize a cost func-
tion that is defined based on the probability distribution of
the moves of dynamic obstacles. More recently improved
techniques formulate the reach-avoid problem as differen-
tial zero-sum games [28], [29], and use Hamilton-Jacobi
reachability analysis to obtain winning strategies against
the behavior of the defenders. Although these numerical
methods are very successful in solving static reach-avoid
problems, they suffer from several limitations in dealing with
the dynamic version of the problem. These methods provide
an open-loop solution according to the initial positions of
the vehicles, without incorporating real-time information
feedbacked from the opponent vehicle. This will result in
conservative solutions in the absence of information about
the opponent’s actions.

This paper addresses the dynamic reach-avoid problem
by developing a correct-by-design controller for the vehicle
under control to reactively respond to adversarial actions of
the opponent vehicle, while also avoiding static obstacles and
no-fly zones. For this purpose, a hybrid symbolic planning
technique is developed over a rectangular partitioned envi-
ronment. We, then, effectively capture the assumptions about
the environment and requirements of the vehicle under con-
trol using LTL formulas in the form of General Reactivity(1),
GR(1), [30]–[32]. This allows us to handle the reactive nature
of the reach-avoid problem while synthesizing a discrete
supervisor that is guaranteed to win the game. Our focus in
this paper is to design a controller for the attacker. However,
the solution can be similarly synthesized for the defender in
a symmetric way if the intention is to control the defender.
Compared to our preliminary results in [33] and [34], in this
paper, we have calculated winning initial regions from which
the attacker can start the mission and win the reach-avoid
game. For this purpose, the dynamic reach-avoid problem
is formulated as a two-player game. Appropriate operators
are introduced to find the safe and winning solution of the
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game as a fixed-point of these operators through an iterative
process. It is proven that the solution of the formulated game
exists. An algorithm is provided to implement the proposed
technique that is proved to return the solution within a
finite number of iterations. After finding the winning initial
regions, an algorithmic approach is provided to extract the
winning strategies for an initial position through which the
attacker can reach the target before being captured by the
defender.

Finally, a novel hybrid controller is designed to generate
control signals for executing the winning strategies by driv-
ing the attacker to win the reach-avoid game while respecting
the dynamics of the system. In this paper, we consider
the dynamics of the attacking autonomous vehicle modeled
with a class of multi-affine nonlinear systems of the form
ẋ = f(x) + Bu which describes well-known models like
Euler, Volterra, Lotka-Volterra equations, attitude and veloc-
ity control systems for autonomous vehicles, such as aircraft
and underwater vehicles. Commonly, the continuous signals
generated from symbolic controllers over partitioned spaces
are discontinuous, as it is observed in [35], which may cause
discomfort and negatively impact the actuators and reduce
the reliability of the system [36], [37]. However, a salient
feature of the proposed hybrid controller is the smoothness
of the generated control signals, which is achieved by the
proper control of the vector field when the system moves
over the edges of partitions while guaranteeing the execution
of the high-level discrete commands.

The rest of the paper is organized as follows. Section
II formulates the dynamic adversarial reach-avoid problem.
Section III provides the formal descriptions of the reach-
avoid problem and captures the assumptions about the envi-
ronment and requirements of the vehicle under control using
LTL formulas. In Section IV, the reach-avoid problem is
formulated as a two-player game, based on which initial
winning regions are calculated. Section V synthesizes the
high-level winning strategies that can lead the vehicle under
control to win the game for any action of the opponent
vehicle. Section VI constructs a hybrid controller, which
generates smooth control signals to drive the vehicle under
control to execute the winning strategies. Section VII pro-
vides the simulation results, and Section VIII concludes the
paper.

II. PROBLEM DESCRIPTION

A dynamic reach-avoid scenario consists of two vehicles:
an attacking vehicle, which aims to reach a target while
avoiding collision with another vehicle, and a defending
vehicle, which aims to prevent the attacking vehicle from
reaching the target, by capturing it. A general schematic for
this game is illustrated in Fig. 1.

In this paper, we address the problem of path planning and
control for the attacking vehicle in a dynamic reach-avoid
scenario. However, the results can be similarly extended for
the defending vehicle in a symmetric way.

Fig. 1. A general schematic of a dynamic reach-avoid problem.

A. Operation Region

We assume that the vehicles operate within a 2-D bounded
region Ω ⊂ R2 and never leave this region. In the dynamic
adversarial reach-avoid problem, the attacker tries to reach
the target while keeping a safe distance from the defender.

Definition 1: The minimum safe distance between the
attacker’s position, xa, and the defender’s position, xd, is
δD. If ‖xd − xa‖ < δD, it is assumed that the attacker is
captured by the defender.

Definition 2: The minimum desired distance between the
attacker’s position, xa, and the target’s position, xt, is δT . If
the attacker approaches the target such that ‖xa−xt‖ < δT ,
it is assumed that the attacker has captured the target.

Consider the rectangle P = {x ∈ R2|a1 ≤ x1 ≤ b1, a2 ≤
x2 ≤ b2} be the minimum rectangle which embraces the
region Ω. To manage the complexity of the reach-avoid
problem, we employ symbolic motion planning techniques
by rectangular partitioning of P . We set the length of the
partitions as:

δ = min{ δD√
2
,
δT√

2
} (1)

where δD and δT are defined in Definitions 1 and 2.
This will partition P into nm disjoint squares Pij , where

Pij = {x ∈ P |a1 + (j − 1)δ ≤ x1 ≤ a1 + jδ and b2 − iδ ≤
x2 ≤ b2 − (i − 1)δ}, where (a1, b2) are the coordinates of
the top-left corner of P .

B. Discrete Information over the Partitioned Space

We assume that the positions of both vehicles are known
during the game. We define the following sets of Boolean
propositions:

A = {aij} , i ∈ {1, . . . , n}; j ∈ {1, . . . ,m}
D = {dij} , i ∈ {1, . . . , n}; j ∈ {1, . . . ,m} (2)

The sets A and D include propositions about the positions
of the attacker and the defender, respectively. At each time,
only one of the elements of these sets is True and the rest
are False. The indices of these true elements are equivalent
to the partitions where the vehicles are located. For example,
a12 = True means that the attacker is in partition P12.
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We also define a proposition ead which is True whenever
the distance of the attacker and the defender is less than
δD, i.e., ‖xa − xd‖ < δD. Similarly, we define eat as a
proposition, which is True if the distance of the attacker
and the target is less than δT , i.e., ‖xa − xt‖ < δT .

C. Attacker’s Continuous Dynamics

Here, we assume that the attacking vehicle’s model is
represented by a class of nonlinear systems, called multi-
affine, which can be written as:

ẋ(t) = f(x(t)) +Bu(t) (3)

where x(t) ∈ Rn describes the position of the system, u(t) ∈
U ⊂ Rq is the control input, B ∈ Rn×q is a constant matrix,
and the function f(x) is affine in each of elements of x as
presented in the following:

f(x) = f(x1, ..., xn) =
∑
i

ci
∏

j=1,··· ,n
x
bij
j (4)

where bij ∈ {0, 1} and ci ∈ Rn.
We also assume that the velocities of both vehicles are

bounded by Um.
Planning for the attacker in a dynamic reach-avoid sce-

nario, the aim is to reach the target before being captured
by the defender. The first question is whether this goal is
feasible, or under what conditions the attacker will win this
adversarial game. This is described in Problem 1:

Problem 1: Consider a reach-avoid scenario with the
partitioned region P , a defending vehicle with the initial
position xd(0) ∈ Pd0 , and an attacking vehicle with the
continuous dynamics described in (3). The attacker aims
to reach a target at position xt before being captured by
the defender. Obtain the set of guaranteed winning initial
positions W a

init from which the attacker can eventually win,
i.e. ‖xa − xt‖ < δT , before being captured by the defender,
i.e., always ‖xa − xd‖ ≥ δD.

If a solution for Problem 1 exists, the next step is to control
the attacker and drive it to win the reach-avoid game:

Problem 2: Assume the initial position of the attacker is
xa(0) ∈W a

init. Design a controller to generate a trajectory
xa(t) ∈ P that satisfies the attacker’s objective which is to
reach the target, i.e., ∃tw ≥ 0 such that ||xa(tw)−xt(tw)|| <
δT , while avoiding the defender with initial position xd(0),
i.e ∀0 ≤ t ≤ tw, ||xa − xd|| ≥ δD.

III. FORMAL REPRESENTATION OF THE DYNAMIC
ADVERSARIAL REACH-AVOID USING VIA TEMPORAL

LOGIC

In this section, we use Linear Temporal Logic (LTL)
to formally describe the dynamic adversarial reach-avoid
problem. This allows us later to check the feasibility of a
winning strategy for the attacker, as stated in Problem 1,
and to synthesize a hybrid controller to address Problem 2.

A. Linear Temporal Logic

a) LTL Syntax: Linear temporal logic (LTL) formulas
[10] are constructed over a finite set of atomic propositions,

Σ, using the standard Boolean operators, negation (¬),
disjunction (

∨
), conjunction (

∧
), and the temporal operators,

next (©), until (U), eventually (♦), and always (�).
b) LTL Semantics: Consider an ordered sequence σ =

σ0σ1 . . . over propositions in Σ, where σi is the set of
propositions at position i. We say σ, i � ϕ if σ satisfies
a formula ϕ at position i.

Table I presents syntax and semantics of LTL formulas.
c) Interpretation of Boolean propositions: By inter-

pretation we mean assigning a truth value to a Boolean
proposition. The interpretation of a boolean proposition p is
either True (or equivalently 1), or False (or equivalently
0). Accordingly, we define ΠΣ as the set of all possible
interpretations of the variables in Σ.

B. LTL Specification for the Dynamic Reach-avoid Scenario

To capture the interactions of the attacker with environ-
ment (including the defender actions), we use a special class
of LTL formulas called General Reactivity(1), or simply
GR(1), ϕ = ϕe → ϕs, where ϕe contains all assumptions
about the environment and ϕs represents the assumptions on
the system and its desired behaviors. The formulas ϕe and
ϕs are formed by the conjunction of some sub-formulas in
all three forms of B, �B, and �♦B, where B could be a
Boolean or temporal formula.

Formulating the reach-avoid problem within GR(1) for-
malism, we consider the attacker, which we are going to
control, as the system and the defender as environment. This
can be captured by a GR(1) formula:

ϕ = ϕd → ϕa (5)

where ϕd and ϕa can be represented as:

ϕγ = ϕγinit ∧ ϕ
γ
sing ∧ ϕ

γ
term ∧ ϕ

γ
rul ∧ ϕ

γ
obs ∧ ϕ

γ
obj (6)

where γ ∈ {a, d} includes superscripts a and d for the at-
tacker and the defender, respectively. The sub-formulas ϕγinit,
ϕγsing , ϕγterm, ϕγrul, ϕ

γ
obs, and ϕγobj capture the initial condi-

tion, the singularity condition, the termination condition, the
transition rules, the obstacle avoidance requirements, and the
objectives of the vehicles, respectively. These sub-formulas
are described in the following:

1) Initial condition: Initially (based on Problem 1), the
defender is in Pd0 , with d0 = (id0 , jd0). Therefore, ϕdinit
can be described as:

ϕdinit = did0 jd0 ∧ ¬ead (7)

The attacker, however, could start from any of the parti-
tions as described by ϕainit:

ϕainit =
∨

(i,j)∈M

aij (8)

where M = {(i, j)|i ∈ {1, . . . ,m}, j ∈ {1, . . . , n}} is the
set of all indices of partitions in P . Later, we will find the
initial positions from which the attacker can win the game.

2) Singularity requirement: Each vehicle can physically
be only in one partition at each step. Hence, only one of the
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TABLE I
LINEAR TEMPORAL LOGIC (LTL) SYNTAX AND SEMANTICS

Syntaxes Description Semantics

p Boolean proposition σ, i � p ⇐⇒ p ∈ σ(i), for p ∈ Σ,
¬ϕ Boolean operator (Negation) σ, i � ¬ϕ ⇐⇒ σ, i 2 ϕ
ϕ ∨ ψ Boolean operator (Disjunction) σ, i � ϕ ∨ ψ ⇐⇒ σ, i � ϕ or σ, i � ψ
ϕ→ ψ Boolean operator (Implication) σ, i � ϕ→ ψ ⇐⇒ σ, i � ¬ϕ or σ, i � ψ
ϕ ∧ ψ Boolean operator (Conjunction) σ, i � ϕ ∧ ψ ⇐⇒ σ, i � ϕ and σ, i � ψ
©ϕ Temporal operator (Next) σ, i �©ϕ ⇐⇒ σ, i+ 1 � ϕ
ϕ U ψ Temporal operator (Until) σ, i � ϕ U ψ ⇐⇒ there exists k ≥ i s.t. σ, k � ψ and

σ, j � ϕ for all i ≤ j < k
♦ϕ Temporal operator (Eventually) σ, i � ♦ϕ ⇐⇒ there exists k ≥ i s.t. σ, k � ϕ
�ϕ Temporal operator (Always) σ, i � �ϕ ⇐⇒ for all k ≥ i, σ, k � ϕ

propositions aij can be True at each time. The same is true
for dij . We call this property the Singularity Requirement
which can be described as:

ϕγsing = �[
∨

(i,j)∈M

(γij ∧ (
∧

(`,k)∈M−{(i,j)}

¬γ`,k))] (9)

where γ ∈ {a, d}.
3) Termination requirement: Once either of the vehicles

achieves its goal (the attacker reaches the target and eat
becomes True, or the defender captures the attacker and
ead becomes True) the game terminates. In this case, both
players are required to stay at their last position.

The termination requirement for the attacker and the
defender γ ∈ {a, d}, can be described as:

ϕγterm = �[(eat ∨ ead) ∧ (
∧

(i,j)∈M

γij →©γij)] (10)

4) Transition rules:
a) Defender’s transition rules: First, we define the next

decision set for the defender POSTD(dij) for any dij , i =
1, · · · ,m, j = 1, · · · , n, as:

POSTD(dij) = {d`k|(`, k) ∈ (N ′d(Pij)−Obs)} (11)

where N ′d(Pij) contains all indices of the diagonal, vertical,
and horizontal neighbor partitions of Pij including itself, and
Obs includes all indices of obstacle regions.

Since from the perspective of the attacker, there is no
control on the transitions of the defender, we only assume
that the defender transits to one of its (diagonal, vertical, or
horizontal) adjacent partitions, which is not an obstacle or
target partition. The defender may also stay in its current
partition. These assumptions capture all possible behaviors
of the defender and can be described as:

ϕdrul = �[
∧

(i,j)∈M

(dij →
∨

(`,k)∈POSTD(dij)

©d`k) ∧ ¬ditjt ]

(12)
where (it, jt) is the index of the region where the target is
located.

The LTL formula in (12) indicates the strategies for the

evolution of defender propositions and basically states that
if the defender is in partition Pij , then for the next step,
it will either move to one of the adjacent regions which
is not obstacle or target, or stay in its current partition.
Therefore we consider all possible moves of the defender, as
our intention is not to assume any limitation on the transitions
of the defender.

b) Attacker’s transition rules: Here, we propose an
algorithm to derive the attacker’s transition rules to optimally
make decision and move over the partitioned space. For
this purpose, first, similar to the defender, we define the
next decision set for the attacker POSTA(aij) for any aij ,
i = 1, · · · ,m, j = 1, · · · , n, as:

POSTA(aij) = {ai′j′ |(i′, j′) ∈ (N ′a(Pij)−Obs− (i, j))}
(13)

where N ′a(Pij) contains all indices of the vertical and
horizontal neighbor regions of Pij , excluding the obstacle
partitions.

Then, we construct a finite two-player zero-sum game in a
matrix form based on the current position of the attacker, aij ,
and the defender, d`k. Let ai′j′ and d`′k′ to be two possible
next decisions of the attacker and the defender, respectively.
The vehicles share the same objective function, L, defined
as:

L(ai′j′ , d`′k′) = (14)
∞, if (i′, j′) = (`′, k′)

0, if (i′, j′) = (it, jt)

α‖(i′, j′)− (it, jt)‖+
β

‖(i′, j′)− (`′, k′)‖
, o.w.

where (it, jt) is the index of the region where the target is
located. In this game, the attacker is the minimizer player
while the defender is the maximizer. By using this game
configuration, the attacker tries to minimize the cost function
in (14) by maximizing the distance between two vehicles,
‖(i′, j′)− (`′, k′)‖, and by minimizing its distance from the
target ‖(i′, j′) − (it, jt)‖. If the attacker and the defender
are in the same region, we will have L = ∞, meaning that
the attacker looses the game, and if the attacker reaches the
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target, we will have L = 0, meaning that the attacker wins
the game. Either way, the game is over and the players should
remain in their last position. The parameters α, β ∈ R are
weight factors.

Lemma 1: [38] For any finite two-player zero-sum game
in a matrix form, there is at least one security decision.

Lemma 1 assures that a zero-sum game for different
configurations (positions of the vehicles) can provide at least
one security decision for the attacker to make. For example,
consider the current status of the game as shown in Fig. 2,
where the attacker is in Pij , and the defender is in Plk.
Since the attacker is under our control, we drive it to move
constantly and leave its current region by making a different
decision, until it reaches the target. Also, we assume that the
attacker exits its current region through the edges and not the
vertices. Therefore, at each step, the attacker has at most four
options to go next, excluding obstacle regions. In contrast,
the defender is out of our control and we must consider
all its possible behaviors. Accordingly, we assume that the
defender may go to either of the eight adjacent partitions
of its current partition excluding the obstacles or stay at its
current partition. For the specific case shown in Fig. 2, the
attacker has three options as one of the adjacent partitions,
Pi−1,j , is an obstacle. and the defender has six options as
three of its neighbor partitions are out of P . The matrix-game
for this situation is shown in Table II.

The rational strategy for the attacker is to minimize its
loss based on the most adversarial decision of the defender.
According to the matrix game in Table II, the best decision
for the attacker can be obtained as:

min
a′∈POSTA(aij)

{ max
d′∈POSTD(dlk)

{L(a′, d′)}} (15)

For all possible configurations, this game should be solved,
and the resulting strategies should be included in ϕdrul with
the following general structure:

ϕarul = �
∧

(i,j)∈M,(l,k)∈(M−{(i,j)})

(16)

[(aij ∧ dlk)→
∨

(f,g)∈Qij,lk

©afg]

where Qij,lk contains the solutions of (15) for the case that
the attacker is in aij and the defender is in dlk.

Proposition 1: For a dynamic reach-avoid scenario over a
region with n×m partitions, totally (nm(nm−2)) zero-sum
games need to be solved to obtain the transition rules of the
attacker.

Proof: For a n ×m partitioned region, there are nm
possible discrete positions for the attacker. Also, the defender
can be in nm possible discrete positions, but for two of them
the game is not valid: One case is when the defender is in
target region (we excluded this case and assumed that the
defender do not stay in the target region to avoid confusion
about the winning conditions), and the other case is when
the defender is in the same region of the attacker (when
the defender captures the attacker and wins). Hence, totally
for nm(nm − 2) permutations, zero-sum games should be

solved for which, based on Lemma 1, there exists at least
one decision.

5) Obstacle avoidance requirement: The set Obs contains
the indices of all obstacle partitions. The requirement that
the vehicles cannot enter these partitions is expressed in the
following temporal formula:

ϕγobs = �[
∧

(s,t)∈Obs

¬γst] (17)

where γ ∈ {a, d}.
6) Players’ objectives: The objective of the attacker is to

reach the target, which can be expressed as follows:

ϕaobj = �♦at (18)

where t is the index of the target region.
The objective of the defender can be written as �♦True

since the defender is not under our control, therefore, we
cannot make any assumptions about the defender’s objective.

IV. WINNING INITIAL POSITIONS

Here, we address Problem 1 by finding the set of winning
initial positions, W a

init, from which it is guaranteed that there
is at least one winning strategy for the attacker against every
possible behavior of the defender. For this purpose, based
on the captured specifications in (5), we model the dynamic
reach-avoid problem as a temporal game described as the
following Reach-Avoid Game Structure (RAGS):

RAGS =< S,A,D,Θa,Θd, ρa, ρd, ϕ
a
obj > (19)

where:
• S = A ∪ D is the set of Boolean propositions for this

game, where A and D are defined in (2). We define ΠA

and ΠD as the set of all interpretations of sets A and
D, respectively. For example, πa = (a11 = True, a12 =
False, . . . , anm = False) ∈ ΠA is an interpretation of
A. For any πa ∈ ΠA and πd ∈ ΠD, the state π =
(πa, πd) ∈ Π describes the positions of the vehicles at
a particular instance of the game, where Π = ΠA×ΠD

is the state space of RAGS.
• Θa = {πa ∈ ΠA|πa |= ϕasing} captures the set of all

possible initial positions of the attacker,
• Θd = {πd ∈ ΠD|πd |= ϕdinit ∧ ϕdsing} captures the

initial position of the defender, which is initially located
at Pid0 ,jd0 ,

• ρd = {((πa, πd), π′d) ∈ ΠA × ΠD × ΠD | σ = ππ′ |=
ϕdsing ∧ ϕdterm ∧ ϕdrul ∧ ϕdobs, where π = (πa, πd),
π′ = (π′a, π

′
d), and π′a ∈ ΠA} is the defender’s

transition relation, and the sequence σ = ππ′ captures
two successive states of the game,

• ρa = {((πa, πd), (π′a, π′d)) ∈ ΠA × ΠD × ΠA ×
ΠD|(πa, πd, π′d) ∈ ρd and σ = ππ′ |= ϕasing ∧ ϕaterm ∧
ϕarul ∧ ϕaobs, where π = (πa, πd), π′ = (π′a, π

′
d)} is the

attacker’s transition relation,
• ϕaobj is the winning condition of the game.
Each state of RAGS, π ∈ Π, represents one position of the

attacker and one position of the defender over the partitioned
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ai′,j′−1 ai′+1,j′ ai′,j′+1

d`′,k′−1 L(ai′,j′−1, d`′,k′−1) L(ai′+1,j′ , d`′,k′−1) L(ai′,j′+1, d`′,k′−1)

d`′,k′ L(ai′,j′−1, d`′,k′) L(ai′+1,j′ , d`′,k′) L(ai′,j′+1, d`′,k′)

d`′,k′+1 L(ai′,j′−1, d`′,k′+1) L(ai′+1,j′ , d`′,k′+1) L(ai′,j′+1, d`′,k′+1)

d`′+1,k′−1 L(ai′,j′−1, d`′+1,k′−1) L(ai′+1,j′ , d`′+1,k′−1) L(ai′,j′+1, d`′+1,k′−1)

d`′+1,k′ L(ai′,j′−1, d`′+1,k′) L(ai′+1,j′ , d`′+1,k′) L(ai′,j′+1, d`′+1,k′)

d`′+1,k′+1 L(ai′,j′−1, d`′+1,k′+1) L(ai′+1,j′ , d`′+1,k′+1) L(ai′,j′+1, d`′+1,k′+1)

TABLE II
ZERO-SUM GAME MATRIX FOR DECISION-MAKING FOR THE EXAMPLE IN FIG.2

Fig. 2. A possible configuration of a reach-avoid game. The defender has six options (P`′,k′−1, P`′,k′ , P`′,k′+1, P`′+1,k′−1, P`′+1,k′ ,P`′+1,k′+1)
as three of its adjacent partitions (P`′−1,k′−1, P`′−1,k′ , P`′−1,k′+1) are out of region P . The attacker, on the other hand, must leave its current region
through edges, and has only three options (Pi′,j′−1, Pi′,j′+1, Pi′+1,j′ ) as one of its neighbor partitions, Pi′+1,j′ , is obstacle.

space. The objective is to explore and obtain a safe subset
of Π as the winning set of states, W , from which we can
guarantee that for any sequence of actions of defender, there
exists a sequence of attacker actions, which keeps the state
of the game in W and ends at Πt. In this way, we satisfy
both safety (by staying in W ) and reachability (by reaching
Πt).

A. The Solution of RAGS

To find the solution of RAGS, we formulate it as a
µ-calculus fixed-point problem with a solution W , which
contains all winning states of the RAGS. The solution to
Problem 1 is then a subset of W , in which the defender’s
initial position is fixed to did0 ,jd0 . For this purpose, we define
V ar = {X,Y } a set of rational variables. Each rational

variable is assigned to a specific subset of Π through the
function ξ : V ar → 2Π.

In [31], it is shown that the solution of a GR(1) game can
be found using µ-calculus. Compared to [31], we use lattice
theory to formally prove the existence and correctness of the
solution. The µ-calculus formulas are defined over S and
V ar as follows:

φ =: s | ¬s | X | ξ(X) | ¬φ | φ ∨ φ | φ ∧ φ (20)
| µX.ξ(X) | νX.ξ(X) | Pre(φ)

where,

• X ∈ V ar and s ∈ S,
• µ and ν are the least and greatest fixed-point operators,

respectively,
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• and for a positive monotone function ξ : V ar → 2Π,
we have1:

– µX.ξ(X) = ∪iXi, where X0 = ∅ and Xi+1 =
ξ(Xi)

– νX.ξ(X) = ∩iXi, where X0 = Π and Xi+1 =
ξ(Xi)

• Pre(φ) = {π = (πa, πd) ∈ Π | ∀π′d ∈
ΠD,∃π′a ∈ ΠA such that ((πa, πd), π

′
d) ∈ ρd,

((πa, πd), (π
′
d, π
′
a)) ∈ ρa, and π′ ∈ [[φ]]}, where [[φ]] =

{(π′a, π′d) | (π′a, π
′
d) |= φ} and π′ = (π′a, π

′
d) contains

the information about the next position of the attacker
and the defender.

Here, Pre(φ) computes the set of all the states from
which the attacker can make a single-step safe transition,
independent of the defender moves, where the new position
of the attacker, π′a, and the new position of defender, π′d, form
a state π′ = (π′a, π

′
d) consistent with φ. The transition rules

ρa and ρd impose the GR(1) formula in (5). We introduce
the function ξ(X,Y ) : 2Π × 2Π → 2Π as:

ξ(X,Y ) = (Πt ∧ Pre(Y )) ∨ Pre(X) (21)

where Πt = {π ∈ Π | π |= at ∧ ϕasing ∧ ϕdsing} contains
all the states that capture the situations when the attacker is
in the target partition whereas the defender can be in any
partitions.

The solution of RAGS is the set of winning states W
which can be represented as the following µ-calculus for-
mula,

W = νY.µX.ξ(X,Y ) (22)

In (22), the greatest fixed-point operator, νY , calculates
the states that are safe for the attacker (not being captured
by the defender), while the least fixed-point operator, µX ,
starts from Πt ∧ Pre(Y ) with the most recent updated Y ,
then, recursively and in a backward way computes the set of
states from which the attacker can reach one of the states in
Πt ∧Pre(Y ). In this way, the solution of the game satisfies
both safety and reachability.

Algorithm 1 implements the recursive procedure in
νY.µX.ξ(X,Y ) through two while loops by initially setting
X = ∅ and Y = Π. Then, the inner-loop finds the least fixed-
point of ξ(X,Y ) for a given Y , and the outer loop calculates
the greatest fixed-point of the function ξ′(Y ) = µX.ξ(X,Y ).

The procedure starts with Y = Π assuming that all the
states of RAGS are safe. The inner-loop (lines 8-12) starts
from mX[0] = Πt ∧ Y and finds mX[i + 1] = mX[i] ∨
Pre(X) until mX[i] = mX[i − 1] producing the sequence
mX[0],mX[1], · · · ,mX[maxi]. The final set mX[maxi]
contains all the reachable states to the target. However, the
safety requirement for these states (not being captured by the
defender) is not guaranteed yet.

1Intuitively the least fixed-point operator starts by under-approximation
and converges to the solution by consecutively expanding the initially under-
approximated solution. In contrary, the greatest fixed-point operator starts by
over-approximation and converges to a solution by consecutively reducing
the initially over-approximated solution.

Algorithm 1: Winning Regions Calculation
Input : RAGS =< S,A,D,Θa,Θd, ρa, ρd,�♦at >
Output: W = winning states, W a

init = winning initial
positions

1 Let i, j := 0
2 Let X := ∅; Y := Π
3 do
4 mY [j] := Y
5 j := j + 1
6 X := Πt ∧ Pre(Y )
7 i := 0
8 do
9 mX[i] := X

10 X = X ∨ Pre(X)
11 i := i+ 1
12 while (mX[i− 1] 6= X);
13 maxi = i− 1
14 Y := mX[maxi]
15 while (Y 6= mY [j − 1]);
16 maxj = j − 1
17 Let W := mY [maxj]
18 Let W a

init = {aij |∃(πa, πd) ∈W, πa |= aij and
πd |= ϕdinit}

19 Return W a
init, W , mX

The outer loop checks if mY [j] is the greatest fixed-point
of the function µX.ξ(X,Y ), i.e., if mY [j] = mY [j − 1].
This is equivalent to finding the safe reachable states. For
this purpose, the unsafe regions are removed from the initial
approximation of the least fixed-point mX[0] (line 6). Then,
the least fixed-point mX[maxi] is recomputed in the inner-
loop (lines 8-12), which is an approximation of the greatest
fixed-point mY [j]. This will be used to update the initial
approximation of the least fixed-point mX[0], from which
the unsafe states should be removed again. This recursive
process will result in a sequence of approximations of the
greatest fixed-point mY [0],mY [1],mY [2], · · · in the outer-
loop until mY [j] = mY [j − 1].

Finally, we let W = mY [maxj], where W contains all
winning permutations so that for any finite sequence of
actions of the defender π1

d, π
2
d, ..., π

n
d , there exists a safe

(non-colliding) sequence of attacker actions π1
a, π

2
a, ..., π

n
a ,

ending in any target states πna |= at}, while πk = (πka , π
k
d)

remains in W , k = 1, . . . , n.
Once W is calculated, for a particular initial position

of the defender did0 jd0 , we can calculate the set W a
init =

{aij | πa |= aij and ∃(πa, πd) ∈W,πd |= ϕdinit}.

B. Discussion on the correctness and termination of the
algorithm

Next, we show that Algorithm 1 returns the solution of
RAGS after a finite number of iterations, but first, we need
the following definitions and lemmas.

Definition 3: A pair
〈
Σ,�

〉
is a partially ordered set

(poset), where Σ is a set and � is a partial order relation.
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Definition 4: [39] A poset
〈
Σ,�

〉
is a lattice if for any

finite Z ⊆ Σ we have supZ, infZ ∈ Σ. If this property
holds for any arbitrary Z ⊆ Σ, then

〈
Σ,�

〉
is a complete

lattice. Clearly, any lattice
〈
Σ,�

〉
over a finite set, Σ, is

complete.
Lemma 2: The poset

〈
2Π,⊆

〉
is a complete lattice, where

Π is the state space of RAGS in (19).
Proof: The set Π is finite, so is 2Π. Therefore, to prove

that
〈
2Π,⊆

〉
is a complete lattice, it suffices to show that it

is a lattice. For any power set 2Σ, we have sup(2Σ) = Σ and
inf(2Σ) = ∅. We also know that for any Z ⊆ 2Σ, we have
supZ ⊆ sup2Σ. This means that supZ ⊆ Σ, concluding that
supZ ∈ 2Σ as all subsets of Σ are a member of 2Σ. Similarly,
since we have infZ ⊆ Σ, then infZ ∈ 2Σ. Therefore,〈
2Π,⊆

〉
is a lattice, and since 2Π is finite, it is a complete

lattice.
Lemma 3: Functions ξ(X,Y ) = (Πt∧Pre(Y ))∨Pre(X)

and ξ′(Y ) = µX.ξ(X,Y ) are positive monotone.
Proof: First, we prove the positive monotonicity of

ξ(X,Y ) with respect to both X and Y . All Boolean op-
erators, including conjunction (∧) and disjunction (∨), are
increasing, except for negation (¬). The function ξ(X,Y )
does not have any negation, and hence to prove positive
monotonicity of ξ(X,Y ), we only have to show the operator
Pre(∗) is increasing. Let, Z1 ⊆ Z2. Then pre(Z2) =
pre(Z1) ∪ pre(Z2\Z1), implying that pre(Z1) ⊆ pre(Z2).
Therefore, for any X1 ⊆ X2 and Y1 ⊆ Y2, we have
ξ(X1, Y1) ⊆ ξ(X2, Y2).

Now, we show that ξ′(Y ) is positive monotone. According
to (20), ξ′(Y ) = µX.ξ(X,Y ) = ∪i=0ξ

i(X,Y ), where
ξ0(X,Y ) = X , and ξi+1(X,Y ) = ξ(ξi(X,Y ), Y ). For any
X and any Y1 ⊆ Y2, since ξ(X,Y ) is positive monotone,
we have:

Y1 ⊆ Y2 ⇐⇒ ξ(X,Y1) ⊆ ξ(X,Y2) (23)

⇐⇒ ξ(ξi(X,Y1), Y1) ⊆ ξ(ξi(X,Y2), Y2)

⇐⇒ ∪i=0ξ
i(X,Y1) ⊆ ∪i=0ξ

i(X,Y2)

⇐⇒ µX.ξ(X,Y1) ⊆ µX.ξ(X,Y2)

⇐⇒ ξ′(Y1) ⊆ ξ′(Y2)

Theorem 1: [Existence of solution] The least fixed-point
of ξ(X,Y ) = (Πt ∧ Pre(Y )) ∨ Pre(X) and the greatest
fixed-point of µX.ξ(X,Y ) exist.

Proof: a) First we show that over the complete lattice〈
2Π,⊆

〉
, the least fixed-point of the function ξ(X,Y ) with

respect to X exists.
Let prefix = {X | ξ(X,Y ) ⊆ X} with the greatest lower

bound p. We show that p exists and is the least fixed-point
of ξ with respect to X .

Since
〈
2Π,⊆

〉
is a complete lattice, p = inf(prefix)

exists. Then, for any X ∈ prefix, we have p ⊆ X .
Since, ξ is positive monotone and X ∈ prefix, we have
ξ(p, Y ) ⊆ ξ(X,Y ) ⊆ X , meaning that ξ(p, Y ) is a lower
bound of prefix. As p is the greatest lower bound of prefix,
ξ(p, Y ) ⊆ p, which means p ∈ prefix.

In addition, since ξ(X,Y ) is positive monotone, from

ξ(p, Y ) ⊆ p we have ξ(ξ(p, Y ), Y ) ⊆ ξ(p, Y ). As a result,
ξ(p, Y ) ∈ prefix and given that p is the greatest lower
bound, p ⊆ ξ(p, Y ).

From the above derivations, we have ξ(p, Y ) ⊆ p and
p ⊆ ξ(p, Y ), which implies that p = ξ(p, Y ). Therefore,
provided that any fixed-point is a member of prefix and p
is the greatest lower bound of this set, we can conclude that
p is the least fixed-point of ξ.

b) Now, we show that the greatest fixed-point of ξ′(Y ) =
µX.(Πt ∧ Pre(Y ))∨ Pre(X) exists. Let post = {Y | Y ⊆
ξ′(Y )} with the least upper bound q. We show that q is the
greatest fixed-point of ξ′(Y ).

Since
〈
2Π,⊆

〉
is a complete lattice, q = sup(post) exists.

Then, for any Y ∈ post, we have Y ⊆ q. Since, ξ′ is positive
monotone and Y ∈ post, we have Y ⊆ ξ′(Y ) ⊆ ξ′(q),
meaning that ξ′(q) is an upper bound of post. As q is the
least upper bound of post, q ⊆ ξ′(q), which means q ∈ post.

As ξ′(Y ) is positive monotone and q ⊆ ξ′(q), then ξ′(q) ⊆
ξ′(ξ′(q)). As a result, ξ′(q) ∈ post and given that q is the
least upper bound, ξ′(q) ⊆ q.

From the above derivations, we have ξ′(q) ⊆ q and q ⊆
ξ′(q), concluding that q = ξ′(q). Therefore, provided that
any fixed-point is a member of post and q is the least upper
bound of this set, we can conclude that q is the greatest
fixed-point of ξ′, which also serves as the solution of the
game as q = νY.ξ′(Y ) = νY.µX.ξ(X,Y ).

Theorem 2: The solution of RAGS can be implemented
through a finite search.

Proof: As proved in Theorem 1, the least and greatest
fixed-points of ξ and ξ′ exist. Also, based on Lemma 3, both
functions ξ and ξ′ are positive monotone, which allows us to
use (20) to calculate these fixed-points through an iterative
process. Next, we show that Algorithm 1 returns the solution
of RAGS after a finite number of iterations.

According to (20), we can calculate the least fixed-point of
ξ(X,Y ) as µX.ξ(X,Y ) = ∪iXi where Xi+1 = ξ(Xi, Y ) =
(Πt∧Pre(Y ))∨Pre(Xi) = X1∨Pre(Xi) and X0 = ∅. This
recursive procedure is implemented within the inner-loop of
Algorithm 1 (lines 8-12). The variable X is being updated in
line 10 as X = X∨Pre(Xi) to form X = ∪iXi until Xi =
Xi−1, which can happen when Pre(Xi) = Pre(Xi−1), i.e.,
no other state can be added to X . Since, X = X ∨Pre(Xi)
is monotonically increasing over the finite set Π, this inner-
loop either ends at X ⊂ Π, or continues until X = Π.

Similarly, according to (20), we can calculate the greatest
fixed-point of ξ′ as νY.ξ′(Y ) = ∩jYj where Yj+1 =
ξ′(Yj) = µX.ξ(X,Yj) and Y0 = Π, as implemented in the
outer-loop of Algorithm 1 (lines 3-15). Since ξ′ is positive
monotone, for any two successive approximation of the
greatest fixed-point Yj+1 ⊆ Yj , we have ξ′(Yj+1) ⊆ ξ′(Yj).
Since, Y0 = Π and Y1 = µX.ξ(X,Y0) ⊆ Π, we have
Y1 ⊆ Y0. Therefore, starting from Y0, we will have a
decreasing sequence Y0, Y1, · · · over the finite set Π until
Yj = Yj−1. Therefore, the outer-loop will terminate after a
finite number of iterations.
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Fig. 3. A schematic of the sets mX[i] ∈ mX for i = 1, · · · ,maxi.

V. HIGH-LEVEL PLANNING

Assume that the attacker is initially located in Pi0j0 . If
ai0j0 ∈ W init

a , then there exists a winning strategy for the
attacker against any behavior of the defender. Therefore,
we can control the attacker to win the game to address
Problem 2. We solve this problem in two steps: first, in this
section, we use the winning set, W , to extract the winning
strategies over the partitioned environment. Then, in the next
section, using the resulting winning strategies, we construct
a hybrid controller to smoothly drive the attacker over the
operation region, P , to win the game.

To extract the winning strategies, having the result of
Algorithm 1 including the winning states W of the game
structure RAGS, Algorithm 2 obtains the winning strategies
for the attacker by constructing the transition relation ρ′

over the winning set W . The transition relation ρ′ can be
constructed by refining ρ as the following:

ρ′ =

maxi⋃
i=1

(
(mX[i] ∩ ¬mX[< i]),mX ′[< i])

)
(24)

where:
•
(
(mX[i] ∩ ¬mX[< i]),mX ′[< i])

)
∈ ρ,

• ρ = {
(
(πa, πd), (π

′
a, π
′
d)
)
| ((πa, πd), π

′
d) ∈

ρd, ((πa, πd), (π
′
d, π
′
a)) ∈ ρa},

• mX[i] is the set of intermediate winning states obtained
from Algorithm 1 (mX[0] ⊆ Πt and mX[maxi] = W ),

• mX[< i] = ∪l∈[1,··· ,i−1]mX[l],
• mX ′[< i] = mX[< i]−mX[< i− 1],
• ¬mX[< i] = W −mX[< i].
To construct the winning strategies, ρ′, we start in a

backward way and find the transitions from the states in
mX[1] ∩ ¬mX[< 1] = mX[1] − mX[0] to the states in
mX ′[< 1] = mX[0] ⊆ Πt. Similarly, at the ith step, we find
the possible transitions from the states in mX[i]∩¬mX[< i]

(the red area in Fig. 3) to the states in mX ′[< i] = mX[<
i] −mX[< i − 1] (the green area in Fig. 3). At the end of
this process, we will have the set of the winning strategies,
ρ′, which is achieved by revising the original ρ so that by
following ρ′, the attacker wins the game against all possible
moves of the defender.

Algorithm 2: Winning Strategies
Input : ρ, maxi, mX , W
Output: ρ′: Transition Relation

1 ρ′ = {
(
(πa, πd), (π

′
a, π
′
d) ∈ ρ

)
|(πa, πd) ∈

mX[0], and ((π′a, π
′
d)) ∈W}

2 Let mXp = mXp′ = mX[0]
3 forall r ∈ {1, · · · ,maxi} do
4 ¬mXp = W −mXp
5 ρ′ = ρ′ ∪ {

(
(πa, πd), (π

′
a, π
′
d) ∈ ρ

)
| (πa, πd) ∈

mX[r] ∩ ¬mXp, (π′a, π′d) ∈ mXp′}
6 mXp′ = mX[r]−mX[r − 1]
7 mXp = mX[r] ∪mXp
8 end
9 Return ρ′

The relation ρ′ might not be deterministic, as, for some
defender decisions, there may exist different winning options
for the attacker. Therefore, in Algorithm 3, we make the
transition relations of the attacker deterministic by selecting
the best action of the attacker that is the move to a safe
region which is the closest to the target.

VI. HYBRID CONTROLLER SYNTHESIS

In order to drive the attacker to achieve its objective, the
high-level plans achieved in the previous section, should be

2dist(π′a, πt) = ||(ia, ja)− (it, it)||, where π′a |= aiaja , π
′
t |= aitjt
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Fig. 4. The proposed hybrid controller structure.

Algorithm 3: Deterministic Winning Strategies
Input : ρ′, W
Output: δa: Deterministic Transition Relation

1 δa = ∅
2 forall (πa, πd) ∈W do
3 Γ = {π′a|∃π′d, ((πa, πd), (π′a, π′d)) ∈ ρ′}
4 Pick π′min from argmin

π′
a∈Γ

dist2(π′a, πt)

5 δa = δa ∪ {((aij , dlk), ai′j′)| πa |= aij and πd |=
dlk and πmin |= ai′j′}

6 end
7 Return δa

converted to continuous control signals. For this purpose, we
propose a hybrid controller, shown in Fig. 4 as follows:

H = (Q,Z,W, Y, fH , Init, Inv, δ, γ) (25)

where:

• Q = A × S is the set of discrete states of the hybrid
controller, where A is defined in (2) and s ∈ S =
{Rest, Stay, Left, Right, Up,Down} is the previous
high-level command of the controller (with the assump-
tion that the controller is initially at the Rest situation).

• Z = t is the continuous state of the controller, which
captures the time.

• W = Ω × D is the input set of the controller. For any
input (x, dij) ∈W , x ∈ Ω is the state (position) of the
(attacker) system, and dij ∈ D is the position of the
defender.

• Y is the output of the control system (the input to the
attacker).

• fH = ṫ = 1 is the vector field.
• Init = (a0, s0, t0) is the initial state of the hybrid

control system, where a0 ∈ W a
init, s0 = Rest, and

z0 = t0 = 0.
• Inv : Q → Z × Ω assigns to each state of the hybrid

controller an invariant set, where Inv(q = (aij , s)) =
{(t, x)|x ∈ Pij}.

• δ : Q × W → Q is the transition relation. δ(q =
(aij , s), w = (x, d`k)) = (ai′j′ , s

′) = q′ if there
exists a wining transition δa(πa, πd) = π′a (defined
in (19)), where πa |= aij , πd |= d`k, π′a |= ai′j′ ,
and s′ ∈ S is the proper discrete output (high-level
command) to guide the attacker from Pij to Pi′j′ , where
s′ = ς(aij , ai′j′) can be found from:

ς(aij , ai′j′) =



Stay, if i′ = i, j′ = j

Down, if i′ > i, j′ = j

Right, if i′ = i, j′ > j

Up, if i′ < i, j′ = j

Left, if i′ = i, j′ < j

(26)

• γ : Q × Z × W → Y is the output map function,
where γ(q, t, x, d) = ĝ(x, t). For any q and d, we design
ĝ(x, t) in Section VI-A.

Assume that the attacker is currently in region Pij ∈ P and
the discrete state of the hybrid controller H is q = (aij , s).
The proposed hybrid controller observes the behavior of the
defender and based on the defender’s position, d`k ∈ D,
triggers a discrete transition from Pij to Pi′j′ , denoted by
δ(q, d`k) = q′. To move to the new state q′, when the
attacker and the defender are in the partitions Pij and
P`k, respectively, we design a smooth control signal u =
ĝ(x, t) = γ(aij , s, t, x, d`k). Since we have considered all
possible transitions (decisions) of the defender in Algorithms
1 and 2, all actions of the defender will be reacted by
an action of the attacker with a smooth control signal,
leading the attacker to win the game. The mechanism for
the generation of a smooth control signal is discussed next.
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A. Smooth Continuous Control Signal Generation

Having the discrete transitions (high-level plan), we should
generate a continuous path for the attacker. Knowing that the
dynamics of the attacker is multi-affine given in (3), we can
take advantage of an important property that the value of a
multi-affine function g(x), inside a polygon can be described
as a unique convex combination of its values at the vertices of
that polygon [35]. To mathematically describe this property,
consider a two-dimensional rectangular partition Pij = {x ∈
P |(a1 + (j − 1)δ ≤ x1 ≤ a1 + jδ) and (b2 − iδ ≤ x2 ≤
b2− (i−1)δ)}, where (a1, b2) are the coordinates of the top
left corner of P . For the rectangle Pij , we define the set of
vertices, Vij :

Vij = {v1
ij , v

2
ij , v

3
ij , v

4
ij} (27)

where

v1
ij =

(
a1 + (j − 1)δ

b2 − iδ

)
, v2
ij =

(
a1 + jδ
b2 − iδ

)
(28)

v3
ij =

(
a1 + jδ

b2 − (i− 1)δ

)
, v4
ij =

(
a1 + (j − 1)δ
b2 − (i− 1)δ

)
We also define the set of facets, Eij , as:

Eij = {e1
ij , e

2
ij , e

3
ij , e

4
ij} (29)

where the facets e`ij and their corresponding outward unit
normal vector nT` , ` = 1, · · · , 4 are defined in the following:

e1
ij = {x ∈ Pij |x2 = b2 − iδ}, nT1 = (0,−1) (30)

e2
ij = {x ∈ Pij |x1 = a1 + jδ}, nT2 = (1, 0)

e3
ij = {x ∈ Pij |x2 = b2 − (i− 1)δ}, nT3 = (0, 1)

e4
ij = {x ∈ Pij |x1 = a1 + (j − 1)δ}, nT4 = (−1, 0)

The graphical visualization of the vertices and facets is
provided in Fig. 5. Now, it can be verified that at any point
x inside Pij , the value of g(x) can be written as follows:

g(x) =
∑

`=1,··· ,4

λ`(x, v
`
ij)g(v`ij) (31)

where g(v`ij) is the control value at the vertex v`ij , and:

λ`(x, v
1
ij) =

1

δ2
(a1 + jδ − x1)(b2 − (i− 1)δ − x2) (32)

λ`(x, v
2
ij) =

1

δ2
(x1 − a1 − (j − 1)δ)(b2 − (i− 1)δ − x2)

λ`(x, v
3
ij) =

1

δ2
(x1 − a1 − (j − 1)δ)(x2 − b2 − iδ)

λ`(x, v
4
ij) =

1

δ2
(a1 + jδ − x1)(x2 − b2 − iδ)

Remark 1: It can be simply verified that∑
`=1,··· ,4 λ`(x, v

`
ij) = 1.

By using the aforementioned properties and designing the
feedback control signal u = Bg(x), the vector field of the
system in (3) will be h(x) = f(x) + Bg(x). Since both
functions f and g are multi-affine, h is a multi-affine function
as well.

In order to construct the control signal u = Bg(x) to

implement a discrete command s ∈ S, we first, determine
g(v) at the vertices v ∈ Vij . These can be selected in a
way that the vector field at the vertices, h(v) = f(v) +
Bg(v), has the values given in Table III. In this table, βu > 0
is a constant determined by the upper-bound of the control
signal u. Therefore, having the values of the vector field at
the vertices, h(v), and the system function f(v), the control
values at the vertices will be:

Bg(v) = h(v)− f(v) (33)

TABLE III
VECTOR FIELD VALUES h(v) OVER THE VERTICES FOR DISCRETE

COMMANDS s ∈ S

s h(v1) h(v2) h(v3) h(v4)

Stay βu

(
1
1

)
βu

(
−1
1

)
βu

(
−1
−1

)
βu

(
1
−1

)
Down βu

(
1
−1

)
βu

(
−1
−1

)
βu

(
−1
−1

)
βu

(
1
−1

)
Right βu

(
1
1

)
βu

(
1
1

)
βu

(
1
−1

)
βu

(
1
−1

)
Up βu

(
1
1

)
βu

(
−1
1

)
βu

(
−1
1

)
βu

(
1
1

)
Left βu

(
−1
1

)
βu

(
−1
1

)
βu

(
−1
−1

)
βu

(
−1
−1

)

Once we found the control values at the vertices, at any
point x, the control signal u = Bg(x) can be designed by
substituting the control values at the vertices into (31). Using
this controller, the resulted vector field, h(x) = f(x) +
Bg(x), for the system in (3) will drive it to transit from
a rectangle to a desired adjacent rectangle. The proof is
similar to [8] and [35]. The problem is when the hybrid
controller requires the system to move from Pij to Pi′j′ , the
implementation of this transition may cause a discontinuity in
the value and direction of the control signal, from gold(x, θ

−)
to gnew(x, θ+), where gold and gnew are generated control
signals when the hybrid controller is at q = (aij , s) and
q′ = (ai′j′ , s

′), respectively, and θ is the time when the
discrete command resets upon entering a new region Pi′j′ .
This may accordingly cause a discontinuity in the vector
field,

h(x) = f(x) +Bg(x) (34)

In order to avoid such discontinuity in the vector field of
the system and the control signals during the transitions from
Pij to Pi′j′ , we propose to use the following smooth control
signal for x ∈ Pij :

ĝ(x, t) (35)

=
∑
v`∈VJ

λ`(x, v`)[(gnew(v`)− gold(v`))erf(γ(t− θ))

+ gold(v`)] +
∑

v`∈Vij/VJ

λ`(x, v`)gnew(v`)
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Fig. 5. The implementation of the discrete command s′ = Stay, after the command s = Right: The system moves to the right and enters Pij and stays
in this region. The values of the vector field hold(v) and hnew(v) are shown with red arrows at the vertices of the corresponding regions. Note that in
this case, no change is observed at the vector field at the vertices during this transition to Pij to execute the command Stay.

where VJ ⊆ Vij∩Vi′j′ is the set of common vertices at which
there is a jump in the control value, gold is the previous value
of the control signals at vertices before entering the region
Pij , and gnew is the value of the control signals after entering
Pij to drive the system to Pi′j′ . The values of control signals
g are calculated using (33). Here, θ is the time instance
when the system enters Pi,j , γ is the transition rate, and
the function erf (t) = 2/

√
π
∫ t

0
e−λ

2

dλ is a special function
of sigmoid shape with erf (t = 0) = 0 and erf (t ≥ 3) = 1.
Using the erf function, the change in the value of the vector
field at the common facet will be smooth. Accordingly, the
smooth control values will result in a smooth vector field:

ĥ(x, t) = f(x) +Bĝ(x, t) (36)

Theorem 3: The proposed hybrid controller in (25) can
drive the system to any adjacent rectangle in a finite time,
or keep the system in any rectangle, by generating smooth
control signals in the form of (35).

Proof: By construction, from (35), the value of the
control signal ĝ is smooth despite the fact that the values of
g at the vertices on the common facet may change when the
system transits from one region to another region. Since ĝ
has no jump, so does ĥ = f +Bĝ.

Now, we need to show that using the proposed smooth
controller, the closed-loop system can implement any gener-
ated discrete command (stay in a rectangle or transit to an
adjacent rectangle) as it is discussed through the following
cases:

Case 1: The discrete command Stay: The discrete
command Stay requires the system to remain inside its
current partition. Without loss of generality, assume that the

system just moved from the region Pi0j0 to Pij following
the discrete command s = Right. Now, consider the new
discrete command is s′ = Stay. This has been shown in
Fig. 5.

To implement s′ = Stay, according to (33) and Table III,
we chose the value of g at the vertices so that:

hnew(v1) = βu

(
1
1

)
, hnew(v2) = βu

(
−1
1

)
(37)

hnew(v3) = βu

(
−1
−1

)
, hnew(v4) = βu

(
1
−1

)
The previous values of h at the common vertices for the

command Right are shown in Fig. 5. As it can be seen in
this figure, at two common vertices of these regions (v2

i0j0
≡

v1
ij and v3

i0j0
≡ v4

ij) the values of h(v) do not change, and
hence, hnew(v4

ij) = hold(v
4
ij) and hnew(v1

ij) = hold(v
1
ij).

Therefore, ĥ, calculated by (36), and h, calculated by (34),
will be the same.

We show that using (36) to construct ĥ, the system cannot
leave the region Pij from any of its facets, when the discrete
command is Stay.

The common facet between Pi0j0 and Pij , is e4
ij = {x ∈

Pij |x1 = a1 + (j − 1)δ} with the outer normal vector
nT4 = (−1, 0). With the values of hnew(v) defined in (37),
the vector field ĥ(x, t) at all the points over the facet e4

ij will
be:

ĥ(x, t) = h(x) =
∑

v`∈{v1ij ,v4ij}

λ(x, v`)hnew(v`) (38)
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Therefore, we have:

nT4 ĥ(x, t) = nT4 h(x) (39)
= (−1, 0)h(x)

= (−1, 0)
∑

v`∈{v1ij ,v4ij}

λ(x, v)h(v)

= −βu
∑

v`∈{v1ij ,v4ij}

λ(x, v)

= −βu < 0

as βu > 0.

This means that the vector field ĥ(x, t) = h(x) at all
points on the facet e4

ij is always toward the inside of the
rectangle, and hence, the system cannot exit the rectangle
Pij from this facet. Similar reasoning is valid for all other
three facets of this rectangle, meaning that the trajectories of
the system using the generated control signal, ĝ(x, t), never
exit Pij from any of its facets, and always remain inside this
partition.

Case 2: The discrete command Up:

Without loss of generality, assume that the system just
moved from the region Pi0j0 to Pij following the discrete
command s = Right. Now, consider the new discrete
command is s′ = Up, which rerquires the system to transit
to Pi′j′ . This has been shown in Fig. 6. We show that for
this case, with the generated control law ĝ and the resulting
vector field ĥ, the system exits Pij from the desired facet
e3
ij = {x ∈ Pij |x2 = b2 − (i − 1)δ}, with the outer normal
nT3 = (0, 1). For this purpose, based on (33) and Table III,
the values of the control signal at the vertices are selected
so that the values of the vector field h at the vertices are as
follows:

hnew(v1) = βu

(
1
1

)
, hnew(v2) = βu

(
−1
1

)
(40)

hnew(v3) = βu

(
−1
1

)
, hnew(v4) = βu

(
1
1

)
In general, if s = s′, no change in the value of h(v ∈ Vij)

will occur. However, if s 6= s′, a change in the direction
of the control value at the common vertices among the three
partitions Pi0j0 , Pij , and Pi′j′ , i.e., Vc = Vi0j0∩Vij∩Vi′j′ , is
inevitable. For example, here, since s = Right 6= s′ = Up,
it can be easily verified that the value of the vector field
changes at the common vertex Vc = Vi0j0 ∩ Vij ∩ Vi′j′ =
{v3
i0j0
≡ v4

ij} as shown in Fig. 6. At this vertex, we have:{
hold(v

3
i0j0

) = βu(1,−1)T ; when x ∈ Pi0j0
hnew(v4

ij) = βu(1, 1)T ; when x ∈ Pij
(41)

Hence, at this vertex, we have hnew(v) − hold(v) =
(0, 2βu)T . For all other vertices, there is no jump in the
values of the vector field as shown in Fig. 6.

Applying the control law in (35), the smoothened vector

field inside the region Pij will be:

ĥ(x, t) =
∑

v∈Vij/VC

λ(x, v)hnew(v) (42)

+
∑
v∈VC

λ(x, v)[(hnew(v)− hold(v))erf(γ(t− θ))

+ hold(v)]

Now we show that starting from any x ∈ Pij , the system’s
trajectory cannot leave Pij from any of its facets other than
e3
ij . Consider, for example, the facet e1

ij = {x ∈ Pij |x2 =
b2− iδ} with the outer normal vector nT1 = (0,−1). At any
points x on the facet e1

ij , we have:

nT1 ĥ(x, t) = (0,−1) ĥ(x, t) (43)

= (0,−1)
∑

v∈{v1ij ,v2ij}

λ(x, v)hnew(v)

= −βu
∑

v∈{v1ij ,v2ij}

λ(x, v)

= −βu < 0

This means that the system trajectories cannot leave the
rectangle Pij from the facet e1

ij . Similar reasoning is valid
for all other facets except the desired exit facet e3

ij .
Now, consider the facet e3

ij = {x ∈ Pij |x2 = b2 − (i −
1)δ}, with the normal outer vector nT3 = (0, 1). Next, we
show that the vector field at all points inside the region Pij
will have a positive value along with nT3 , guaranteeing that
the system trajectories will leave the partition from e3

ij in a
finite time.

Knowing that VC = {v4
ij}, for any x ∈ Pij from (42), the

vector field will be:

ĥ(x, t) =
∑

v∈{v1ij ,v2ij ,v3ij}

λ(x, v)hnew(v) (44)

+ λ(x, v4
ij)[(hnew(v4

ij)− hold(v4
ij))erf(γ(t− θ))

+ hold(v
4
ij)]

According to (41), hnew(v4
ij) − hold(v

4
ij) = (0, 2βu)T ,

and hold(v
4
ij) = βu(1,−1)T . Also, erf(γ(t − θ)) = 1 for

(t− θ) ≥ 3/γ. Therefore, for t ≥ θ + 3/γ, we have:

ĥ(x, t) =
∑

v∈{v1ij ,v2ij ,v3ij}

λ(x, v)hnew(v) (45)

+ βuλ(x, v4
ij)(1, 1)T

According to (40), for v ∈ {v1
ij , v

2
ij , v

3
ij}, we have

nT3 hnew(v) = (0, 1)hnew(v) = βu. Therefore,

nT3 ĥ(x, t) = βu
∑

v∈{v1ij ,v2ij ,v3ij}

λ(x, v) + βuλ(x, v4
ij) (46)

= βu
∑
v∈Vij

λ(x, v) = βu > 0

We showed that the system cannot leave Pij from any
of the facets other than e3

ij . We also showed that for all
the points inside the region Pij , after the transition time,
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Fig. 6. The implementation of the discrete command s′ = Up, issued after the command s = Right. By the discrete command s = Right, the
system leaves Pi0j0 and moves to the right and enters Pij . Then, after the discrete command s′ = Up, the system moves up toward the region Pi′j′ .
The values of vector field hold(v) (when the system was at Pi0j0 ) and hnew(v) (when the system is at Pij and moves toward Pi′j′ ) are shown
with red arrows at the vertices of the corresponding regions. A change can be observed in h at the common vertex among the three regions, v4ij , as
hold(v

4
ij ≡ v3i0j0 ) 6= hnew(v4ij).

t ≥ θ+ 3/γ, we have nT3 ĥ(x, t) > 0. We then can conclude
that with the command s′ = Up, the system will leave
Pij from the facet e3

ij , when s = Right. For all other
sequences of discrete commands, a similar argument can be
made, concluding that the control law ĝ in (35) generates
a smooth vector field ĥ which smoothly drives the system
to exit from the desired exit facets based on the discrete
command s′ ∈ {Left,Right,Down,Up}.

VII. SIMULATION RESULTS

Consider a dynamic reach-avoid scenario with an attacking
vehicle with the continuous dynamics ẋ = u, where x ∈
P = [0, 12] × [0, 12] and u ∈ U = [−2, 2] × [−2, 2]. For
the simplicity, assume that δT = δD = 2

√
2, which results

in the partitioning length δ = 2 according to (1). The target
is located at xt = (5, 9)T ∈ P35. Also, there are three static
obstacles in partitions P13, P23, and P44, which the vehicles
have to avoid. Here, we consider three different cases where
the defender is either in region P31, P61, or P14.

We present the solutions of Problems 1 and 2 using
the proposed framework. The first problem is to find the
winning initial regions for the attacker to win the game using
the proposed algorithms. For this purpose, a RAGS game

structure is formulated according to (19). Given this game
structure as input, Algorithm 1 is executed and has resulted
in winning initial states W a

init for the three scenarios with
different initial positions of the defender, as shown in Fig. 7.

Remark 2: The obtained winning set W a
init for each sce-

nario shows the set of initial positions from which the
attacker can win the game for any action of the defender.
However, it does not necessarily mean that the attacker could
not win starting from other partitions, as it depends on the
behavior of the defender. In other words, for bad actions of
the defender, the attacker still can win the game starting from
outside W a

init but it is not guaranteed, and it depends on the
actions of the defender.

Next, we solve Problem 2 to construct a hybrid controller,
H, in the form of (25) to generate control signals for the
control of the attacker in order to win the game. Such a
controller is realizable only if the initial position of the
attacker is in the set of winning initial partitions W a

init.
For this purpose, first, we execute Algorithm 2 to obtain
the winning discrete strategies to make a decision on the
transitions over the partitions. Then, the hybrid controller
H in (25) is constructed. This controller is used for three
arbitrary behaviors of the defender for which the resulting
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(a) xd(0) ∈ P31 (b) xd(0) ∈ P61

(c) xd(0) ∈ P14

Fig. 7. The winning initial regions, Wa
init, for three different scenarios with different initial positions of the defender. If the attacker starts from any

point in Wa
init, by applying the proposed controller, it is guaranteed that the attacker will reach the target before being captured by the defender. The red

triangles show the initial positions of the defender, the green stars show the positions of the target, and the blue dashed regions show the winning initial
set for the attacker.

trajectories are shown in Fig. 8.
As it can be seen in Fig. 8, the proposed hybrid controller

H is able to generate a winning continuous path for the
attacker, in reaction to adversarial behaviors of the defender.
Further, for the three discussed examples in this section, the
smooth control signals are shown in Fig. 9.

VIII. CONCLUSION

This paper developed a hybrid symbolic control technique
to addresses the path planning and control of autonomous

vehicles involved in a dynamic adversarial reach-avoid sce-
nario. The temporal logic formula in the form of GR(1) for-
mat was used to describe all assumptions and requirements
of interacting vehicles in a dynamic form. The reach-avoid
problem was then formulated as a two-player. Based on the
target’s position and the initial position of the defender, the
solution of the game was found using µ-calculus operators
over a complete lattice, which consists of winning initial
regions from which the attacker can win the game for
any action of the defender. The winning strategies were
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(a) (b)

(c)

Fig. 8. Simulation results for three different games, in which the attacker has started from one of the regions in winning initial regions shown in Fig. 7,
and has won the game (reached the target before being captured by the defender).

(a) xd(0) ∈ P31 (b) xd(0) ∈ P61 (c) xd(0) ∈ P14

Fig. 9. The control signals for the attacker, in scenarios (a), (b), and (c) in Fig. 8, with no discontinuity.

then extracted. A smooth hybrid controller was designed
to execute the winning strategies. Illustrative examples and

simulation results were provided.
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