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ABSTRACT. We study the stability with respect to a broad class of perturbations of gapped ground
state phases of quantum spin systems defined by frustration-free Hamiltonians. The core result of
this work is a proof using the Bravyi-Hastings-Michalakis (BHM) strategy that under a condition of
Local Topological Quantum Order (LTQO), the bulk gap is stable under perturbations that decay
at long distances faster than a stretched exponential. Compared to previous work we expand the
class of frustration-free quantum spin models that can be handled to include models with more
general boundary conditions, and models with discrete symmetry breaking. Detailed estimates
allow us to formulate sufficient conditions for the validity of positive lower bounds for the gap that
are uniform in the system size and that are explicit to some degree. We provide a survey of the
BHM strategy following the approach of Michalakis and Zwolak, with alterations introduced to
accommodate more general than just periodic boundary conditions and more general lattices. We
express the fundamental condition known as LTQO by means of the notion of indistinguishability
radius, which we introduce. Using the uniform finite-volume results we then proceed to study the
thermodynamic limit. We first study the case of a unique limiting ground state and then also
consider models with spontaneous breaking of a discrete symmetry. In the latter case, LTQO
cannot hold for all local observables. However, for perturbations that preserve the symmetry, we
show stability of the gap and the structure of the broken symmetry phases. We prove that the GNS
Hamiltonian associated with each pure state has a non-zero spectral gap above the ground state.
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1. INTRODUCTION

1.1. Stability of the ground state gap. The main object of study in this paper is the gap above
the ground state of Hamiltonians of the form

H(s)=H + sV,

where H is a finite-range frustration free quantum spin Hamiltonian with a gap above its ground
state, and V is a perturbation described by an interaction ® of which the decay at long distances
is upper bounded by a stretched exponential. The goal is to prove a lower bound for the ground
state gap for H(s) for sufficiently small s under a set of conditions on H and its ground states. The
existence of a positive lower bound for |s| < s, for some sp > 0, uniformly in the system size, is
referred to as stability of the ground state gap. Good introductions to the mathematics of quantum
spin systems can be found in ,,.

A gap above the ground state in the spectrum of a quantum many-body Hamiltonian is a
signature property that has important implications for the physics of the system described by
that Hamiltonian. For example, it is well known (and proven) that it quite generally implies
exponential decay of correlations in the ground state . In one dimension, a non-vanishing
gap for the infinite system implies the split property , which in turn plays a crucial role in
definition of a topological index for symmetry protected topological phases [86-88|]. More generally,
the presence of a spectral gap features as an assumption in the theories classifying topological
phases of matter and the derivation of the quantum Hall effect and similar
properties .

To prove existence of a gap and, in particular, to obtain a positive lower bound uniform in
the system size, is in general a hard problem. It was shown in that the question whether
an arbitrary translation-invariant, frustration-free, nearest-neighbor two-dimensional quantum spin
model has a gap above the ground state or not, is undecidable in the technical sense. That result,
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however, has only limited bearing on what we can learn mathematically for specific classes of
systems. There are a number of examples in the literature of such systems for which the question has
been settled [1,11}|16}43}/44,64-66,91,/92]. For one-dimensional frustration-free systems arguments
to prove a gap have been extended even further [2,23,39,[59}/61}/62,70,(77,184,/98]. The stability
results of Bravyi, Hastings, and Michalakis significantly amplify the class of models for which one
can prove a spectral gap uniform in the system size [21,22}|72]. In this work, we employ the Bravyi-
Hastings-Michalakis (BHM) strategy to expand the class of models for which a gap can be proved
even further.

Early results on the stability of the ground state gap have typically been framed as perturbation
theory for the ground states of quantum spin systems. These were usually focused on a specific
model or a limited class of models [19}33}34,40,54,69,(105]. The growing interest in topologically
ordered ground states, however, raised the general stability as a crucial question for their possible
experimental observability and utilization as quantum memory. To address stability it is important
to look for an approach that allows for the widest possible class of perturbations. Mathematically,
the perturbations are described by an interaction involving arbitrary k-body terms and that belongs
to a suitable Banach space, the norm of which expresses interaction strength and the decay at long
distances.

The Toric Code model [55] was the first test case for proving this type of stability in the presence
of topological order. It has a unique frustration-free ground state on the infinite lattice Z? [4], but
finite systems have multiple ground states and the ground state degeneracy is strongly dependent
on the boundary conditions. For clarity, we point out here that the Toric Code model on the infinite
lattice has other ground states that are not frustration-free and do not satisfy LTQO. These ground
states describe single anyons and can be classified in superselection sectors corresponding to the
anyon types present in the model, and the vacuum state given by the frustration-free ground
state [24].

The first proof of stability for the Toric Code model is by Bravyi, Hastings and Michalakis [21].
Klich addressed the same question in [58]. Bravyi and Hastings followed up with a streamlined
proof in [22]. Their proof applies to the class of frustration-free commuting Hamiltonians satisfying
a natural topological order condition. The term ‘commuting’ here refers to the fact that all terms
in the Hamiltonian commute, which holds for the general class of quantum double models defined
by Kitaev [55,56], and also for the Levin-Wen models [67].

To be able to cover more physically realistic models it was important to get rid of the restriction
to commuting Hamiltonians. This was achieved by Michalakis and Zwolak in [72]. In that work the
condition of Local Topological Quantum Order (LTQO) is introduced in essentially the same form
we will use it here. Other more restrictive notions of stability were investigated in [28}45,(97,99].
In the latter, the LTQO condition is either automatically satisfied or expressed in a different way
by the assumptions for the particular class of systems under consideration. In this work we will
focus on the BHM strategy and we refine the LTQO condition to obtain extensions of the stability
results in two directions, namely, (i) finite systems with other than periodic boundary conditions
and (ii) systems in which discrete symmetry breaking occurs.

A generalization we do not pursue in the this paper is the inclusion of models with unbounded
on-site Hamiltonians of the type considered in [41,|105] and unbounded interactions as in [37].
Frohlich and Pizzo introduced a method that handles a class of unbounded one-dimensional lattice
Hamiltonians with ease as long as the unperturbed ground state is unique and given by a product
state. The latter restriction excludes non-trivial order, topological or otherwise, and, naturally,
any version of an LTQO condition is automatically satisfied. In [36], Del Vecchio, Frohlich, Pizzo,
and Rossi prove analyticity of the ground state energy density for translation-invariant chains of
the same class.

There also has been recent interest in stability for fermionic lattice systems. We outlined a
BHM strategy for lattice fermions in [82], on which we plan to elaborate in a separate paper [80].
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Hastings sketched a related approach for perturbations of quasi-free fermion systems in [48], which
was elaborated upon by Koma in [60]. Another stability result for gapped quasi-free lattice fermion
systems was proved in [35]. The applicability of these results to topologically ordered systems with
gapless boundary modes remains unclear, and we will address this issue in [80].

We also mention that the stability question for irreversible dynamics with an exponentially
clustering invariant state has been addressed in [30].

Statements about the thermodynamic limit are highly relevant for the classification of gapped
ground state phases, including symmetry protected topologically order phases. For example, the
topological indices introduced in [86-88] are for infinite gapped systems. In this work we study
infinite systems as limits of sequences of finite systems. In this familiar approach, as an intermediate
step, one studies a sequence of finite systems for which estimates uniform in the system size can
be derived. This is described in more detail in the summary given in the next section. It is worth
noting that this does not cover all cases of interest since our ability to carry this out depends on
the existence of a uniformly positive gap for finite systems, which depends on knowing suitable
boundary conditions for which there are no gapless boundary states that may obscure the existence
of a bulk gap. Such boundary conditions are not known or even known to exist in all cases. They
may, in fact, not exist [102]. For this reason we will present a direct approach to the bulk gap in
the infinite system that bypasses this difficulty in a forthcoming paper [81].

1.2. The Bravyi-Hastings-Michalakis strategy and main results. In this section we will
sketch the general approach to proving stability of spectral gaps for quantum spin systems intro-
duced by Bravyi, Hastings, and Michalakis in [21], and streamlined and extended in [22,/72], to
which we will henceforth refer to as the BHM strategy. In this general overview, we do not spell
out the technical assumptions in detail, but focus instead on the overall structure of the main
arguments and the qualitative role of the basic assumptions. This will also allow us to point out
where the new contributions of this work are located in the overall scheme and we hope it will be
helpful to the reader. We believe that the BHM strategy combined with the results in this paper
and future enhancements will continue to extend its reach. Precise definitions, assumptions, and
statements of the results follow in later sections, see Section for an outline.

The class of quantum spin models under consideration are defined on a lattice I, which we
assume is a metric space that satisfies a regularity (finite-dimensionality) condition expressed by
requiring that the cardinality of balls does not grow faster than a power of their radius. Often
one can take [' = Z¥ with the lattice distance, as in done in the work of Bravyi, Hastings, and
Michalakis (BHM) [21},2272]. The generalization to general regular I is mostly straightforward and
of significance only when we consider various boundary conditions and study the thermodynamic
limit. BHM only consider finite systems with periodic boundary conditions.

The Hamiltonians can be written in terms of two interactions, n and @, that map each finite
subset X C T to a self-adjoint observable, n(X) and ®(X), that is supported in X. Formally,

(L.1) H(s) = 3 n(X) + s®(X),
X

where s € R is the perturbation parameter. The unperturbed model, H(0) defined by 7 alone, is
assumed to be finite-range, frustration-free, and with a gap in the spectrum above the ground state,
uniformly in the system size and subject to suitable boundary conditions. Stability, the property
we want to prove, means that there exists sop > 0, such that for all s with |s| < sg, H(s) has a gap
above its ground state that is bounded below uniformly in the system-size. See Section for a
detailed discussion.

Stability does not hold in general, of course. The BHM strategy assumes two essential conditions,
one on the unperturbed model H(0), and one on the perturbation ®. Due to the frustration-freeness,
the ground state space of the unperturbed model defined on a finite volume is given by the kernel of
the Hamiltonian. This kernel need not be one-dimensional and its dimension may grow unbounded
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as a function of system size. A stable gap above the ground state implies that the ground state
splitting by arbitrary perturbations is ‘non-essential’. In particular, the distinct ground states
should not be distinguished by any of the local perturbation terms since otherwise their energies
would split in first order of perturbation theory. A suitable indistinguishability assumption is
introduced by BHM which they refer to as topological order conditions. It is called Local Topological
Quantum Order (LTQO) in [72], which is the version we also use. To deal with more general
boundary conditions we found it useful to formulate it in terms of an indistinguishability radius
(see Definition [2.1]).

The second condition needed to prove stability is that & is sufficiently short-range. Roughly
speaking, we require that the interaction strength decays at least as fast as a stretched exponential
at long distances. Mathematically, this can be expressed by introducing a suitable Banach space
of allowed interactions ®. There is some freedom to choose n and ® given H(s), and this freedom
is useful for some arguments. In particular, we will make use of the notion of anchored interaction,
for which an interaction term is zero if its support is not a finite ball. See Section and Appendix
[A] for a detailed discussion of norms on interactions and a proof that certain useful choices for the
interactions have comparable norms. We note here that in [72] the main stability result is claimed to
hold for models on the lattice Z*, under perturbations that decay as a power law with an exponent
greater than v+ 2. We have not been able to verify this claim and explained in [83, Section VL.E.1,
page 62] why it may be erroneous.

The essence of the BHM strategy is a combination of something novel with something classi-
cal. The classical element is to use relative boundedness of a perturbation with respect to the
unperturbed Hamiltonian to show that gaps in the spectrum remain open for small coupling con-
stants. In [21,22] a relative norm bound is used. We use a relative form bound as in [72]. See
Section for a discussion of gaps and relative form bounds. The new ingredient is the quasi-local
‘quasi-adiabatic’ evolution, which is an s-dependent unitary transformation U(s), introduced and
pioneered by Hastings [46,/47,[51]. We studied this evolution in detail in [12], where we called it the
spectral flow. It has since been used in many other interesting applications [5-10,13-15.2550]. Its
two main features are that it is quasi-local and that it exactly transforms the ground state spaces of
H(s) into each other. Quasi-locality is expressed with a Lieb-Robinson bound, which holds for the
spectral flow in the same way as for physical dynamics generated by a short-range interaction [68].

The BHM strategy is to first apply the quasi-adiabatic evolution to H(s) and then prove a
relative bound for the transformed Hamiltonian, which of course has the same spectrum as H(s).
Concretely, one defines @(m, n, s), for each site = € I', such that

(1.2) U*(s)H(s)U(s) = H(0) + > ®(x,n,s)+ R(s) + E(s)1,

x,n>1

in which R(s) is a remainder term that vanishes in the thermodynamic limit, E(s) is a good
approximation of the perturbed ground state energy, and <i>(ac, n,s) has the following properties:
(i) ®(x,n,s) is supported in the ball centered at x with radius n; (i) || ®(x, n, s)| decays at least
fast as as a stretched exponential; (iii) ®(z,n,s) vanishes on the ground states of H(0). These
properties are proved in Sections |4 and [5] in which we use of the assumptions and the quasi-locality
properties of U(s). We refer to [83] for a detailed analysis of the latter.

As shown in Section (Theorem the properties of @, and some technical assumptions we
skip over here, imply that the perturbation it defines satisfies a relative form bound with respect
to H(0) of the form

(1.3) > (W, B, n, 5)v)| < [s|B(, H0)), €M,

r,n>1
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where [ is a constant that depends on the unperturbed model, a suitable norm of the perturbing
interaction ®, and on a choice of v € (0,7p), where 7y is the gap of the unperturbed system.
Specifically, 8 does not depend on the finite volume and s. As we explain in Section [3] this implies
stability of the gap in the spectrum above the ground state.

A topic not discussed in the work of Bravyi, Hastings, and Michalakis is the thermodynamic limit.
In preparation for studying the thermodynamic limit, we investigate sequences of finite systems for
which the estimates leading to the constant 8 in and the vanishing of the remainder term R(s)
in hold uniformly for a sequence of finite systems in Section @ The thermodynamic limit is
then discussed in Section [} We show that under assumptions for which the thermodynamic limit
of the dynamics exists, the ground states of the finite-volume systems converge to a unique pure
ground state of the infinite system and this state also satisfies LTQO for |s| < so (Theorem [7.2).
The lower bounds of the finite systems yields a lower bound for the gap in spectrum of the GNS
Hamiltonian above the ground state. This is shown in Theorem [7.4] and Corollary [7.5] The unitary
evolution U (s) leads to a strongly continuous co-cycle of automorphisms relating the ground states
at different values of s in the interval (—sg, sg). These are the automorphisms that implement the
notion of automorphic equivalence introduced in [12] and that appear in the definition of gapped
ground state phase [26,127,83].

The gap of the GNS Hamiltonian is often referred to as the bulk gap. It is interesting to note that
the applicability of our results includes cases where the gap for finite systems with open boundary
conditions tends to 0 as the system size tends to infinity, while the gap with periodic boundary
conditions is bounded below uniformly. Standard examples are given by the chiral edge modes in
a quantum Hall system and the topologically protected gapless edge states of quantum spin Hall
systems [52]. The connection between a bulk gap and continuous (gapless) edge spectrum has
been rigorously established in the single-particle context in [17]. An experiment on a physical two-
dimensional topological insulator with a bulk gap with gapless edge modes is described in [93]. A
two-dimensional spin toy model with gapless boundary excitations that are eliminated by periodic
boundary conditions was analyzed in [11].

In [81] we extend the stability result for the bulk gap further by proving the stability of the
gap for the GNS Hamiltonian directly, regardless of the behavior of the spectrum with particular
boundary conditions on an edge.

The last question we address in this paper is the situation in the presence of discrete symmetries.
Spontaneous symmetry breaking in the ground states is a common phenomenon and it is compatible
with a non-vanishing gap above the ground states, as well as topological order (the Goldstone
theorem shows that continuous symmetry breaking, however, is not compatible with a gap [63]).
In Section [8 we discuss in some detail how the BHM strategy can be adapted to the situation with
discrete symmetry breaking of three types: (S1) local symmetries such as spin flip, discrete spin
rotation, time-reversal etc; (S2) breaking of lattice translations to a subgroup leading to periodic
ground states; (S3) other lattice symmetries such as reflections and lattice rotations. In each of
these cases we show that, if the unperturbed model has the symmetry and it is spontaneously
broken in the ground states, then the spectral gap and the symmetry breaking are stable under
perturbations that possess the symmetry. This is the content of Theorem|[8.3] Examples of breaking
of each of the three types of discrete symmetry can be found in one-dimensional models with a
finite set if pure matrix product ground states. In Section [8.5| we show how the assumptions for
the general results are satisfied for this class of examples.

Next, we give a synopsis of the remaining sections and the two appendices of this paper, including
a concise summary of the main results.

1.3. Outline of main results and section summaries. We give a concise outline of the state-
ments of the main results and proof strategies.
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The first goal of this paper is to prove a quantitative, finite-volume spectral gap stability result
for Hamiltonians with the form

H(s)=H + sV.

As indicated above, we assume the unperturbed model H is defined by an interaction that is finite
range, uniformly bounded, frustration free, and has gapped ground states which satisfy an LTQO
condition. Additionally, we assume the interaction defining V has terms which decay at least as
fast as a stretched exponential. Briefly, in Sections we prove spectral gap stability via the
BHM strategy. More precisely, in Sections [] and [f] we perform a decomposition of a unitarily
equivalent Hamiltonian which enables the application of general perturbation theory results proven
in Section [3| In essence, these sections provide rigorous verification of the finite-volume Claim
see also the comments which follow this claim. Next, in Section [6] we describe classes of models for
which this gap stability result is seen to be uniform along increasing and absorbing sequences of
finite volumes. For these models, there is a well-defined notion of the thermodynamic limit, and in
Section [7] we extend gap stability to the corresponding GNS Hamiltonian. Notably, to accomplish
this we first prove that LTQQO is itself a stable property. Finally, in Section [§] we turn our attention
to models with discrete symmetry breaking and observe that the traditional notion of LTQO does
not hold. However, we show that if the unperturbed model satisfies a symmetry breaking LTQO
condition and if the perturbation respects the broken symmetry, then an analogue of the uniform
gap stability result holds and it extends to the GNS Hamiltonian as well.
We now turn to a more in-depth section summary.

Section 28 We introduce the main elements of the mathematical setting for quantum spin
systems, the notion of interaction, and the property of frustration-freeness in Section
Given the ground state space of a system, we define the indistinguishability radius, which is
used to express Local Topological Quantum Order, and discuss some examples. We review
F-norms on spaces of interactions, Lieb-Robinson bounds, and basic quasi-local estimates.
In Section [2.3| we give a precise definition of stability of the spectral gap. Section reviews
the Hastings generator and the spectral flow, which is the essential tool of the BHM strategy.
In Section we discuss how general interactions can be rewritten in anchored form, which
is often convenient and we discuss how this affects their norms.

Section Bt In Section we prove a general Level Repulsion Principle (Lemma , which
can also be seen as a variational principle for gaps. The proof of spectral gap stability uses
relative form bounds and we explain in some detail how this proceeds in the remainder
of Section Section gives a relative form bound for a special class of interactions
(Theorem [3.8)). This requires a regularity assumption on the lattice and the notion of
separating partitions to deal with general (non-commuting) Hamiltonians (Definition [3.7)).

Section [4t In Section [ we begin to implement the basic BHM strategy. Rather than study
the spectrum of the perturbed Hamiltonian H(s) directly, we consider the transformed
Hamiltonian ag(H(s)) where as(-) is the spectral flow automorphism. The main goal of
Section 4] is to begin a decomposition of as(H(s)) into a form suitable for an application
of the general perturbation theory results proven in Section [3| namely Theorem After
introductory preliminaries in Section this main goal is accomplished by proving two
results: Proposition in Section and Theorem in Section As detailed in
Section the bulk of the work in this section involves an appropriate choice of local
decompositions and a familiarity with quasi-locality estimates; the foundations of which we
considered in [83].

Section [Bt In Section [f] we complete the decomposition procedure we began in Section [
It is here that the structure of the unperturbed ground state space, and in particular, our
assumptions on local topological quantum order play a crucial role. The main content is a
proof of Theorem [5.1] and Theorem Theorem [5.1] establishes estimates on the remainder
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terms that arise from the decomposition of the transformed Hamiltonian, whereas Theo-
rem demonstrates that the remaining anchored interaction terms satisfy the necessary
constraints so that the general form bound estimate, see Theorem in Section [3.3] is
applicable.

Section [6t In Section [] we set the stage for considerations of the thermodynamic limit. In
fact, we consider assumptions for models, defined on an increasing and absorbing sequence of
finite volumes, which are sufficiently uniform so that the stability estimates hold uniformly
in these finite volumes. We characterize uniformity of the models with Definition [6.5| which
we refer to as perturbation models. We characterize uniformity of the estimates for these
models by Assumption which defines uniform perturbation models. The main results of
this section are Theorem and Corollary which both demonstrate forms of stability
for uniform perturbation models. In Section [6.3.1] we discuss some common cases where one
can verify that our model assumptions hold, and in Section [6.3.2] we discuss cases where
these stability arguments simplify, for example, in situations where the models of interest
have periodic boundary conditions.

Section [Tt We consider spectral gap stability in the thermodynamic limit for uniform per-
turbation models for which limiting dynamics exists and the ground states are everywhere
indistinguishable (see Definition . We show in Theorem and Corollary that the
perturbed models are also everywhere indistinguishable, and that their ground states con-
verge to a unique, pure infinite volume ground state. We establish a criterion for which
finite volume ground state indistinguishability implies a spectral gap of the associated GNS
Hamiltonian in Theorem [7.4] and Corollary

Section [8: We introduce two indistinguishability radii that can be used to prove stability
for several cases of discrete symmetry breaking. For uniform finite volume stability, it is
sufficient to consider the G-symmetric radius (see Definition . To recover the stability
of the GNS gap, one needs the stronger G-broken radius from Assumption We discuss
in detail how to adjust the BHM strategy to prove stability for a model with a broken gauge
symmetry which is proved in Theorem and explain how to modify this argument to
hold for cases of broken lattice symmetries in Section We conclude with Section [8.5
where we provide a class of examples with symmetry broken MPS ground states for which
our methods apply.

AppendixA} In Appendix [A] we provide some basic quasi-locality estimates with particular
emphasis on models defined by anchored interactions. More general results of this type are
described in detail in [83]. The main result is Theorem see also Corollary which
establishes a bound in F-norm on a quasi-locally transformed anchored interaction. Results
of this specific type enter the analysis of Section

AppendixBl We prove a lower bound on the indistinguishability radius for models with a
unique infinite volume MPS ground state in Section We then consider models with N-
distinct MPS ground states, and show that the conditions from Assumption for stability
in the case of symmetry breaking hold.

2. GENERAL FRAMEWORK AND AUXILIARY RESULTS

2.1. Introduction. Our aim in this paper is to present the current status of stability results for
quantum spin systems in considerable generality. This is not to say that all results are stated
under the most general conditions available to date. Attempting to do that would produce and
unreadable text and require an excessive amount of definitions and notations. Our emphasis is on
general ideas that work for large classes of systems and we illustrate the application of these ideas
by presenting detailed arguments that cover the known results and, in fact, allow us to provide a
number of generalizations and new results that can be obtained using the same principles.
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In support of this goal, we describe in this section the more or less standard mathematical
framework for studying quantum spin systems and discuss the basic notions that feature in the
stability properties of the spectral gap above the ground state(s). Some definitions generalize what
has appeared in the literature so far and in some cases we found it useful to discuss relationships
between different ways basic properties may be expressed. This is a bit more material than is
strictly needed to read the rest of the paper, but we hope some readers will find it useful.

2.2. Quantum Spin Systems. In this work, we study quantum spin models defined on a fairly
general class of discrete metric spaces (the ‘lattice’) in terms of a broad class of interactions (which
define the dynamics), a setting we now describe. While the interactions defining both the initial
system and the perturbation are static, the method of choice to study the spectrum of these
Hamiltonians relies on auxiliary dynamics generated by a time-dependent generator (the Hastings
generator of the so-called spectral flow). Therefore, we consider both time-independent and time-
dependent interactions in our setup.

We consider quantum spin systems defined on a countable metric space (I', d) that is v-regular,
meaning there is a non-negative integer v and constant x > 0 such that for any = € T',

(2.1) bz (n)| < kn",

where by(n) = {y € T' : d(z,y) < n}. If ' is a regular lattice, holds with v the lattice
dimension. At every site x € T', we associate a finite-dimensional Hilbert space ‘H, = C"=, and
denote by B(H.) the algebra of all bounded linear operators. We use Py(I") to denote the set of
all finite subsets of I', and for each A € Py(I") we define the state space and algebra of observables,
respectively, by

(2.2) Ha=QHs, A= Q) B(Ha) = B(Ha).

zEA TzEA

Some results will in fact hold more generally for systems with infinite-dimensional state spaces and
we will point this out where applicable.

For any two finite subsets Ag C A, there is a natural embedding Ay, — Ap via A= A® T4,
for all A € Ap,. With respect to this identification, the algebra of local observables is defined by
the inductive limit

(2.3) A= | A

XePo(T)

and the C*-algebra of quasi-local observables, denoted Ar, is given by the norm completion of A{E’C.

A quantum spin model is defined in terms of an interaction ®. In the time-independent case,
this is a map ® : Po(I') — ALC such that ®(X)* = ®(X) € Ax. The local Hamiltonian associated
to any A € Py(I") is the sum of all interaction terms supported on A, i.e.

(2.4) Hy= ) ®(X).

XCA
An interaction ® is uniformly bounded if

(255) sup [ ®(X)]| < oo,

XG'P()(F)
and finite range if there exists R > 0 such that ®(X) = 0 for any finite X with diam(X) > R. The
smallest such R for which this holds is called the range of the interaction. We will also consider
interactions ® that are frustration-free and have local topological quantum order (LTQO). These are
both properties on the ground states associated with the finite volume Hamiltonians. We describe
these properties in detail as they will be key assumptions for the main results of this work.
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2.2.1. Frustration-free Interactions. A frustration-free interaction is one where the ground states
of any finite volume Hamiltonian Hp simultaneously minimize the energy of all interaction terms
®(X), X C A. Said differently, up to shifting each interaction term, ®(X), by its ground state
energy, we say that an interaction ® : Py(T") — .A?C is frustration-free if the following two properties
hold:

i. ®(X) >0 for all X € Py(I').
ii. minspec(Hp) =0 for all A € Py(I').

It follows immediately from the definition that the ground state space of Hy is Gp := ker(Hy), and
that ¢ € G if and only if ®(X )y =0 for all X C A, i.e.

(2.6) Gr = [ ker(®(X)).

XCA

Let Pp denote the orthogonal projection onto Gp for any A € Pyo(I'). By identifying Hy, +—
Hp, @ Tp\p, € Ap for Ag C A, the above equation implies that Gy C Ga,. As a consequence, the
associated ground state projections satisfy

(2.7) PyPp, = Py, Py = Py.

This ground state projection property is a key feature of frustration-free interactions and will
frequently be used in our analysis.

2.2.2. Local Topological Quantum Order. A characteristic feature of topological order is the degen-
eracy of the ground state accompanied by the property that observables localized away from the
boundary of the volume do not (or barely) distinguish between different ground states. In the ab-
sence of a boundary (for example finite volumes considered with periodic boundary conditions, say
a torus) observables with support that is small with respect to the size of topologically non-trivial
closed paths in the volume similarly cannot distinguish between different ground states. It is this
feature that makes such systems candidates to serve as robust quantum memory: you can store
information by selecting a particular ground state without the danger that local perturbations will
erase that information. The robustness of this property requires that there is a gap in the spec-
trum above the ground state that does not vanish with increasing system size. In fact, the local
indistinguishability of the ground states itself implies that local perturbations to the Hamiltonian
will not affect the ground state energy, at least not up to high orders in perturbation theory.

This motivates the notion of local topological quantum order (LTQO), which describes this
property of local indistinguishability of the ground states in a quantitative way. LTQO is a central
condition for the stability results we present in this paper. The term LTQO was coined by Micha-
lakis and Zwolak in [72] but essentially the same property was first considered by Bravyi, Hastings,
and Michalakis in [21]. In these and other subsequent works, the authors only consider Hamiltoni-
ans with periodic boundary conditions and define their topological order condition specifically for
this situation. There are situations in which it is necessary or preferable to consider the ground
state problem for models with other boundary conditions. Therefore, in this paper we introduce a
more general LTQO condition built on the notion of an indistinguishability radius.

As before, for any finite volume A € Py(I"), we denote by Py the orthogonal projection onto the
ground state space of Hy = )y, ®(X), and denote by wy : Ax — C the ground state functional

(2.8) wa(A) = Te[PyA]/Tx[Py].

We define the indistinguishability radius of a site € A in terms of balls with respect to A. To
differentiate these from the balls in T', we use the notation b2(n) = {y € A : d(z,y) < n}. Since
b2 (n) = be(n) N A, we necessarily have |b2(n)| < kn” for all A € Py(T) and v-regular T.
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Definition 2.1 (Indistinguishability radius). Let © : R — [0, 00) be a non-increasing function. The
indistinguishability radius of Hy at x € A, denoted r(A), is the largest integer r$(A) < diam(A)
such that for all integers 0 < k < n < r$}(A) and all observables A € Apa iy

(2.9) 1Py () APy () — @A (A) Pop || < 103 (R)| [ A][2(n — ).

Loosely speaking, a system is said to have the LTQO property if, for fixed € ', the indistin-
guishability radius 7$}(A) — oo as the system size increases and the distance of z to the boundary
of A diverges.

Several comments are in order. First, the set of indistinguishability radii is a property of the
ground state space of the model and they obviously depend on the choice of the function 2. There
is no a priori obvious optimal choice. Both €2 and the radii, 7“;2, that appear in crucial estimates
are derived from computing a good upper bound on the left hand side of for the system under
consideration. Typically, one wants lim,_,~, 2(n) = 0. The rate of this convergence is related to
the vanishing dependence of local expectations on boundary conditions, see . Therefore, as
a second comment, we note that the indistinguishability radius r$}(A) depends not only on the
volume A but possibly also the choice of boundary conditions for the system. Finally, shows
that given any A € Ay, () and k << n < r$(A), the matrix Pyr)APya () 18 approximately a
multiple of Pya(,). This property, generally referred to as LTQO, does not require that the model
is defined by a frustration free interaction. In the case of frustration free models, however, we have
the following proposition, first proved in [72], which will be used when we apply LTQO further on.

Proposition 2.2. Let Hy be a frustration-free Hamiltonian Q : R — [0, co) be a non-increasing
function, and x € A. Then, for any 0 < k <n <r?(A) and A € Apr iy one has

(210) 4Pyl — AP < 1ATI/21b (F) 26 — ).
Proof. Since |a — b|? < |a? — b?| for any a,b > 0, first note that

2
4Pyl = 4P|

N

4Py 12 = 1 APy

IN

(2.11) 1Py y A" APy | = wn (A" A)| + ([ PAA* APy = wp (47 A)].

The result follows from individually bounding the terms on the RHS of (2.11). For any k£ < n <
r{(A), (2.9) holds, and we can estimate the first term of ([2.11]) as follows:

1Py A" APy oy | = a (A" A)| = |I1Pop oy A" APy ol = 0 (A" A) | Pap |
[Py () A" AP (ny — WA (A" A) Pya il
B2 AR~ k).

A

(2.12)

IN

For the second term of ([2.11)), using the same argument as above we have
[||PAA*APA|| — wp(A*A)| < ||PAA"APy — wp(A*A)Py||.

To simplify notation, let r = 7$2(A). Tt follows from the frustration-free property (2.7) that Py =
PrPya(ry = Bya(ry Pa, and therefore

[PAA APy — w(A"A)Pp[| < [ Pya () A" AP () — W(ATA) B |
(2.13) < b (R AIQ(r — k),

where we have again applied (2.9)). Since  is non-increasing and n < r, the bound in (2.10)) readily
follows. 0
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To illustrate the notion of indistinguishability radius we now give some examples of systems
where there is a natural choice for €2 and for which good estimates of the indistinguishability radii
can be given.

i.

ii.

iii.

iv.

LTQO by itself does not imply non-trivial topological order. Clearly, a system with a unique
ground state that is not sensitive to boundary effects will have large indistinguishability
radii but there will be no topological order of any kind. For example, consider a model with
finite volume Hamiltonians Hp that have a unique ground state given by a product vector
&.,cp bz, Where ¢, is independent of A. Then, one can take Q2 = 0 and r$}(A) = diam(A).

Frustration-free spin chains with a unique translation-invariant matrix product ground state
(e.g., the AKLT chain [2]) give an interesting class of examples that includes interesting cases
of symmetry-protected topological order [26,89[100]. As is shown in Appendix B} 2 can be
taken to be of the form Q(r) = Ce~"/¢, where £ can be taken to be the correlation length of
the MPS state. The indistinguishability radii depend on the boundary conditions as follows.
If A =[a,b] C Z is a finite interval with open boundary conditions, one can show

rYA) > min(|z —al, |b—z|) — ¢,

xT

for a suitable constant ¢, which depends on the model but not on A. For the model on a
ring of N sites, i.e., A = Z/(NZ), with periodic or twisted periodic boundary conditions,
we have, with the same (),

rYA) > |[N/2].

T

The Toric Code model, the simplest example of the quantum double models introduced by
Kitaev [5557], was the system that inspired the original LTQO-type conditions introduced
in [21,22]. It can be defined on a square lattice (I' = Z2), with qubits on each edge (H, = C?
for all x in the edge lattice, which is also a square lattice). The interactions are four-body
terms associated with elementary squares (plaquettes) and stars (four edges meeting in a
site). These interaction terms mutually commute, a situation often describe as a commuting
Hamiltonian.
For this model, one can take Q to be the step function of the form

2 if r <2
Qr) = L=
0 ifr>2

Again, precise estimates for the indistinguishability radii depend on the choice of boundary
conditions. For the model defined on a torus A = Z2/(N1Z x N»Z), one can show

rSYA) > min(Ny, Np) — 2.

In this case the indistinguishability radius, which does not depend on x, is essentially the
code distance, meaning, the number of bits one has to modify to make an unrecoverable
error. The case of general quantum double models was worked out in [32].

Levin-Wen models [67] are another interesting class of two-dimensional models with com-
muting Hamiltonians (in the sense of the previous example). Their LTQO properties are
similar to those of the Toric Code model and have been analyzed in [94].

It is easy to see that if a model has two or more ground states that can be distinguished by
a local observable A, as is the case for the Ising model, the indistinguishability radius $¢(A) will

T

be bounded or even vanish for any choice of ) that tends to zero at infinity. In Section [8 we will
consider spectral gap stability for models with discrete symmetry breaking. There we show that
by using a symmetry restricted notion of the indistinguishability radius, which only requiries (2.9))
for observables that satisfy a symmetry condition, one can also prove stability of the spectral gap
in models with multiple (distinguishable) ground states.
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2.2.3. Decay of Interactions, Lieb-Robinson Bounds, and Quasi-locality. Lieb-Robinson bounds for
the Heisenberg dynamics of time (in)dependent interactions will play a key role in these stabil-
ity results. In this section, we briefly review this topic. We first introduce the framework for
time-independent interactions, and then discuss time-dependent interactions. We conclude with a
statement of Lieb-Robinson bounds and a brief summary of quasi-local maps.

Lieb-Robinson bounds provide an upper bound for the speed of propagation of dynamically
evolved observable through a quantum lattice system. This estimate is closely tied to the locality
of the interaction in question, which we quantify using so-called F-functions. Given a countable
metric space (I', d), an F-function F : [0,00) — (0,00) is a non-increasing function that satisfies
the following two properties:

(i) F is uniformly-integrable, i.e.

(2.14) |F| = suIF)ZF(d(:U,y)) < 0.
re yer

(ii) F has a finite convolution coefficient,

— s Fd(z, 2))F(d(z,y))
(2.15) Cp = w,ygz; Fldey)

For a v-regular metric space (I', d), any function of the form

1
is an F-function with Cr < 26t F||. If T' = Z¥, one can take any ¢ > v. Given an F-function
F and any non-negative, non-decreasing, sub-additive function g : [0, 00) — [0,00), i.e. g(r + s) <
g(r) + g(s), the function

(2.17) Fy(r) = e 9" F(r)

is also an F-function with ||Fy|| < ||F|| and Cp, < Cr. We refer to such functions as weighted
F-functions. The special case of

—arf
eCLT’

=

are a particularly useful class of F-functions that will be frequently referenced in this work.

We use F-functions to define decay classes of interactions in terms of F-norms. Given an F-
function ' and an interaction ® : Po(I') — A, we say that ® € Bp if its F-norm is finite,
i.e.

(2.18) , with a >0, 0<6<1, and (>v+1

1

(2.19) [@]|F := sup =——— > [|®(X)] < oo
z,yel’ F(d(.’]}',y)) XEPO(F)
z,yeX

For example, if ® is a uniformly bounded, finite range interaction on a v-regular metric space, one
can easily check ||®||r < oo for any exponentially decaying F-function F(r) = e~ (1 + r)~¢ with
(>v+1landa>0.

From , it is useful to observe that for any z, y € I,

(2.20) Y. X)) < @llFF(d(x,y)),

XePo(I)
z,yeX

and in particular, || ®(X)|| < ||®||pF(diam(X)) for any X € Py(I") and ® € Bp.
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In certain contexts, it becomes natural to consider the decay of an interaction term ®(X') weighted
against the size of its support, |X|. In this situation, the m-th moment F-norm of the interaction
is relevant. Given an integer m > 0 this is defined to be

1

(2.21) @[, p = sup =——= > |X["@(X)],
x,yEF F(d(x7 y)) XGP()(F)
z,yeX

and we write ® € B when ||®||,, r < co. With this notation, it is clear that || ®||o,r = ||| F.

In our analysis, we also need to consider decay classes of continuous time-dependent interactions.
Given an interval I C R (possibly infinite), we consider time-dependent interactions ® : Po(I') x I —
Al for which

(i) (X, t)" = ®(X,t) € Ay for each t € I and X € Py(I).

(ii) ®(X,¢) is continuous in ¢ for all X € Py(T").
We note that there is no ambiguity in the notion of continuity above (i.e. weak, strong, norm) since
dim(Hx) < oo for every X € Py(I"). The local Hamiltonians for a time-dependent interaction are
defined analogously to the time-independent case, specifically

(2.22) Ha(t) = > ®(X,t), forall A€ Py(T) and t€I.
XCA

Furthermore, given an F-function F', we say that a time-dependent interaction ® belongs to Bp([)
if

1
(2.23) @] F(t) == sup ——— Y [®(X,t)] <o
z,yel’ F(d(x,y)) XePo(T)
z,yeX

and is locally bounded as a function of ¢. In this case, t — ||®| p(¢t) is measurable (as it is the
supremum of a countable family of measurable functions) and hence locally integrable. As in the
time-independent case, (2.23)) implies that for all t € I and z,y € T,

(2.24) o IeX )] < e F(d(x, ).

XePo(T)

z,yeX
The m-th moment F-norm, ||®||,,, #(t), and decay class B (1) for a time-dependent interaction are
defined analogously, i.e. by substituting || ®(X, )| for ||®(X)|| in (2.21).

One can use the F-norm of an interaction to bound the speed of propagation of observables

evolved under the Heisenberg dynamics. Given a finite volume A € Py(I") and any t,s € I, the
Heisenberg dynamics TtJ’\S : Ap — Ap associated with a time-dependent interaction ® is given by

(2.25) T (A) = Ua(t, s)* AUA(t, 5)
where U, (t, s) is the solution to
d
(2.26) %UA(t’ s) = —iHp(t)Ux(t,s), Ur(s,s) =1

In the case of a time-independent interaction, the Heisenberg dynamics is defined analogously by

replacing Hy (t) with Hy in (2.26]) above.
In the situation that ® € Bp(I) for an F-function F' on (I', d), one can prove the following
well-known quasi-locality estimate on th}s. A proof of this result can be found, e.g. in [83].

Theorem 2.3 (Lieb-Robinson Bounds). Let ® € Bp(I). Then for any A € Po(I") and t,s € I,
the Heisenberg dynamics T{}S satisfies the following bound: for any A € Ax and B € Ay with
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2||Al||| B 2CF [, ||®
(2.27) ||[T,§/}S(A)7 B]| < W( Pl L0 ) Z ZF (z,v))

zeX yeY
where t_ = min{t, s} and t; = max{t, s}.

In the case that ® is time-independent, Theorem [2.3| holds with |t — s|||®|| z replacing the integral
on the RHS of ([2:27). For a weighted F-function Fy(r) = e 9" F(r) and ® € Bg,(I) such that
o = 2CF, supse; || ®|| £, (t) < oo, one can use the uniform integrability of F' to show

(2.25) It a), Bl < 2EIE e pratesiotaea,

g
which is decreasing in the distance between X and Y. Here, the quantity ve is known as the
Lieb-Robinson velocity, or, more appropriately, a bound on it. It is important to note that the
norm bounds in both (2.27) and (2.28) are independent of the volume A. The uniformity of these
bounds in the system size plays a key role in our analysis.

We will also consider other maps with Lieb-Robinson type estimates, which we refer to as quasi-
local maps. For any A € Py(T'), we say that a map Ky : Ay — Ap is quasi-local if there is an
integer ¢ > 0, and non-increasing function G : [0, 00) — (0, 00), with lim,_,~ G(x) = 0, so that the
norm bound

(2.29) ICACA), Bl < Al BIl| X[*G(d(X, Y)),

holds for any A € Ax and B € Ay with X, Y C A. As in the case of the Heisenberg dynamics, it is
often the case that there is a family of quasi-local maps {ICp : A € Py(I")} for which ¢ and G can be
chosen uniform in A, a key property in applications. An example of such a map is the spectral flow
which we introduce in For a detailed, general analysis of quasi-local maps, see [83, Section 5].

2.3. Stability of the Spectral Gap. The main focus of this work is spectral gap stability of a
quantum spin model under local perturbations, for which the spectrum of the local Hamiltonian is
the set of all eigenvalues for any fixed finite volume A € Py(I"). We will consider Hamiltonians that
depend differentiably on a parameter s, and as such the eigenvalues can be written as continuous
functions of the parameter. Without loss of generality, we assume the parameter range is s € [0, 1].
Given such a differentiable family of Hamiltonians, H(s), we consider a partition of the spectrum
of Hy(s) into two disjoint sets X9 (s) and ¥4 (s) of the form

(2.30) 1 (s) = spec(Ha(s)) N 1(s),  E5(s) = spec(Ha(s)) \ £1(s),

where I(s) C R is a closed interval with end points that depend smoothly on s.

As mentioned above, it is well known from perturbation theory (see |53, Section 2.1]) that the
eigenvalues of the Hermitian matrix Hj(s) are given by a family of continuous functions {\2(-) |
i=1,...,dim(Hx)} for which A\}(s) < M (s) < ---, for all s € [0,1]. We are mainly interested the
behavior of the gap above the ground state in spec(Hy(s)), which we define as follows. Choosing
the partition of the form (2.30)) given by

S8(s) = {NA(s) € spec(H(s)) : Al
Hp

(2.31) EA = {\](s) € spec( :

S
=
vV
>
=
[a)
= =

(s)) = A
we define the ground state gap, gap(Ha(s)) by:
(2.32) gap(Ha(s)) = dist(£1(s), £5(s)),

where dist(X,Y) = inf{|z—y| : 2 € X, y € Y} for any two non-empty sets X, Y C R. In the cases
of particular interest to us, Hx(0) is a finite-volume Hamiltonian of a frustration free interaction,
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124

FIGURE 1. The spectral gap of Hx(s) above the ground state energy (allowing for
eigenvalue splitting) is at least v for all 0 < s < 8,1;‘.

which by definition has A1(0) = inf spec Hx(0) = 0 and hence ¥1(0) = {0}. From the continuity of
the eigenvalues, it is clear that for any fixed A and 0 < v < gap(Ha),

(2.33) sfy\ :=sup{s’ € [0,1] : gap(Hx(s)) >~ forall 0 <s<s'}>0.

Our goal will be to obtain a useful lower bound for 3{?. Without loss of generality we may assume

that 8,1}} <1 (as sﬁy\ =1 is a useful lower bound). A visualization of 5{} is given in Figure
A sequence of finite volumes A,, C I is said to be absorbing (for I'), denoted A,, — T, if for all
x € I', there exists an n such that z € A, for all m > n. We often also assume the sequence of
finite volumes is increasing, i.e., A, C A,41 for all n, and denote by A,, T I" a sequence of increasing
and absorbing volumes.
We say that a frustration-free interaction is gapped, if there exists a sequence of finite volumes

A, 1T such that
(2.34) Yo = 11(;f1 gap(Hy,, ) > 0.

In the situation that there is a sequence of uniformly gapped unperturbed Hamiltonians in the
sense of (2.34]), we say that the spectral gap is stable if for any 0 < vy < 79
2.35 = inf s >0
(2.35) sy = Inf 5,7 >0,
that is, if there is s, > 0 such that inf, gap(Hja, (s)) > v for all 0 < s < s,,.

We analyze the stability of the ground state gap in the presence of small, local perturbations.
Given two time-independent interactions 7, ® : Py(I') — Al° we consider local Hamiltonians of
the form

(2.36) Hp(s) = Hp + sV,

where

Hy= Y n(X), V= Y &X)
XCA XCA
XNAPAD

Here, 7 is the background (or initial) interaction, ® is the perturbation, and AP C A is the pertur-
bation region. Any subset of A may be chosen as the perturbation region. In our application, the
perturbation region will consist of all points x € A with a sufficient indistinguishability radius. This

will be described in more detail in Section [5] The most traditional choice of perturbation region is
AP = A, for which V), € A, is a local Hamiltonian of the form defined in (2.4]). In Section |§|, we
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provide sufficient conditions on the unperturbed interaction 7 so that for any ® € Br with F' as in
([2.18)), there are two sequences of finite volumes A}, C A, with A}, 1 T so that (2.35]) is satisfied.

2.4. The Spectral Flow. Much like the Heisenberg dynamics, see (2.25)), the spectral flow is
a family of automorphisms of the observable algebra A,. Consider the family of Hamiltonians

{HA(8)}sep0,1) given by (2.36). For each 0 < s <1 and all ¢ € R, denote by Tt(s) : Ax — Ap the
Heisenberg dynamics associated with H(s), i.e.

(2.37) 7 (A) 1= HAE) Ao tHALS),

To define the spectral flow, we first introduce its generator. For any & > 0, define D¢ : [0,1] — Aj
by

(2.38) DE(s) = / 7 (Vi) We(t)dt for all 0< s < 1,
R

where Vjp is the perturbation, see , and We € LY(R) is the real-valued weight function
defined e.g. in [83|[Section VI.B]. The parameter £ is akin to a correlation length in that it governs
the rate of decay of the function We: We(t) = £71Wq(&t), and Wi(t) vanishes as e~eltl/(ogt)*
for large |t|, and some ¢ > 0. The support of the Fourier transform of W is contained in the
interval [—¢&, ], which is of crucial importance for the properties of the dynamics generated by
D (s) discussed below. It is straight-forward to check that for any & > 0, D¢ is pointwise self-
adjoint (i.e. D¢(s)* = D%(s) for all s € [0, 1]) and continuous in s. As such, there is a unique family
of unitaries given by the solutions of

d
(2.39) £U‘5 (s) = —iD%(s)U%(s) with US(0) = 1.
In terms of these unitaries, a family of automorphisms of A, is defined by setting
(2.40) aS(A) = Us(s)*AU*(s) forall Ac Ay and 0 <s<1.

Given a choice of £, we refer to the family of automorphisms {ai}sew as the spectral flow
automorphisms. This is due to the following property that these automorphisms satisfy: Let
spec(Hy(s)) = X0(s) U X2 (s) be as in and for all 0 < s < 1 denote by P(s) the spectral
projection associated to Hy(s) onto ¥9(s). Fix 0 < v < gap(Ha(0)). It is proven, e.g. in [83, The-
orem 6.3], that for any 0 < & <~ the spectral flow automorphisms satisfy

(2.41) a5(P(s)) = P(0) forall0<s< 317\.

s

As such, properties of the ground state projections of Hy(0) extend to the spectral projection of
as(Ha(s)) associated with X (s).

To ease notation, we will work with the fixed family of spectral flows determined by the choice
§ = 7, and denote it simply by {as}seo1- An important point, to which we will return in
Section {4} is that if the family of Hamiltonians { HA(s)}se[0,1] given by has sufficiently decay,
(e.g. ® € Bp with F as in )7 then these spectral flow automorphisms satisfy an explicit
quasi-locality estimate of the form . At the heart of the spectral stability argument are three
crucial properties of the spectral flow.

Claim 2.4 (Properties of the Spectral Flow). The spectral flow has the following properties:

i. The spectral flow is a family of automorphisms implemented by unitaries, see . As
such, spec(as(H)) = spec(H) for any Hamiltonian H € Ap and so one may analyze os(H)
to establish spectral gap estimates for H.
ii. The spectral flow maps the spectral projection corresponding to the perturbed system back to
the spectral projection corresponding to the unperturbed systems, see .
iii. Given sufficient decay of the perturbation ®, the spectral flow o from (2.40) is quasi-local.

The properties described in this claim, as well as others, were proven in detail in Section 6 of [83].
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2.5. Anchored Interactions.

2.5.1. Anchored Interactions. For combinatorial reasons, it becomes cumbersome to work with
interactions and perturbations as they are defined in Section [2.2] For this reason, we find it
convenient to work with anchored interactions, which allow one to rewrite the local Hamiltonians
Hp in the form below. We define the notion of anchored interaction here, and provide one
method for transforming an interaction into an anchored interaction and vice-versa. The vital
property of the anchoring procedure we introduce is that it preserves the decay properties of the
original interaction, assuming it decays sufficiently fast. The procedure we discuss also has the
convenient property that it preserves the local ground state spaces for balls. These properties
imply that we can formulate our results equivalently and without loss of generality either in terms
of the usual notion of interactions or using anchored interactions. Anchored interactions can be
time-dependent in complete analogy with the definitions and results for time-dependent interactions
defined on arbitrary finite subsets.

Definition 2.5. Given a countable metric space (T',d), an algebra of local observables A1%¢, and

a subset A C I', we say that a mapping ® : A X Z>¢y — .Ak’c is a anchored interaction on A if
®(x,n) = @(x,n)" € Apa(y) for all (z,n) € A x Zxo.

For fixed x € A, we often use ||®(z,n)||, as a function of n, to express the decay of the interaction
strength with distance. In that situation it is natural to require the following property:

(2.42) ®(z,n) #0 = there is a pair of sites y, z € b (n) with d(y,z) > n — 1.

We will show that for a given Hamiltonian we can always find an anchored interaction with this
property. Note that we only require diam(b2(n)) > n — 1 and not supp(®(z,n)) = b2(n). We say
the term ®(z,n) is anchored at the site x, hence the terminology. Depending on A, it is possible
that b2(n) = b;}(m) for two distinct sites x,y € A. For an anchored interaction the anchoring site
can hold significance, and so we allow for the possibility that ®(z,n) # ®(y,m). This is not possible
for an interaction as defined in Section [2.2as this is a function of X € Py(I"). We impose the second
condition on an anchored interaction for two reasons. First, it justifies associating the ball b2 (n)
to the interaction term ®(x,n). Second, if A is finite, then ®(x,n) = 0 for all n > diam(A) and so
® is nonzero for only a finite number of pairs (z,n) € A x Z.

Given any finite volume A C I, and an interaction ® : Py(I") — AL¢ it is always possible rewrite
the local Hamiltonian Hp, see , as

(2.43) Hy=> Y ®u(z,n)
€A n>0
where ®j : A X Z>9 — Ap is an anchored interaction on A. In the next section we introduce one
procedure for transforming a general interaction ® into an equivalent anchored interaction. This is
not the only procedure one could use. For the results on stability, one only needs that the resulting
anchored interaction satisfies an anchored F'-norm similar to that in Proposition below.
One may also consider time-dependent anchored interactions, which are defined as follows:

Definition 2.6. Given a countable metric space (I',d), an algebra of local observables A{?C, an

interval I C R (possibly infinite), and a subset A C T, we say that mapping ® : A X Z>o x I — Af“
is a anchored interaction on A if the following three conditions hold:

L @(z,n,t)* = ®(z,n,t) € Ay for all triplets (z,n,t).
ii. For all (x,n) € A x Z>¢, the mapping t — ®(x,n,t) is continuous.

For time-dependent anchored interactions, it may again be convenient to require (2.42), i.e. if
(2.44) d(z,m,t) #0 = d(y,z) >n—1 forsome y,z e bd(n).



QUASI-LOCALITY BOUNDS II 19

2.5.2. An Anchoring Procedure. As our main interest is perturbed Hamiltonians of the form ,
we define a anchoring process that will respect Hamiltonians defined in terms of a perturbation
region. Let & : Py(T") — AIFOC be an interaction and fix (possibly infinite) volumes AP C A CT'. With
respect to these volumes, we define an anchored interaction on A, denoted ®pr : A X Z>¢ — Ak)c
so that

Opp(z,n) =0 if €A\ AP
We further show that if A is finite, the local Hamiltonian Hj a» defined by

(2.45) Hypri= Y ®(X)
XCA
XNAPAD

can be rewritten in terms of this anchored interaction as

(2.46) Hypr = Y @pr(z,n).

TEAP
n>0

Here, note that (2.45)) is of the same form as the perturbation in (2.36]). And, of course, (2.45)
agrees with (2.4]) if AP = A, an essential requirement.

We will also use anchored versions of the a priori (unperturbed) Hamiltonian which is given
by a finite-range, uniformly bounded, frustration-free interaction 7. The anchoring procedure we
introduce benefits from preserving the finite-range and uniform boundedness conditions as well as
leaving the local ground state spaces invariant.

To define our anchoring procedure, let us first denote by S(AP) the set of all finite volumes that
intersect the perturbation region, i.e.

S(AP) ={X € Po(A) : X NAP £ (}.
We further partition this set by S(AP) = |5 Sn(A?) where, for all n > 1,
(2.47) Sp(AP) ={X € S(A?) : Jz € AP s.t. X Cb(n)and Vo e AP, X ¢ b2 (n—1)}.

Setting Sop = {{x} | = € AP} for n = 0, it is clear that {S,,(AP) | n > 0} is a partition of S(AP).
Therefore we define the radius of X by r(X) =n if X € §,(AP), and the multiplicity of X as:

(2.48) m(X) = # {z € AP|X C b3 (r(X))}.

Note that m(X) > 1 for all X € S(AP), that m(X) is always finite even if AP is infinite, and that
r(X) -1 < diam(X) < 2r(X). The radius and multiplicity, in general, depend on A and AP. This,
however, will not play an important role in our analysis.

Then, for x € AP, we define ®pr(z,1) € Aya(yy by

1
(2.49) pp(z,n) = Y m@(}(),
XSy (AP):
XCbB(n)

with the convention that ®p»(z,n) = 0 for empty sums. We set ®pp(z,n) = 0 for all z € A\AP. It is
straightforward to see that ®a» is an anchored interaction in the sense of Definition Moreover,
holds. In fact, when ®pp(x,n) # 0, there is X € S,,(AP) with X C b2(n) and ®(X) # 0. For
this X € S,(AP), one sees that there exists y,z € X C b} (n) with d(y,z) >n — 1.

We now show that using this anchoring procedure, any finite-volume Hamiltonian Hx a» of the
form given in for A» C A € Py(I) can be rewritten as described in (2.46). Given the
definitions of S(A?) and S,(AP), and (2.49), the Hamiltonian Hx z» may be rewritten as

(2.50) Hypw= Y, ®X)=> > &X).

XEeS(AP) n>0 X eS8, (AP)
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Using the definition of m(X), we have

1
(2.51) Yo oex)= ) 54 Yo eX) =D Pu(x,n),
XeSn(AP) XeSn(AP) xEAP xEAP
XCbd(n)
Combining (2.50) and (2.51]) we obtain the desired property (2.46).

Next, we analyze the effects of our anchoring procedure on the initial interaction and its as-
sociated local Hamiltonians, see and the subsequent discussion. Consider a finite-range,
uniformly bounded, frustration-free interaction n and define the anchored interaction 7 as in
for any (possibly infinite) A C I". Here, we note that in one uses A = A as the
background interaction is defined extensively.

The range of 7 is defined as the smallest R > 0 such that n(X) = 0 for all X with diam(X) > R.
For any anchored interaction ®5», we define the mazimal radius as the smallest integer Ryp > 0
such that ®p»(z,n) = 0, for all x € AP and n > Rp». Since 7, is obtained from 7 by the anchoring
procedure defined above, we have the following relationship: Ry — 1 < R < 2Rj. Moreover, the
anchored interaction preserves the uniform norm. Namely, letting [[7]| := supxcp, ) [17(X)| denote
the uniform bound on the original interaction, for any x € A and 0 < n < Ry,

Ina(z, )| < [l 2% < 274

where we apply v-regularity to bound the number of terms in the summation from . As
a consequence of these properties, we may group the anchored terms into a single site-anchored
operator

Rp
(2.52) he =Y _na(a,n) € Ay gy with R := sup |zl < 0.

n=0 z
In the case that A is finite, the associated local Hamiltonian is equal to Hy = )\ he, which is
nontrivially used in our analysis in Sections [4H6}

Given the importance of ground state projections in this work, one may wonder if our anchoring

procedure effects the ground state spaces of the local Hamiltonians. The natural definitions of the
local Hamiltonians Hp,, Ag € Po(A), are as follows:

(2.53) HY = > n(X), H{t= > m(zn).
XCAo ze€AN>0
bg(n)CAo
For the anchoring procedure introduced, we claim that

no A
(2.54) ker Hb{)(m) = keeré\(m)

for all y € A,m > 0. To establish this, it suffices to notice the following two properties, which are
easy to verify from the above definitions:
(i) if X C by(m) and 5(X) # 0, then

Hyl oy = D a(y,m) = m(X) ™ 1n(X),
n<m
(ii) H;%A(m) < Hgg(m)
While the ground state equality in ([2.54]) is convenient, it is not strictly necessary for the argu-
ments in this work as we will always work with the ground state projections for the local Hamilto-
nians defined by the original (i.e. unanchored) interaction. In particular, the results of this work
still hold for any anchoring procedure as long as for any bg(m) € Po(A),
ker(H,! )) C ker(H} )).

biy (m biy (m

for all y € A and m > 0.
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2.5.3. Decay Properties of Anchored Interactions. As we mentioned before, the purpose of working
with an anchored interaction is to simplify certain combinatorial arguments. If an anchored inter-
action is defined with respect to an interaction ® : Py(I') — A9, e.g. as defined in , we will
want the anchored interaction to inherent properties possessed by ®, including decay properties.
Therefore, we introduce an anchored version of the F-norm from , from which we will be able
to verify similar decay estimates.

Definition 2.7. Let (I',d) be a countable metric space, and @5 : A x Z>o — AK¢ be an anchored
interaction. For any integer m > 0, we say that ®, has a finite m-th moment anchored F-norm
with respect to an F-function F' and write ®, € By if

(2.55) [P Allm,p = sup ———= [b2(n) ™| @A (2, n)|| < oo
z,yeN F(d(.%',y)) nZO,ZzEA:
2,yeb? (n)

For m = 0, we simply say that ®, has a finite anchored F-norm and denote this by ||®a||r.

We note that while we use the same notation, B}, for the decay classes of interactions and
anchored interactions, the correct interpretation should be clear from context and so there should
be no confusion. In Proposition [2.8| below, we show that given an interaction ® € B%' and the
anchored interaction ®xp as in (]%é , then ®p will have a finite m-th anchored F-norm as long
as F' decays sufficiently fast.

Proposition 2.8. LetI' be a v-regular metric space, ® € By for an F-function F, and AP C A CT.
Fiz any integer m > 0. Then, for any x, y € A the anchored interaction defined in (2.49) satisfies

(2.56) > M Ran(zn)| < 2760 Y nT R - 1).
n>0,z€AP: n>[d(z,y)/2]
z,y€b? (n)

It is important to note that while the anchored interaction depends on A and AP, the bound on
the RHS of is independent of both volumes. In the situation that there is an F-function F
for which

Z nMAVE(n —1) < F(r) for r € [0,00),
n>[r/2]
the above result shows that ||®as|,, 7 < .

Proof. Fix x, y € A. Then a simple bound using (2.49) and v-regularity gives

(2.57) S Y ool <t e Y m(lX)H(I)(X)H.

n>0 z€AP n>0 z€Ap  X€S,(AP)
z,yebd (n) ,yebA(n) ng/‘(n)
Note that since x,y € b,(n),
d(z,y) < d(z,z)+d(y,z) < 2n
and so the sum over n can be optimized to n > [d(z,y)/2].
Consider the (inner) double summation from the RHS of (2.57)), for which the following change
of variables is valid:

2. 2 = ) ) hdkenw= ) 2

z€Ap  XES,(AP) z€Ap  X€S,(AP) XeSn(AP) 2E€Ap:
7yEbA(n) XCbA( ) z,y€bB (n) z,y€b (n)AX CbA (n)
where Ind(.) is the indicator function. Notice that the constraints z,y € b2(n) and X C b} (n)
immediately imply that
A A
X C by (2n) Nby,(2n).
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Combining these observations, we find

e Y Y oslel= Y > argleel

2€Ap  XeSn(Ap) XeSn(AP): z€ENy:
z,y€bd (n) XCb2(n) XCbA(2n)nbl (2n) zyeb (n)AX Cb (n)
From the definition of m(X), see (2.48)), we see that the inner sum above is bounded from about
by [[@(X)]; i.e.

1

[ < ||® .
T e <ol
£yEb (W)AX CHA (n)

Since diam(X) > n — 1 for any X € S,(Ap) and ® € Br one can further bound as follows:

> [e(X)| < > > o)

X€eSn(Ap) w1, we€bs(2n)  XCA
X Cbg(2n)Nby (2n) n—1<d(w,wa)<n w1, w2E€X
<|[®l]r > F(d(wy, wy))

w1, waE€bg (2n)
n—1<d(wi,w2)<n

(2.59) < K22Y||®|| pn® F(n — 1).

In the final estimate above, we have use v-regularity and the fact that we € by, (n). The result
follows from inserting (2.59) and n > [d(z,y)/2] into (2.57). O

We conclude by discussing how to define an interaction ® : Po(A) — AYXC from an anchored
interaction ®5 : A x Z>¢ — A, and show that a finite anchored F-norm ||®, || is sufficient for
proving that ® € Br. This implies that the finite volume Hamiltonians associated with an anchored
interaction satisfy a Lieb-Robinson bound if it has a finite anchored F-norm.

To define @, for any X € Py(A) we set

(2.60) o(X)= Y ®a(z,n),

(z,n)EAXZ>g
bA(n)=X

with convention that empty sums are taken to be zero. For this interaction we have the following

result:

Proposition 2.9. Let &5 : A X Z>g — .Ak’c be an anchored interaction for which ||®p||m,r < 00
for an F-function F. Then ® € B where ® : Po(A) — AR is the interaction defined in (2.60).
In particular, ||P||m r < [|PAl|m,F-

Proof. Fix any z,y € A. Recall that ®,(z,n) € Aya(,) Since @, is an anchored interaction. Using
(2.60)) and applying the triangle inequality, one finds

YoMl < Y Y pEm)™ealz )l

XCA: XCA: (z2,n)€AXZ>g:
z,yeX z,yeX b?(n):X

D I I ERDIl

(Z,TL)GAXZE()Z
zy€bl (n)

(2.61) < [ Pallm,pF(d(z,y)),

which implies ||®||, r < || PAl|m,F as claimed. O
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There are two important insights one can draw from this result.

First, notice that if there is at most one nonzero term in the summation of , then the
anchored interaction is actually an interaction. In this case the first inequality of is actually
an equality and so the anchored F-norm and interaction F-norm are the same. This justifies
using the same notation for both types of F-norms. We almost exclusively work with anchored
interactions and anchored F-norms. However, it will always be clear from context which type of
F-norm we are using.

Second, in the situation that A is finite, the local Hamiltonian defined by ®, satisfies

Hy:= Y $p(z,n) =) OX)

(z,n)EAXZ>q XCA

where @ is as defined in (2.60). If ||®A||F < oo, then Proposition implies that the Heisenberg
dynamics Ttl}s associated to Hp satisfies the Lieb-Robinson bound from Theorem Moreover, we
can use the anchored F-norm, ||® | r, to bound the Lieb-Robinson velocity, specifically

(2.62) ve < 205 @ .

3. ON PERTURBATION THEORY FOR FRUSTRATION FREE HAMILTONIANS

3.1. Introduction. The main goal of this work is to present an approach for proving persistence
of the ground state gap for frustration-free models under a broad class of extensive perturbations.
This approach, originally due to Bravyi, Hastings, and Michalakis (BHM) [21], has some elements
in common with other methods that have appeared in the literature, including the recent work
of Frohlich and Pizzo [38]/41], but also older work by Albanese [3], Kennedy and Tasaki [54], and
Yarotsky |105]. Specifically, the aim in all these works is to prove a relative form bound in one way
or another. In this section we discuss the general implications of relative form bounds on spectral
gaps and also identify a situation for which a form bound can be proved in a straightforward
manner.

The strength of the BHM approach stems from applying a relative form bound after a unitary
transformation that brings the problem into a form where the results of this section can be applied.
The next several sections are devoted to the analysis necessary to establish this. At first sight,
the Lie-Schwinger block diagonalization approach of Frohlich and Pizzo does something similar in
that it also rests on the construction of a suitable similarity transformation [41]. An important
difference, however, is that in the latter work the transformation itself is constructed perturbatively
by a power series for which one needs to prove a positive radius of convergence. This is not the case
with the approach here. The transformation we use is well-defined for the full parameter range for
which a non-vanishing ground state gap exists.

The method of Frohlich and Pizzo has so far only been applied to initial Hamiltonians that
are on-site and have a unique product ground state. These are strong limitations but, due to
the availability of a convergent power series, it also has the advantage of yielding analyticity of
the ground state energy density as a function of the perturbation parameters within the radius of
convergence [36].

We now first prove some general results about relatively bounded perturbations and then look
specifically at quantum lattice systems.

3.2. General Perturbation Theory with Form Bounds. In this section, we determine spec-
tral gap estimates for perturbations of a gapped, self-adjoint operator, H on a (possibly infinite-
dimensional) Hilbert space in the situation that the perturbation is form bounded by H. The results
we present in this section hold for both bounded and unbounded operators, and so we present the
results in a general context. At the end of the section, we discuss how to apply the results to the
gapped quantum spin systems of interest.
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The first lemma can be regarded as a variational principle for spectral gaps. In the statement
we use the convention
(3.1) inf () = 400, sup () = —oo.

Lemma 3.1 (Level Repulsion Principle). Let H be a complex Hilbert space and H a densely defined
self-adjoint operator on H with domain D. Let KC be a closed linear subspace of H such that K ND
is dense in IC and K N'D is dense in K. Define a,b € RU {£oc} as follows

(32)  a=sup{(Y,HY) [Y € KND,[[Y| =1}, b=inf{(y,Hy) [ € K- ND,[ly[ =1}.
Then, if a < b,

(3.3) (a,b) Nspec(H) = 0.
Proof. For KL = {0} or K = H, (3.3) is trivially satisfied given (3.1]). The cases where either a = oo
or b = —oo are also trivial. Therefore, we may assume that both a and b are finite and a < b.

We show that H — A1l has a bounded inverse for all A € (a,b). Replacing H by H' = H — A1 in
changes the constants a and b to @’ :==a— X < 0 and b := b— X\ > 0, and hence showing that
0 € spec H'. In other words, without loss of generality, we may assume that a < 0 and b > 0, and
then show that 0 ¢ spec(H) or, equivalently, that H has a bounded inverse.

We first consider the case that H is bounded, and hence D = H. Let P be the orthogonal
projection onto K and define @ = 1 — P. Denote by PHP : K — K and QHQ : K+ — Kt
the bounded, self-adjoint restrictions of H to K and K1 respectively. The definitions of a and b
imply that PHP < aP and QHQ > bQ. Since a < 0 and b > 0, we find that PH P is negative
definite with a bounded inverse (PHP)~! € B(K), and QHQ is positive definite with a bounded
inverse (QHQ)™! € B(K1). Therefore, there are positive A € B(K) and B € B(K') such that
(PHP) ! = —A? and (QHQ) ! = B2

Consider the representation of H as a block-operator acting on H = K @ K. One finds that

PHP PHQ At 0 [ [-1 X][ATY 0
(3:4) = [QHP QHQ} = [ 0 B_l} {X* ]1] [ 0 B_l]
where we have used that A and B both have (bounded) inverses and denoted by X : K+ — K be
the operator X = A(PHQ)B. Let Y denote the middle matrix operator above, which is clearly
bounded and self-adjoint. One checks that
v2_ [11 + XX* 0 ]
0 1+X*X|’
and thus Y2 > 1. This shows that the interval (—1,1) is contained in the resolvent set of Y. As
such, Y ! is bounded with norm at most 1. In this case, we can invert (3.4) and obtain

(3.5) H™ = [61 g} [;ﬁ ﬂ_l [é g]

which is bounded as it is the product of bounded operators; in fact, ||[H~!|| < max(|a|~!,b~!). This
concludes the proof for the case of bounded H.

The general case of unbounded H can be handled by considering a sequence (Hp)n>1 of bounded
self-adjoint operators converging to H in the strong resolvent sense. Let P,, n > 1, denote the
spectral projections of H corresponding to [—n,n|, and define H, = P,HP,. In this case, H,
is bounded and H, — H in the strong resolvent sense (see [18] and also [103, Satz 9.21]). The
constants a,, and b,, defined by

(36) Qp = SUP{W,HnW | YeknD, ||¢|| = 1}7 by = inf{@/},HnﬂJ) ‘ (NS ICJ_ ND, ||1/1|| = 1}

satisfy a = lim,, a,, and b = lim,, b,,. Applying the result for bounded operators, we conclude that
(an,bn) Nspec(H,) = 0 for all n € N. By strong resolvent convergence, see e.g. [96, Theorem
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VIIL.24 (a)], for each A € spec(H), there is X\, € spec(H,) with A\, — A. This implies that
(a,b) N'spec(H) = () as desired. O

Lemma [3.1] is optimal in the sense that it identifies a spectral gap exactly if K is the spectral
subspace of H associated with the spectrum below the gap. If K is not an invariant subspace of
H, then the quantity b — a, if positive, is a lower bound for the gap. In that case, the lemma shows
that the ‘off-diagonal’ terms PH(Q + QH P can only push the two parts of spectrum further part.
This can be regarded as a generalization of the level repulsion observed for a pair of eigenvalues
of a diagonal Hermitian matrix when one considers the effect of non-vanishing off-diagonal matrix
elements.

Lemma 3.2 (Relatively Bounded Perturbations). Let H be a complex Hilbert space and H o densely
defined self-adjoint operator on H with domain D. Suppose V is a self-adjoint operator on H with
D C domV, and suppose there exist constants o > 0 and B € [0,1), such that

(3.7) (0, V)| < al|9l* + B, HY), for all ¢ € D.

Then,

(3.8) (1 —pB)infspec(H) — a < infspec(H + V) and supspec(H + V) < (1+ ) supspec(H) + a.
If, in addition, a < b € R are such that (a,b) Nspec(H) = 0, then

(3.9) (1+B)a+a, (1 —p)b—«a)Nspec(H + V) = 0.

Proof. If 5 =0, then ||V|| < a and the statements in the lemma follow from standard perturbation
theory for bounded perturbations [53]. Thus, we assume that § > 0. In this case, (]3_1[) implies
that H is bounded below by —a8~!, and in particular, H + V is self-adjoint on D [95, Theorem
X.17]. The estimates in follow directly from the relative boundedness expressed by as

(3.10) (1= 8) (W, Hy) — all|* < (&, (H + V)o) < (1+ ) (v, HY) + o[y

for all v € D.
To prove (3.9)), first consider the case of bounded H and V', and let P be the spectral projection
of H corresponding to the interval [~a37!, a]. Applying (3.10)

(311 (L, (H+V)p) < (1+8)(¢, HY) +allg[* < [(1+ B)a+ o [0]*, ¢ € PH
(312) (Y, (H+V)p) > (1=8){w, HY) —alv|* > [(1 - B)b - all[4|*,¢ € (1 - P)H.
As the conditions on the domain of H and the perturbation V in Lemma [3.1| are satisfied with

K = ranP, the spectral subspace of H corresponding to [~a371, a], the gap from ([3.9) now follows

by taking the sup and inf, respectively, of — and applying Lemma

To treat the general case in which H and V may be unbounded, let P, be the spectral projection
of H corresponding to the interval [~a3~!,a + n], for all n > 1. Then, H,, = P,HP, is bounded
on H, = P,H, and implies that V;, = P,V P, is bounded too. H, and V,, satisfy with
the same constants o and 3. We also have (a,b) N spec(H,) = 0 if this condition holds for H.
Therefore, the argument in the previous paragraph shows that

(3.13) (14 B)a+ a,(1 —p)b—a)Nspec(H, +V,) =0, for all n > 1.

Since the sequence (H,, + V;,)n>1 converges to H + V' in the strong resolvent sense, an application
of |96, Theorem VIII.24 (a)] shows that

(1+ B)a+a,(1—pB)b—a)Nspec(H + V) = 0.
g

As can be seen from the previous proof, the estimate of the gap may be optimized by proving
form bounds separately on each of the spectral subspaces. This is the content of the following
corollary.
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Corollary 3.3. Let H be a complex Hilbert space and H a densely defined self-adjoint operator on
H with domain D such that (a,b) Nspec(H) = (. Suppose that V is a self-adjoint operator on H
with D C dom V' for which there are constants o/,a” >0 and B € [0,1) such that

[, V)| < oYl + B, HY), ¢ ePHND
[, V)| < o |[yl* + B (v, Hy), ¢ €(@-PyHND
where P is the spectral projection of H associated to (—oo,al. Then,
(3.14) (1+B)a+d,(1—pB)b—a")Nspec(H + V) = 0.
Proof. The proof follows just as the proof of Lemma from replacing a with o/, resp. o”, in
, resp. . ]

We now turn to the situation of interest: the stability of the spectral gap of a Hamiltonian, H,
that is gapped above the ground state energy. In this case, we will consider perturbed Hamiltonians
of the form H(s) = H+V(s) where s € R. We will always assume that V' (s) : H — H is self-adjoint
with dom H C dom V' (s) for all s. Generally, we will also assume that the perturbation is strongly
differentiable in s. However, this is not necessary for the next result and so we will not assume this
here.

Theorem 3.4. Let H > 0 be a self adjoint operator on a dense domain D for which 0 € spec(H)
and (0,~v)Nspec(H) = 0 for some v > 0, and denote by P the ground state projection of H. Suppose
that H(s), s € R, is a family of perturbed Hamiltonians of the form

(3.15) H(s)=H+V(s)+ A(s) + C(s)1,

for which there are constants o, o', a’, B > 0 so that for all s € R the following hold:

(i) C(s) €

(i) A(s)" = ( ) € B(H) with || A(s)|| < sa, |PA(s)P|| < sa/, and [(1-P)A(s)(1-P)| < sa”.
(i) V(s)* =V (s) with D C dom V' (s) and | (v, V(s)Y) | < sB (v, HY) for all € D.
Then, for all 0 < s < 871, spec(H(s)) = £1(s) U Xa(s) where

$1(s) C[C(s) — sa,C(s) + sa'], Xa(s) C[C(s) + (1 — sB)y — sa”, 00).

Note that the conditions imply A(0) = V(0) = 0. As such, the result is trivial for s = 0 as
H(0) is just a constant shift of H by C(0). In many applications, we will have that all quantities
A(s), V(s), and C(s) are continuous in s and, moreover, C(s) — 0 as s — 0.

Proof. Suppose that H(s) has the form described above and fix 0 < s < $~!. Without loss of
generality we may assume C(s) = 0. As (0,v) Nspec(H) = () and

(3.16) (W, V(s)+Als)) < sB{, HY) +sd/l[y]*, v e PHND
(3.17) (W, V(s) + A(s)¥) < sB(, Hy)+sa”[¢l*, & € (1-P)HND
Corollary [3.3] implies

(3.18) (s, (1 — sB)y — sa”) Nspec(H(s)) = 0.

Trivially, (—n,0) Nspec(H) = @ for all n € N and for all ) € D
(8, V(8) + A)) | < 58 (b, H) + s
Applying Lemma [3.2] shows that
(3.19) (—o0, —sa) Nspec(H (s)) = 0.
Combining (3.18) and (3.19), it immediately follows that spec(H (s)) = X1(s) U Xa(s) where
¥1(s) = spec(H(s))N[C(s) — sa,C(s) + sa]
Yo(s) = spec(H(s))N[C(s)+ (1 —sB)y—sa’, ).
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O

In the above result, we derive stability of the spectral gap above the ground state energy assuming
that the Hamiltonian H(s) has a decomposition of the form that satisfies conditions (i)-(iii) of
Theorem In our application, the decomposition of this kind that we find depends extensively
on properties of the ground state projections. However, whenever such a decomposition exists,
Lemma [3.2| implies stability of all higher gaps (a,b) Nspec(H ), not just the ground state gap. This
is summarized in the following corollary.

Corollary 3.5 (Higher Order Gaps). Suppose that H(s), s € R, has a decomposition of the form
(3.15) satisfying the assumptions of Theorem and that (a,b) Nspec(H) = ) where 0 < a < b.
Then, for all 0 < s < 71,

(3.20) (14 sB)a + sa, (1 — sB)b — sa) Nspec(H(s)) = 0.
where « is as in Theorem .

Proof. The proof of this result runs just as that of Theorem [3.4] with the alteration that P is the
spectral projection associated with (—oo, a]. By replacmg both o/ and o” with « in -,
one finds that (| again follows from applying Lemma

In general, it is far from obvious when a Hamiltonian H(s) has a decomposition of the form
(3.15). In the time-honored quantum mechanics tradition, considering H(s) = U(s)*H(s)U(s)
with a cleverly chosen unitary transformation U(s), can be very helpful. We will use the unitary
transformations given by the spectral flow, see -. While the main focus of this paper
is spectral gap stability of quantum spin systems, the spectral flow automorphism is well defined
and its key property, i.e. , holds in a more general context, see [83]. As a consequence, the
approach presented in this paper can be applied to more general systems.

3.2.1. Using the Spectral Flow for Spectral Gap Stability. Recall that given a quantum spin system
on a v-regular metric space (I', d) with quasi-local algebra Ar, we consider a family of finite volume
Hamiltonians of the form

Hp(s) = Hy + sVap, s€R
with AP C A € Py(T") as defined in . We denote by 4 the spectral gap of Hp above the
ground state energy (which we normalize to be zero), and define ¥4 (s) and ¥4 (s) as before, see
. For any 0 < v < v, the goal is to find a lower bound for

(3.21) sfy\ =sup{s’ € [0,1] : gap(Hx(s)) = dist(Z)(s), 25 (s)) >~ forall 0<s < s'}.

This will be achieved by applying Theorem . to the Hamiltonian Hy (s) = o, (Ha(s)) where ay :
Ap — Ap is the spectral flow, defined as in - ) with £ = . The advantage of considering
Hy(s) is that its spectral projection P(s) assomated to L (s) is constant for all 0 < s < s

5
Specifically, if P(s) is the spectral projection of Hy(s) associated with $7(s), then by (2.41)
P(s) = as(P(s)) = P(0), forall 0 <s < sp(7).

If the model defined by H}, is frustration-free and the ground states satisfy an LTQO condition
(i.e. are sufficiently indistinguishable) as described in Section [5| then we can construct a decom-
position of the form from Theorem for any interaction ® defining the perturbation Vjp
which has a finite F-norm for an F-function of sufficient decay. Specifically, we will construct the
following type of decomposition:

Claim 3.6 (Decomposition of the Equivalent Hamltonian). Under appropriate assumptions on the
ground states of Hy, and with sufficient decay on ®, one can write

(3.22) as(Ha(s)) = Hpy 4+ Va(s) + Aa(s) + Ea(s) + Ca(s)1
with the following properties:
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(i) P(0)AA(s)P(0) = Ax(s), and there is a constant 65 > 0 so that ||Aa(s)|| < sda.
(ii) There is a constant e > 0 so that || Ex(s)|| < sea.
(i) There is a constant Ba > 0 so that | (1, Va(s)) | < sBa (¢, Hav) for all ¢ € Hy.

The conditions above imply that V4 (0) = Ax(0) = Ex(0) = 0. For our definition of Ci(s) in
Section [5] see specifically (5.9)), one can verify that C(s) — 0 as s — 0. In any case, Theorem
applies with A(s) = Ax(s) + Ea(s), « =o' = (0p + €p) and " = ey, to give

E1(s) C [C(s) = s(dn +en), O(s) +s(0a +en)l, 3 (s) € [O(s) + (1= s8a)7a — sea, 00).

These inclusions imply

(3.23) gap(Hy(s)) := dist (X9 (s), 25 (s)) > ya — s(Bava + 0a + 2€4),

from which the following lower bound holds:

A YA —
(3.24) 7 Bava 1 0a + 2en
Using a similar estimate combined with Corollary we can also obtain a lower bound on the
range of s for which higher order gaps remain open.
It is important to note that, in general, the constants 5j,d,, and €y appearing in the lower
bound for sfy\ depend on the finite volume A. Our proof of stability of the spectral gap will require
an increasing and absorbing sequence of finite volumes A, T I" such that

= 1 f H = i f 0.
Yo = inf gap(Hy,) = inf y, >
In this case, we have defined stability of the spectral gap by the property that

. An
igfl‘SV >0 forall 0<y<n~y.

This form of stability implies that the quantum spin model has a non-vanishing gap in the thermo-
dynamic limit whenever the perturbation parameter is sufficiently small (see Sections |§| and 7| for
details). For our proof of stability, we will also require that our increasing and absorbing sequence
of finite volumes can be associated with a suitable choice of perturbation regions A}, 1 I', and that
given any €,0 > 0, there is N > 1 sufficienly large so that dy, < 6 and €p,, < € for all n > N.
Moreover, we must also show that sup,, Br,, < 8 < co. This will be the task in the next couple of
sections. But first, we identify a condition on the perturbation for which a relative form bound is
straightforward to derive.

3.3. A class of form bounded interactions. In this section we consider a class of perturba-
tions of frustration-free models for which a relative form bound can be derived quite simply. The
unperturbed model is defined on Hy = @), Haoy Where H, are arbitrary, not necessarily finite-
dimensional complex Hilbert spaces. The unperturbed Hamiltonian Hp > 0 is assumed to be
frustration-free but not necessarily bounded. As detailed below, the perturbation Vj will be as-
sumed to be given in terms of a bounded anchored interaction. We will show that if the interaction
terms of the perturbation annihilate the ground states of Hj, one can calculate a constant g > 0
such that

(3.25) | (0, Vay) | < B (¢, Hptp) for all ¢ € dom(Hy).

In this section we study a system defined on a finite set A equipped with a metric d. Often, and
in later sections, A will be a finite subset of a v-regular metric space (I',d), and I' is thought of as
infinite, but this does not play a role here.

To state the result we will use two families of subsets of A. The first are the balls, which are
labeled by « € A and n > 0:

bz (n) ={y € A | d(z,y) < n}.
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The second family is also labeled by € A and n > 0, and we denote those sets by A(xz,n). We
require b(n) C A(x,n), for all z € A and n > 0. For example, the A(z,n) could be balls for
another metric. In some situations we may take A(xz,n) = b2(n). The balls are used to describe
the decay of the perturbations and to define the indistinguishability radius needed for the LTQO
condition, see , while the gap of the local Hamiltonians Hy(, ,) will feature prominently in the
relative form bound we derive. The indistinguishability radius and LTQO on the one hand and
the local ground state gaps on the other, in principle, are two unrelated aspects of the models we
study. Therefore, good choices for these two families of finite sets need not be the same. The balls
with respect to a natural choice of metric for expressing the indistinguishability radius, may not be
the most convenient shape of finite volumes for estimating the local gaps. Therefore, we maintain
the freedom to chose A(z,n) distinct from the balls b2 (n).

There will be a further property we require of the sets A(z,n). We formulate it here for the case
where ¢ := diam(A) is finite, but the definition and discussion carries over to the infinite situation
without change. Let S = {A(z,n) C A |z € A,1 <n < {}. In the following definition ¢ and ¢ are
positive constants.

Definition 3.7 (Family of Partitions of (¢, ()-Polynomial Growth Separating S). 7 = {7,
n < ¢} is a family of partitions of (¢, ()-polynomial growth separating S if for each n, T, =
i € Z,} is a partition of A with |Z,| < cn¢ and such that

(3.26) A(z,n) N A(y,n) =0 for all x,y € T with x # y.

The canonical choice of A(z,0) := {z} and Ty = {A(x,0) : x € A} allows for these notions to
be extended to n = 0, but this will not play an important role in our arguments. Moreover, in
application, such partitions 7, may only be required for values n larger than some threshold R,
see, e.g. Theorem [3.8 below.

The collection of volumes S that can be separated by a family of partitions of polynomial growth
enters the proof of Theorem through a combinatorial argument. It is because of this argument
that working with anchored interactions is convenient.

Ezample (Separating Partition on Z"). Consider I' = Z” with, e.g., the {*°-metric, and let A =
[~L,L]”, L > 1. Take S to be the collection of balls, i.e. A(x,n) = b}(n) for all relevant = and
n. We construct a family of partitions 7 = {7, : 1 <n < 2L+ 1} which is of (3", v)-polynomial
growth and separates S. To define the n-th partition, first set Z,, = [0,2n + 1)”. Clearly, this set
satisfies the polynomial condition as

1Z,| = (2n 4+ 1)” < (3n)".
We then define the n-th parition 7, = {T)¥ : = € I,,} of A by
T, ={z€A:z=2 mod(2n+1),i=1,...,v}.

Fix z € Z,,. By construction, d(y,z) > 2n + 1 for any two distinct sites y,z € 7,* and so b;}(n) N
b2(n) = 0. Thus, T, separates S as desired.

The local Hamiltonians Hjy,, for any Ag C A, are defined in terms of a finite-range, frustration-
free interaction 1 : Po(A) — ARC. As mentioned before, A is a fixed finite set here. Let Py, be the
orthogonal projection onto the ground state space, ker(Hp, ), where

(3.27) Hy, = Y n(X).
XCAo

Recall that the frustration-free property guarantees that if Ag C Ay, then
(3.28) PpryPr, = P, Ppry = Ph,.
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Let R > 0 denote the range of the interaction n and assume R < ¢ := diam(A). In general,
R should be thought of ‘small’ relative to ¢ = diam(A). Given a collection of finite volumes
S = {A(z,n)}, we define the local gaps, v(n), 1 <n < ¢, by

(3.29) y(n) = ;gg gap(Hp(z,n))-

In concrete situations of interest, we usually have Hy(,,) # 0, for all z € A and n > R. To deal
with the situations where some Hy(, ) = 0, we define gap(0) = oco.

Given § with a family of separating partitions of (¢, ()-growth as defined in Definition
Theorem [3.§] provides conditions on which a self-adjoint operator ® € Aj written as

¢
(3.30) Va=> Y &(x,n), ®(x,n)=>2(z,n)e Ay
z€EAn=R

can be form-bounded by Hj with an explicit constant [, as in (3.25)). Note that in (3.30) we
have grouped terms together so that the summation starts with n = R; compare, e.g., with more
general anchored interactions as in (2.43). We do this as there are many cases of interest for which
Hypny =0 (i.e. Py = 1) for n < R. Thus, given (3.31)) below, we choose to use the range R as
the lower bound in (3.30)). However, this is not strictly necessary as long as (3.31)) holds.

Theorem 3.8. Let Hy be a frustration-free Hamiltonian (not necessarily bounded), and S be a
collection of sub-volumes of A with positive local gaps y(n) > 0 for n > R. Assume there exists a
family of partitions, T = {T, : R < n <!}, of (¢,()-polynomial growth that separates S. Suppose
Va € Ap is as in and satisfies

(3.31) B(2,1)Pyp(n) = Poamy@(a,m) =0, w €A, R<n <L,
Then, for all ) € dom Hy,
where, given G(n) = maxzep || P(x,n)||:
~ n‘Gn)
n*G(n
3.33 B=c .
(3:33) 2 )

Note that in the case that v > 0 is a local uniform gap for S, that

l
(3.34) B< 3 nSGn).
v n=R

The proof of Theorem below, which follows the argument of |72, Proposition 2|, uses the
collection of finite volumes S as well as the associated family of partitions of polynomial growth, T,
separating S to define self-adjoint operators Q?, and ®! as follows. For each n with R <n </, let
Py (2,n) be the orthogonal projection onto the ground state space of Hy(, ), and define Qpzn) =
I — Pp(g,n)- Denoting by T, = {T! : i € T,,} the n-th separating partition, for each i € Z,, we define
self-adjoint operators

(3.35) Hy, = Hign), Qb= Quany Vi= Y ®(zn).
x€TE z€T} x€Th

Since the partition part T has the separating property, i.e. A(x,n) N A(y,n) = () for all distinct
pairs z, y € T, we see that each of these operators is a sum of commuting terms, i.e. for all
z,y €T}

(336) [HA(ac,n)a HA(y,n)] =0, [QA(a;,n)a QA(y,n)] =0, [q)(ZE, n)v é(ya n)] =0.
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Moreover, since each Hy(, ) is non-negative, the separating property of T: also implies that H! <
H ). Therefore, since the local gaps necessarily satisfy v(1n)Qa(z,n) < Ha(z,n), the following operator
inequalities hold:

(3.37) v(n) Y Q< Y H, < |To|Hy < cnHy,.
1€1n, €1y,
The proof below uses these facts to determine the claimed form bound.

Proof of Theorem[3.8 As above, fix R <n </, and for each i € Z, denote by C; the collection of
configurations associated to the part 1), € 7y, i.e.

(3.38) Ci = {0,137 = {(0a)ser; : 00 € {0,1}} .

For any o = (0,) € C;, define the quantity

(3.39) S(o) = H [02(1 = Py(zm)) + (1 = 02) Pr(em] -
€T}

By the separating property, i.e. (3.26)), it follows that [Py (g ), Pa(yn)] = 0 for all z,y € T Asa
consequence, the set {S(o) : o € C;} forms a mutually orthogonal family of orthogonal projections
that sum to the identity, i.e.

(3.40) S(o) =S(0)*, S(0)S(0) =65,:S(0). and > S(o) =1,
el
Let V! be as in (3.35). We first show that for any i € Z,, and each 1 € H,,
(3.41) (0, Vi) | < G(n)(h, S}
where S, € A, is defined by
(3.42) Si=> lo|S(o) with |o|= )" ou.
o€l z€T}

Since b (n) C A(x,n), the frustration-free property (3.28) implies
PA(x,n) = Pbé‘(n)PA(Z,n) = PA(I:”)PbQ(")
Considering (3.26)) and (3.31), the above implies

(3.43) [®(2,n), Pr(yy] =0 for all 2,y € T}.
As a consequence, [V}, S(0)] =0 for all o € C;, and so
(3.44) S(o)WV,iS(0') = 60,00 Y S(0)®(x,1)S(0)
x€TE:
oz=1
for all 0,0’ € C; where we have used both (3.40|) and (3.31)). The bound
(3.45) 1S(0)VaS(0)]| < lo|G(n)

readily follows. Given this and (3.40), the estimate
(Vi) < Y 1@, S(0)VaS(o'))]

o,0'€C;
< Y IS@VES(@)[(w, S(0)d)
oeC}
(3.46) < G(n)(, Spv)

holds for any ¢ € Ha as claimed in (3.41)).
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Now, let Q¢ be as in (3.35). We claim that for any i € Z,, and each 1 € Hy,
(3.47) (¥, S30) = (¥, Qu),
Since Vi = >0 307 Vi, (3.41) and (3.47) would imply

y4 V4
(3.48) [, VAR) < D Gn) Y (W, Siw) < Y Gn) > (1, QL)
n=R

n=R i€Lp 1€1,

and (3.32)) would follow from (3.37). Thus, to complete the proof we need only verify (3.47).
To prove 1) first note that from the separating property of T}, and the fact that Py, ,) is
the orthogonal projection onto the kernel of Hy(; ), one has

(349) [QA(w,n)7 PA(y,n)] =0 Vaz,ye T’/’ZL = [QA(J},n)v S(O)] =0 Voed
From this, we conclude that for all o, 0’ € C;,
(3'50) S(U)QA(z,n)S(U,) = 5U,J’QA(:v,n)S(o-) = 50,0’(11 - PA(a:,n))S(U) = 50,0’0905(0)'

The following identities are then straightforward:

W, Q) = D D (1,5(0)Qu@mS(@))

€Tt 0,0'€C;

= Z Z Ux<1/}75(0-)1/}>
o€C; zeT}
(3.51) = (¢, S¥)
as claimed in (3.47). U

Note that the proof provides a form bound of Vi by > . An>R @A(zn), which in general is

stronger than (3.32]).

4. INITIAL STEPS AND QUASI-LOCALITY

4.1. Introduction. In this section, we start the analysis of the transformed quantum spin Hamil-
tonians as a first step toward the establishing the properties outlined in Claim In general, we
will use the set-up and notations introduced in Section 2| Concretely, as in Section we consider
local Hamiltonians of the form

(4.1) Hp(s) = Hpr+sVar with 0<s<1.

Here and throughout this section A is a fixed finite subset of a v-regular metric space (I, d). Balls
are defined with respect to A: b}(n) = {y € A : d(x,y) < n} for x € A and n > 0. We will refer
to Hy(0) = Hy as the initial Hamiltonian. The perturbation, Vjp, is defined with reference to a
perturbation region AP C A. As discussed in Section [2.5] we will further assume that both Hj and
Var have been written in anchored form, and in particular, we take

(4.2) Hy = th and Vypr = Z Z O(x,n).

TEA TEAP n>R

We will assume that the initial Hamiltonian has an interaction radius bounded by some R > 0,
meaning hy = hy € Ayag) for all z € A. Later we will also assume that the initial Hamilton-
ian is generated by a frustration-free interaction, however, it is not needed for this section. For
convenience, we will always assume that infspec Hy = 0. The perturbation Vj» is an anchored
interaction on A as in Definition ®(z,n)* = ®(x,n) € Apa(,. Note that, in general, by re-
defining ®(z, R) we can assume without loss of generality that ®(x,n) = 0 if n < R, as we have
above. The anchored forms of Hy and Vjpr may have been derived by the procedure described in
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Section but this is not necessary for the analysis which follows. For notational convenience
we will write

(4.3) H(s)=H+sV

for this family of Hamiltonians satisfying the assumptions detailed above.
Our analysis investigates the ground state gap, gap(H (s)), as defined in (2.32)). It is convenient
to set

(4.4) YA = gap(H(0)) = gap(H).

Then, for any 0 < v < ya, recall the quantity 5/7\ is as defined in ([2.33)):

(4.5) s’vX =sup{s’ €[0,1] : gap(H(s)) > v for all 0 < s < §}.

If s,‘} < 1, then gap(H(sf})) = ~. In other words, adding sﬁY\V to H reduces the gap from v to 7.

The first step towards the results in Claim [3.6is to define an anchored interaction ®() such that
the Hamiltonian transformed by the spectral flow satisfies

(4.6) as(H(s) =H+VW(s) with VI(s)=> aM(s) and M (s)=> @W(a,n,s).
TEA n>R

Moreover, the following two properties hold. First, with P(0) the spectral projection onto the
ground state space of H(0) = H, we have

(4.7) (@M (s), P(0)] =0 forallz€Aand0<s<sh
Second, the anchored terms described in (4.6|) satisfy the estimate
(4.8) &M (z,n,5)|| < sGV(n) forallz e A,n>R, and 0 <s<1.

Here G(l)(n) vanishes as n — oo at a certain rate, specified by a decay class, a notion we define in
Definition 4.5, These two properties are proved in Proposition and Theorem respectively.

We will express the decay assumptions on the perturbation using a particular form of F-function
on (I',d). Let Fy : [0,00) — (0,00) be an F-function on (I',d). By v-regularity, we can take Fj as
in , but it is not necessary to assume this explicit form here. In any case, we will call this
Fp the base F-function. As in Section [2.2.3] given any g : [0, 00) — [0, 00) which is non-decreasing
and sub-additive, the function F : [0, 00) — (0,00) defined by

(4.9) F(r)=e 9" Fy(r) for any r >0

is also an F-function on (I',d). We will further assume that the weight e™9 decays at least as fast
as a stretched exponential, i.e. there is some a > 0 and 0 < € < 1 for which

(4.10) g(r)>ar’ forallr>0.

For ease of later reference, we summarize the basic assumptions on the initial (unperturbed)
Hamiltonian H and the perturbation V', see (4.3)), in the following.

Assumption 4.1 (Assumptions on H and V). For a quantum spin system defined on a finite (A, d)
we impose the following conditions.
(i) H is described by a finite-range, frustration-free interaction in anchored form of maximal

radius R > 0 as follows:

(4.11) H=Y hy with h}=h;€ Apur).
TEA
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ii) The perturbation is given in terms of AP C A and ®(z,n)* = ®(x,n) € Ay, for R <n <
bl (n)
diam(A), i.e.
(4.12) V=> Y &@,n)
TEAP n>R

and there is a weighted F-function F' as in (4.9) for g of the form (4.10]), and a constant
|®||1,F such that

(4.13) Z Z 62 (n)|||®(,n)|| < ||®[l1.rF(d(y, 2)), for all y,z € A,
JSGAP n>R:
y,zEbQ(n)
and
(4.14) |®(z,m)| < ||®|rF(max(0,m —1)), m>R.

We note that for an anchored interaction satisfying (2.42)), for example the ones derived for a
general interaction as in Section [2.5.2] (4.14) follows from (4.13).

4.2. Application of the Spectral Flow. An essential tool for our analysis here is the spectral
flow discussed in Section [2.3] Consider a fixed value 0 < ’y < fyA For each 0 < s < 1, we denote by
«;s the spectral flow automorphlsm of Ap as defined in . Here we have taken £ = v and we
suppress this in our notation. A crucial property is that for s €0, 317\], that is when gap(H (s)) > 7,
we have a(P(s)) = P(0), where P(s) is the spectral projection of H(s) corresponding to 31(s) as
defined in with ¥;(0) = {0}.

For each fixed s € [0, 1], we have the Heisenberg dynamics associated to (4.3]):
(4.15) Tt(s)(A) = M) A1) for A€ Ay and t € R.
We also consider the family of linear maps {Fs}sep,1) with Fs : Ay — Ap given by

(4.16) Fs(A) = / Tt(s)(A)wW(t) dt forallAec Ay and0<s<1.
R

Here w, is the real-valued function in L'(R) defined in (6.32) of Section VI.B in [83], and we will
refer to {Fs}se(o,1] as the family of integral operators with weight function w,. As in the case of
the spectral flow, we have suppressed the dependence of this family on the value of v > 0 to ease
notation. One readily checks that:

(s)

(i) Since H(s) generates the Heisenberg dynamics 7,7,
(4.17) Fs(H(s)) =H(s) forall0<s<1.
(ii) With this particular choice of weight function w.,
(4.18) [Fs(A),P(s)] =0 forall A€ Ap and each 0 < s < sf}

Equation (4.18)) follows from the fact that the Fourier transform of w., has support in [—v, 7], which
immediately implies (1 — P(s))Fs(A)P(s) = 0. See, e.g., |47 or [83, Lemma 6.8 |.

Consider now the difference
(4.19) as(H(s)) — H = ag(Fs(H(s))) — Fo(H) forall0<s<1,

where we have used (4.17)) to insert the corresponding integral operators which leave their generating
Hamiltonians invariant. Using H(s) = H + sV, this difference can be rewritten as

as(H(s)) = H = (as —1d)(Fs(H)) + (Fs — Fo)(H) + sas(Fs(V))
(4.20) = Ki(H)+K(H) +KA(V),
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where we introduced three families of linear maps {K.}s¢[o,1], with K% : Ay — Ap foreach 0 < s <1
and 7 =1, 2, 3, given by

(4.21) Kl =(as—id)oF,, K2=F,—Fy, and K2=sas0F;.
With an eye towards our goal of applying Theorem we summarize (4.20)) differently,
(4.22) as(H(s)) = H+ VWV (s) forall0<s<1,

where we have set V(1 (s) = KL(H) + K2(H) + K3(V). By expanding as in (4.6) we further write
423)  VO(s) =3 al(s) with @M (s) = Ki(ha) + KI(ha) + xar(z) - Y KI(®(x,n)).
zEA n>R

Here xar is the characteristic function of the perturbation region AP C A, see (4.2).

Proposition 4.2. With assumptions and notation as above, for all x € A,

(4.24) @1 (s5), P(0)] =0 forall0<s< sﬁy\,

where P(0) is the spectral projection onto the ground state space of H(0) = H and s,‘? is as in .
Proof. Note that for each x € A and any 0 < s < 1, one has

(4.25)  K(he) + KZ(he) = (a5 = id)(Fa(ha)) + (Fo = Fo)(ha) = (a5 © Fs) (ha) = Fo(ha)

Thus for x and s as above,

(4.26) &M (5) = (a5 0 Fo)(he) = Folha) + sxar(z) Y (a5 0 Fo)(P(x,n)).

n>R
We now use (4.18). In fact, the case of s = 0 implies that [Fy(hs), P(0)] = 0. Moreover,
(4.27) [(as 0 Fs)(A), P(0)] = as ([Fs(A), P(s)]) =0 for all A € Ay whenever 0 < s < 317\,

where we have also used 1) Given 1) we now conclude that [@ggl)(s), P0)]=0forallz € A
and 0 < s < sﬁ/\. This completes the proof. ]

4.3. Application of Quasi-Locality and Local Decompositions. In this section, we review
the notions of quasi-locality and local decompositions. For the interested reader, more details on
this can be found in [83, Section IV].

A linear map K : Ay — Ajp is said to satisfy a quasi-locality bound of order ¢ > 0 if there
is a non-increasing function G : [0,00) — [0,00) with lim, . G(r) = 0 for which given any sets
X,Y C A and observables A € Ax and B € Ay, the bound

(4.28) IKC(A), Bl < [X|*[|A][[| B G(d(X,Y))

holds. Any linear map IC satisfying will be referred to as quasi-local. As is well-known, Lieb-
Robinson bounds are useful in demonstrating quasi-locality of the Heisenberg dynamics associated
to sufficiently short-range interactions. For the analysis at hand, we will need explicit quasi-
locality bounds for other maps as well; for example, the spectral flow automorphism, as introduced
in Section and various weighted integral operators, see e.g. (4.16). Before describing these
particular estimates, let us continue with some generalities.

One important fact about quasi-local maps is that they can be approximated by strictly local
maps with errors quantified in terms of their decay function, i.e. the function G in above. To
make this precise, we recall the notion of localizing maps and local decompositions. For any X C A,
denote by H% the normalized partial trace over H,\ x, i.e. the unique linear map H/)\( AN — Ax
for which

(4.29) Y (A® B) = Tr[B]A for all A € Ay and B € Ay x,
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where Tr[B] denotes the normalized trace of B as an operator on the finite dimensional H\ x. If
X = A, then the above map is understood to act as the identity, i.e. f[ﬁ(A) = Afor all A € A,.
We will denote by Hg\( the map from Ap to Ap defined by A +— ﬁ% (A) ® Ty x. We refer to these
maps {Hﬁ\(} xca as localizing, or strictly local, maps on Ax. The choice of notation stems from a
more general discussion of localizing maps for quantum lattice systems, see [83, Section IV]. As we
are only considering quantum spin systems here, the normalized partial trace is a simple realization
of these more general maps.

Given these localizing maps, it is also convenient to introduce the corresponding local decompo-
sitions. Let x € A, n > 0, and for any m > n define a map A% Ay — Ap by setting

T,n;m

I, ifm=n
4.30 AL = b2 () . ’
( ) Tynim { Hé\/\(m) — Hl[};}(m—l) if m > n.

Note that each A%n;m has range contained in Ay (), regarded as a sub-algebra of A,. Moreover,
one has that

M
(4.31) Y AL nm(A) =TIy (A)  for each M > n and all A € Ay.

Since A is finite, for each z € A, there is M sufficiently large so that b2 (M) = A. In this case, for
any integer n, we have that

(4.32) A= AL (A forall Ac Ay

T,n;m
m>n

and the sum on the RHS above is finite.
A more general version of the following lemma is given in [83, Lemma 5.1]. It provides a simple
estimate for strictly local approximations of quasi-local maps.

Lemma 4.3. Let K : Ay — Ap be a quasi-local map satisfying . For any x € A, n > 0,
A € Ay, and each m > n, one has that

(4.33) 1C(A) = Ty (KA < 2103 ()| A G (m — )
and as a result
(4.34) 1A} (K(A)) || < 462 (n)|9)|AlG(m —n — 1) for allm >n.

4.3.1. First Estimates. The goal of this section is to prove Theorem [I.8] We begin by stating a
crucial technical estimate that we will prove in Section .3.2]

Lemma 4.4. Under Assumption the three families of maps {’Ci}se[o,l]; 1=1,2,3, as defined
n , satisfy the following locally bounded and quasi-local estimates:

(i) Locally bounded: There are numbers B; > 0 and p; > 0 for which: given any X C A,
(4.35) IKL(A)|| < s- Bi| X|Pi||A||  for any A € Ax,

In fact, pr =2, po =1, and p3 = 0.
(ii) Quasi-local: There are numbers q; > 0 and non-increasing functions G; : [0,00) — [0, 00)
for which: given X, Y C A and observables A € Ax and B € Ay,

(4.36) ICL(A), Bl < s |X|%||All|| B Gi(d(X,Y)).
In fact, lim,_,oc Gi(r) =0 and ¢ =2, g2 = 2, and g3 = 1.



QUASI-LOCALITY BOUNDS II 37

Lemma demonstrates that the three families of maps introduced in (4.21)) are locally bounded
and quasi-local with estimates that are uniform in s € [0,1]. As will be established in the next
section, our quasi-locality bounds yield explicit decay functions G;, for ¢ = 1,2,3. Rather than
compiling all the various estimates we obtain, we prefer to describe a class of decay functions which
captures, in principle, the worst case scenario in all these bounds. To this end, for any £ > 0,
introduce a function f¢ : [0,00) — (0,00) by setting

% if0§r§£_162,
ér : -1.,2
(e ifr>¢& " e

In what follows, we will frequently make reference to the following decay class:

(4.37) fe(r) =

Definition 4.5. Let n, &, and 6 be positive numbers. We will say that a function G : [0,00) —
(0,00) is of decay class (n,&,0) if for every 0 < i/ < 1, there are positive numbers C1, Cs, a, and
d, with Cy > C’ge*”/fé(ade), for which the estimate

1 Hfo<r<d
Gir) < { Coe=Te(a®) if > d

holds for all » > 0. Here, f¢ is as in (4.37)) above.

(4.38)

Remark 4.6. Our estimates will frequently use basic properties of these decay classes. First, note
that each of these decay classes is closed under addition and multiplication by non-negative scalars.
Next, if G is in a particular decay class, then for any p > 0 and ¢ > 0, the functions

(4.39) Gi(r) = (1+7r)P’G(r) and moreover Gs(r) = Z n’G(n)

n>|er]
are both in the same decay class, as one easily checks.

Remark 4.7. The proof of Lemma [4.4] actually establishes that each of the functions G; is of a
particular decay class. More precisely, let > 0 be the number in below. Take £ = /2v to be
the ratio of v, the fixed number (strictly less than v, ) which is used in the definition of the spectral
flow, and 2v where v is an estimate on the Lieb-Robinson velocity for the dynamics corresponding
to the family of Hamiltonians H(s) under investigation, see (4.53|) and (4.54). Finally, let 6 be
as in . The proof of Lemma demonstrates that each G; is of decay class (1, 5,60). In
particular, if v, v, and ||®|[; F satisfy volume-independent estimates, then these decay functions
may be chosen independent of the volume.

We can now state the main result of this section.
Theorem 4.8. Under Assumption the transformed Hamiltonian, see , can be written as

(4.40) as(H(s) = H+VW(s) with VI(s)=>">" W (z,m,s)
zeAm>R

for all 0 < s < 1. Here the terms above satisfy

(4.41) W (z,m,s)* = W (z,m,s) € Aprimy  forallz € A,m >R, and 0 <s <1,
and for x, m, and s as above, the bound

(4.42) @M (z,m, s)|| < s- G (m)

holds for some function G : [0,00) — (0,00) in the decay class (7, o=,0). Here, the parameters
in this triple are as in Remark [{.7]

Remark 4.9.
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(i) As will be clear from the proof below, a choice for the decay function G(!) can be made
explicit in terms of various, previously introduced decay functions. More importantly, when
v, v, and ||®||; F satisfy volume-independent estimates, G may be chosen in a volume-
independent manner as well.

(ii) We note that, technically, no gap assumption is used in the proof of Theorem In fact,
if the spectral flow used to transform the Hamiltonian, see , is defined with respect to
any £ > 0, as in , then Theorem still holds and the resulting decay function GV

is in the decay class (7, %, 0).
Proof. Recall from Section see (4.20))-(4.23)), that for all 0 < s <1

(4.43) as(H(s) = H+VW(s) with VU(s) =) af
xEA
where
(4.44) M (s) = KL (he) + K2(he) + xar(z Z K3 (@
n>R

For i = 1,2, 3, the families of maps {K’} sef0,1] are as in , and xap is the characteristic function
of A C A. From Lemma each of the maps K¢ is locally bounded and quasi-local. In this case,
the terms on the right-hand-side of can be approximated by strictly local terms with error
estimates controlled using Lemma as follows:

(4.45) Z dW (z,m, s)

m>R

where we used the local decompositions from (4.30) to define
(446) (I)(l)(x’m7 S) A:L‘Rm(lcs(h’ )) +AmRm<KE(h +XAP Z A:cnm (mvn)»

We need only estimate these terms as in (4.42]).
First, consider the case of m = R. One has that

180 (@, R, o)l < Iy gy (/C( )+ TG gy (2 ()| + 1Ty oy (K2 (@, R)))|

(4.47)

IN

sl HZB b2 (R)[P* + s]|D(z, R)|| Bs|bg (R)[*

where we have used the form of the local decompositions, see , and Lemma ( ). Since A is
finite, each of maxyen ||hs||, maxzen ||P(x, R)||, and max,ecp \bx( )] are as well, and it is clear that
an estimate of the form holds.

For m > R, we estimate as follows:

< (Hh ||z:|bA )|"Gi(m — R —1) + Z bz ()| | @ (2, ) || Gis (2 —n—1)>
n=R
(4.48) +SB3\bﬁ(m)\p3Hq’(wam)H

where we have used Lemma (ii) as input for the bounds on the local decompositions proven in
Lemma The first two terms on the right-hand-side of (4.48) clearly decay in m, and moreover,
the final term, which corresponds to n = m in (4.46]) and arises from local bounds as in (4.47)), may
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be further estimated using (4.14). We need only extract decay from the terms with R <n <m—1.
Since (3 is non-increasing and g3 = 1, we find that

|m/2] 1
(4.49) > 1m)|® (R (x,n)|Ga(m —n —1) < [|@[l1,pF(R - 1)G3(m/2)
n=R
whereas
m—1
(4.50) Y bR m)® ]z, n)||Ga(m —n — 1) < G3(0)[[®|l1,rF(lm/2] —1)
n=|m/2]

both using (4.14]) to control the interaction terms.
To summarize, we have shown that for m > R,

2
(I)(l) < 4 T T & % - -1
[ m ] <o (mac il ) SR Gilm R 1)

(4.51) +5)|®| 1 [AF(R — 1)G3(m/2) + 4G5(0)F(|m/2) — 1) + BsrP*mP" F(m — 1)]

As indicated in Remark each function Gy, for i = 1,2, 3, is in the decay class (1, 5-,6), and the
function F' decays even faster. Using Remark we conclude that the bound above is also in this
decay class, and this completes the proof. O

Remark 4.10. If the initial perturbation V is a anchored interaction, as in Definition [2.6] satisfying
[2-42) then by arguing as in Appendix [A] it is clear that V(! (s) is a s-dependent anchored inter-
action that satisfies (2.44]). In fact, one easily checks that s — q)(l)(x, m, s) is continuous for each

choice of (x,m), and this result also follows from the more general discussion found in [83, Section
IV.B.1].

We end this section with an estimate of the global terms ‘Dg;l) anchored at sites x outside the
original perturbation region AP.

Lemma 4.11. Under Assumption consider the transformed Hamiltonian os(H(s)), as in
. Let N > R and take (1, 55-,0) as in Remark . Then there is a function G : [0,00) —

(0,00) of decay class (1, 5-,0) for which the global term @&1)(5) as in satisfies
(4.52) 128 (5)]| < 2s/ha - G(N)
for all x € A with d(z,AP) > N and 0 < s < 1.

We prove this lemma at the end of the next section.

4.3.2. Technical details of the quasi-local estimates. In this section, we will prove the technical
estimates claimed in Lemma as well as Lemma which will be useful for arguments in
Section (Bl

The estimates which form the core of Lemma [4.4] are proven using various bounds on the com-
position of quasi-local maps as established in [83, Section V.C]. As input, we must first quantify
quasi-local bounds on the Heisenberg dynamics, various integral operators, and the spectral flow.
We turn to this topic first.

Under Assumption it is well-known that the Heisenberg dynamics associated to the Hamil-
tonians H(s), see , satisfies a quasi-locality bound. In fact, an application of Theorem
here we first use Proposition shows that for X, Y C A with X NY =) and any A € Ax and
B € Ay, one has that

(1.53) 179 04), B < 2000 x4 oot
F
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see e.g. (2.28)). For the sake of uniform estimates, note that v is no larger than

14

kR
, < - . .
e v < 205 (£t ma hal + 2]

To be clear, if H is obtained from a uniformly bounded interaction and holds with AP = A =
I', then this bound on v is uniform with respect to s € [0, 1] and all finite volumes A C T".

Let us now turn to estimates for two families of integral operators. For each £ > 0, define two
families of linear maps {fg}se[o,l] and {g§}se[0,1], with F§, G5 : Ax — Ay, given by

(4.55) Jﬁmzéﬁ%m%@ﬁ mdgﬁﬁzéﬁﬂmm@m

for all A € Ay and 0 < s < 1. As above, Tt(s) is the Heisenberg dynamics associated to H(s) and
here we, We € L'(R) are the real-valued weight functions defined in [83, Section VI.B]. Both of
these families of maps are bounded uniformly in s. In fact, one has that

(4.56) IZ5 (A < Al and [IGS(A)] < [We[ullA]l for all A€ Ay and 0 < s <1,

where we have used that we is L'-normalized.

An important consequence of the results proven in [83] Section VI], see specifically Lemma 6.5,
Lemma 6.10, and Lemma 6.11, is that the integral operators defined above in satisfy quasi-
locality estimates that are uniform with respect to 0 < s < 1. The following lemma summarizes
the above-mentioned results proven in [83]. Before we state it, recall that in we introduced
a sub-additive, non-decreasing function f¢ : [0,00) — (0, 00) for any £ > 0. Moreover, let 7 > 0 be
the number defined by setting

(4.57) n (1 +)° nlnl(n)2> =1
n=2

One readily checks that n € (2/7,1).

Lemma 4.12. For each £ > 0, let {]:g}se[o,l] and {gﬁ}se[m] denote the families of integral oper-

ators introduced above. If the corresponding Heisenberg dynamics satisfies , then

with n >0 as in s given any 0 < e < 1 and all X, Y C A the bound

(4.58) S IS (A), Bl < 2| Al Bl X |G (d(X, )

holds for all A € Ax, B € Ay, and K € {F,G}. There is a number d* > 0 for which one may take

) 1 if0<d<d
(4.59) Gr(d) = min {1, c (% + 2—7764]%6 (g(d))2> e e (g(d))} otherwise,
and

¢ Wellx if0<d<dr
(4.60) Gg(d) = min {HWng, (% + %064&6 (g(d))3> e~ Mfee (g(d))} otherwise.
In fact, one may take d} to be the smallest value of d for which

€ 1-
(4.61) max [9, 775] <In(&g(d)) where& = ( ve)ﬁ .
€

Herewv and g are as in (4.55) and we set C' = %fjﬁ” In addition, c is related to the L'-normalization

of we, see |85, Section VI.BJ.
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For this proof of stability, decay functions, such as those in and above, will frequently
enter. Rather than tracking the precise details of all of these bounds, we find it convenient use
the notion of decay class introduced in Definition to characterize the worst case estimate these
bounds produce. With this in mind, we re-state a more pragmatic version of Lemma [4.12

Lemma 4.13. Under Assumption[{.1], take 0 < v < 5 where y5 denotes the initial spectral gap as
in . Denote by { Fs}scpo,1] and {Gs}sepo,1) the families of integral operators defined as in
with & =y in both cases. For each K € {F,G}, there is a function G of decay class (1, 55,6) for
which given any X, Y C A,

(4.62) sup [|[ICs(A), B|| < 2||A[l[| B||| X |Gk (d(X,Y))

0<s<1
forall A€ Ax and B € Ay.

Proof. This lemma is just a special case of Lemma where we have taken £ = . Although the
assumption that « is related to the size of the initial spectral gap is not used in this estimate, this
is the specific value of & which will be used in all our applications, e.g. it is for this value that
Proposition holds. Moreover, we have taken ¢ = 1/2 to be concrete, but this is not crucial.
Finally, the particular parameters of the decay class are: n > 2/7 is as in , v may be taken
as in , and 6 is from the stretched exponential decay of the weight, see . O

Remark 4.14. As is clear from Lemma the decay functions, denoted by G in Lemma |4.13
above, depend only on « and v. In particular, if v and v are assumed to be volume independent,
then so too are these decay functions.

The final step before proving Lemma[4.4] is to recall the quasi-locality estimates for the spectral
flow established in [83, Section VI.E.2]. As before, take 0 < v < y5 and denote the generator of
the spectral flow by

(4.63) D(s) = /]R T VYW, () dt = Go(V) forall 0< s < 1.

Recalling and , we have taken £ = v and suppressed the dependence of the maps D
and G on 7. Note that we have written the above generator D as the composition of a strictly
local interaction, i.e. V', with a quasi-local map, i.e. Gs. A proof of quasi-locality estimates for the
dynamics generated by such a quasi-locally transformed interaction is the content of [83, Section
V.D]. For the convenience of the reader, we briefly review these proofs, specifically in the context
of anchored interactions, in Appendix [A] below. The basic idea is that local decompositions, see

(4.30)), can be used to re-write the generator D(s) as

(4.64) Z Z (x,m,s)

zEAP m>R

where for each z € AP, m > R, and 0 < s < 1, we have set

(4.65) (z,m,s) Z A2 (Gs(®(z,n))).

For the desired quasi-locality bounds, we will need estimates on the above interaction terms.
Here we use results proven in Appendix [A]l First, recall that the family of maps {Gs} se[o,1] satisfies
a uniform (in s) local bounded, see , as well as a uniform quasi-local estimate of order one, see
Lemma Next, recall that V satisfies . Together, these estimates imply that Theorem
holds pointwise in s, and moreover, since the corresponding decay functions Gg and F' are both in
the decay class (1, -, 0), we have further satisfied the assumptions of Corollary We conclude
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that for every 0 < p < 1, there is an F-function Y on (I',d) for which

(4.66) Yoo D %@ ms)| < Fydy, =)

rEAP m>R:
y,2E€bz (M)

and we stress this bound is uniform with respect to 0 < s < 1. Moreover, for any ¢ > v + 1 there
are positive numbers C1, Cs, a, and d, with C7 > C’Qe_“fw/%(adg), for which one may take F}, with
the form Fj, = Fy - Fgeﬁ where:

01 if 0 S r S d,
(4.67) Fyo(r) = T and  Fg%(r) = { Coe—thrzaar®) i1 5 g,
Remark 4.15. With an eye towards future statements of uniformity, note that Theorem and
Corollarytogether demonstrate that the choice of decay functions F&,‘ appearing in bove
can be made explicit in terms of the decay function F' associated to V and the decay function Gg
as introduced in Lemma In cases where 7 and v can be estimated uniformly in the finite
volume, in particular a volume-independent analogue of is assumed, then the choices of
decay functions in and may be taken volume-independent as well.

As a consequence of , we obtain quasi-local estimates for the spectral flow from Lieb-
Robinson bounds. More precisely, as is discussed in Section [2.3] see (2.39)) and (2.40)), the map D(s)
is the generator of the spectral flow automorphism «. In this case, an application of Theorem
(combined again with Proposition shows that for any 0 < g < n and any X,Y C A with
X NY = (), the quasi-local estimate

(1.68) las(), B < ANEL (03 5™ 5 pitatar )

rzeX yeY

holds for all A € Ax, B € Ay, and 0 < s < 1. Here, to ease notation, we have denoted by C' = C’F\;

the convolution constant associated to the F-function Fg .
We can now present to proof of Lemma [4.4!

Proof of Lemma[{.4: We will treat each family of maps separately.
Estimates for {K;}SE[O,I] : Recall that for each 0 < s < 1, the map K! : Ay — A, is defined by

(4.69) KLHA) = [(as —id) o Fi](A) forall A e Ay.

For this family of maps, we will use [83, Lemma 5.10] to obtain both the local bound and the quasi-
local estimate. To apply Lemma 5.10, we need a priori estimates for the maps being composed.

Let us first consider Fs. A local bound of order zero for F, was established in . Moreover,
the bound (4.62) in Lemma [4.13] demonstrates a quasi-locality estimate for Fs of order 1. In the
latter bound, Lemmalﬁl also establishes that the decay function G r is in the decay class (7, 2%, 0),
see Definition for more details. As the notation suggests, we stress that both of these estimates
hold uniformly with respect to 0 < s < 1.

Let us now consider «z — id. Here it will be crucial that the pre-factors in the estimates for
a5 —id are linear in s. To see this, we proceed as follows. Note that for each A € Ay and 0 < s < 1,
the equality

(4.70) (s — id)(A) = aug(A) — A = /0 4 o (A) dr = 7,/0 ar([D(r), A]) dr,
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holds. For any 0 < p < 1 and each A € Ay, the bound

llas —id) (A < 2041 Y > / [0 (z,m, )| dr

zEAP m>R:
b2 (m)NX £0

SM@Z/ZZMWWW
rEX wWEAP ZENAP m2>R:
z,webd (m)
(4.71) < 25| Al FglIX]

follows from (4.64)) and (4.66|). In this case, the local bound claimed in now follows from [83),
Lemma 5.10(i)]. Here we have used that the local bound for a;s —id is of order one for all 0 < s < 1,
and moreover, each moment of the decay function G is finite. One may take p; = 2.

For the quasi-local estimate on «as — id, with a linear pre-factor in s, we argue as follows. It is
clear that for any X,Y C A, the bound

(4.72) Il(ers —1d)(A), B[ < 2][(cs = id)(A)[[[| B

holds for all A € Ax and B € Ay. For any 0 < pu < 7, we have the local bound (4.71) and
moreover, if X NY = (), then

(4.73) [(es —id)(A), B[l = [[[es(A), Bl|| < 45| Fu o[ X[ AllI1 Bl Fg5(d(X, Y))

where for the final inequality above, we have used (|4 -, the mean value theorem, and the factorized
form of the F-function FY;, see . In this case, the estimate claimed in now follows
from [83, Lemma 5.10(ii)]. One may take ¢ = 2. For sufficiently large r, the resulting decay
function GG7 has the form

o0

(4.74) Gi(r) ~ (r/2" Fes(r/2) + S (14 n)"Gr(n).
n=|r/2]

Here ~ indicates that we have ignored certain r-independent pre-factors. These include factors
from the local bounds on ay — id and Fj, factors from the quasi-local bounds on «a; — id and Fj,
and factors of k from the v-regularity assumption. One can, however, make an explicit choice for
the resulting decay function using the statement of |83, Lemma 5. 10]. In any case, we conclude
that G is of decay class (1, 3, 0), see e.g. comments in Remark |4

Estimates for {K2}e(0,1: Recall that for each 0 < s < 1, the map /Cg : Ar — A, is defined by

(4.75) K2(A) = Fo(A) — Fo(A) forall Ac Ay.

To estimate, we find it useful to observe that K2 can be re-written as a composition. Recall that
the mapping §¥ : Ay — A defined by

(4.76) 8V (A) =i[V,A] forall Ae Ay

is called the derivation associated to V. In terms of this mapping, note that

@w:amwﬁm>=/0ﬁw—$wmmmw

_ // 9 670 (A) drw, (t) dt

-/ / )~ H(0).7)(A))) drw (1) di
(4.77) = s(Gs08")( A)
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In the last line above, we used that the distributional derivative of W, satisfies

(4.78) LW (1) = s (1) + 8o(1)
as is discussed in [83, Section VI.B].

We are now in a position to apply [83, Lemma 5.8]. As before, we first collect the relevant a priori
bounds on the maps being composed. For G, (4.56) establishes a local bound of order zero, while
in Lemma, m provides a quasi-locality estimate of order one. Again, the corresponding
decay function Gg is in the decay class (7, le, 0) and both of these estimates hold uniformly with
respect to 0 < s < 1.

The assumed norm bound on V, see (4.13), guarantees that the corresponding derivation 6" is
locally bounded and quasi-local. More precisely, the local bound of order one

(4.79) 16V (A)|| < 2||®)r|FIIIX|||A]|l for all A € Ax with X C A,
holds, and whenever X,Y C A with X NY = (), one has that
(4.80) 16Y (A), BIIl < 4/1 |1, || Foll| X [[|A]| | Bl|e~ @Y

for any A € Ax and B € Ay. More details on these calculations can be found in [83, Section V.B,
Example 5.4]. Note that the weight e~9 decays at the stretched exponential rate governed by
which is faster than the previously indicated decay classes.

Applying [83, Lemma 5.8 (i)], we find a local bound of the form with po = 1. Using [83,
Lemma 5.8 (ii)], a quasi-locality bound of the form holds with go = 2. The corresponding
decay function G is, for sufficiently large values of r, given by

(4.81) Ga(r) ~ (r/2)"Gg(r/2) + e~ 9/?

where we have again ignored certain pre-factors. Since Gg is of decay class (7, 5, 6), so too is Go.
Estimates for {K3}c(0.1]: Recall that for each 0 < s < 1, the map K2 : Ay — Ay is defined by

(4.82) K3(A) = s(as 0 Fo)(A) forall Ae Ay.

It is clear that, for each 0 < s < 1, both a; and Fs are of norm one. As such, a local bound of the
form (4.35)) holds for K2, and one may take p3 = 0. Quasi-locality bounds of order one for a;, and
Fs have already been discussed, see (4.68)) and (4.62) respectively. An application of |83, Lemma
5.8 (ii)] demonstrates a quasi-locality estimate for 2. One may take g3 = 1 and a corresponding
decay function Gj is, for sufficiently large values of r, given by

(4.83) Gs(r) ~ (r/2)" Fysi(r/2) + GF(r/2)
As before, we conclude that G3 is of decay class (7, 5, 6). O

Finally, we include the proof of Lemma [4.11

Proof of Lemmal[{.11: Let N > R and take x € A with N < d(z, A?). By (4.23)), we have that

(4.84) ®M(s) = Kl(hy) + K2(hy) forall0<s<1.

We will estimate the norm of the terms on the right-hand-side of (4.84]) separately. Recall that
(4.85) Ki(he) = (a5 = id)(Fu(ha)) -

Let us denote by A = HbA(LN/2J)(‘7: (hg)). In this case, it is clear that

(4.86) IS (ho) | < Hl(evs = id) (A + [[(exs — id) (Fu(ha) — Al

Arguing as in - - -, we find that
(4.87) (as —id) (A < 2lhall D> > / > Y v mr)|dr

yEbA(|N/2]) wEAP 2EAP  m>R:
y,web (m)



QUASI-LOCALITY BOUNDS II 45

Here we have used that ||A]| < ||hz||. Given this, we conclude from (4.66|) that
llas —id)(A)] < 2s|hall > D Fyldly,w
y€bs (LN/2]) weAP
(4.88) (N/2)" F§(N/2)
where in the final bound we used that d(y,w) > N/2 for each choice of y and w as above. In fact,
N < d(z, A) < d(z,w) < d(z,y) + d(y,w) < [N/2] + d(y, w)

This term has decay as claimed in (4.52]).
Using the telescoping property of the local decompositions, see (4.31)) and m, one sees that

(4.89) Fulhe) = A= (id ~ T (o)) (Flh)) = 30 A g (Fulhe)
m>|N/2]+1

IN

The norm bound

I(as —id)(Fs(ha) = DI < >0 llas = id) (AR o (Fs(ha)))

m>|N/2]|+1
< 2| FEI >0 R m)[IIAL g (Fs(ha)]
m>|N/2|+1
(4.90) < 16s|FhllIRNBR (R > bR (m)|GF(m — R—1)

m>|N/2|+1

follows from the local bound proven in (4.71]) and an application of (4.34) from Lemma which
applies given the result of Lemma This term also has decay as claimed in (4.52]).

Lastly, we note that using (4.77) and (4.56)), the bound
(4.91) 12 (he) || = s[1(Gs 0 8V ) (ha) | < sW 11 [16Y (ha) |

is clear. Moreover, the estimate

16Vl < > D (=), k|

zEAP n>R:

b2 (n)NbR (R)#0

< 2kl Y DS Y Y ez
beA ) R) weAP z€ AP n>R:
w,yebd(n)
< 2halll®@he > > F
y€by (R) wEAP
(4.92) < 2|l @l Folllby (R)|e o™=

follows from and the form of the corresponding weighted F-function. Note also that
N <d(z,AP) < d(z,w) < d(z,y) + d(y,w) < R+ d(y,w)
We have shown that
[N (s)| < IIKs (ha) | + 112 ()|

< 28|\l | Kl Fuoll(N/2)Y FES(N/2) + 8IIFEIIIbR (R)] > [b3(m + 1)|Gx(m — R)
m>|N/2]

(4.93) +25[| W |1 || | [ @11, | Foll b3 (R) e~ 9N

Since all functions of IV can be appropriately estimated, this completes the proof. O
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AP
AP(K)

A

FIGURE 2. The perturbation region AP and effective perturbation region AP(K).
Sites in A \ AP(K) have a fixed distance from the perturbation region. Sites in
AP(K) have indistinguishability radii with a fixed lower bound.

5. LOCAL TOPOLOGICAL QUANTUM ORDER AND CONDITIONS FOR RELATIVE BOUNDEDNESS

For the finite-volume family of Hamiltonians H(s) = H + sV € Ay, as in (4.3]), we showed in
Theorem [4.8] that the unitarily equivalent family as(H(s)) can be re-written as

(5.1) ai(H(s)) = H+VW(s) with V()= Y oW(a,m,s),

reEA,m>R

with || @) (2, m, s)|| < sGM)(m) for a function G of decay class (7, 2, 0). The goal of this section
is to complete the decomposition described in Section and show that as(H(s)) can be further
re-written as

(5.2) as(H(s)) = H+V®(s) + A(s) + E(s) + C(s)1
with terms satisfying the properties described in Claim see Theorems and below. To

do this we need to assume an additional property of the ground states of the initial Hamiltonian
H. This property, which is referred to as local topological quantum order (LTQO), is expressed in
terms of the indistinguishability radius we introduced in Section [2.2.2

The idea is that the ground states are indistinguishable by perturbations acting in a region
where ‘LTQO holds,” which typically excludes the boundary of A. This is motivations the following
definition of the perturbation region, AP C A. Fix a non-increasing function 2 : R — [0, 00) and
let r$! be the corresponding indistinguishability radius associated to = € A, see Definition Let
K,L > 0 with K > R, the bound on the interaction radius of the initial Hamiltonian H, which we
furthermore assume to be frustration free. Then, define a perturbation region A? = AP(K, L) by
setting

(5.3) AP ={z €A v >L+K forall y € b2(K)}.

The estimates proven in this section will depend on K, L, and various decay functions. When
considering the thermodynamic limit, appropriate choices for L and K will, in particular, depend
on the rate at which these functions decay; more on this in Section [6] Let us further introduce

(5.4) AP(K) ={z €A : d(z,AP) < K}

which we refer to as the effective perturbation region. Given (5.3|) and (5.4)), all sites in this effective
perturbation region are guaranteed to have an indistinguishability radius of at least L + K:

(5.5) L+K<r} forall zeAP(K).
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We use this effective perturbation region to partition the global terms of V(l)(s), see 1' into
a main term and a remainder term as follows:

(5.6) VD (s) = v (s) + E(s),

with

(5.7) Vi) = > el(s)
z€AP(K)

(5.8) Eis) = Y ol(s).
2EA\AP(K)

Let w denote the ground state functional associated to the initial Hamiltonian H, see (2.8)), and set
1
(5.9) C(s) = w (Vi (9))

to be the ground state expectation of V;}(é)(s). Given 1) and 1) an application of Theorem

shows that, in finite volume, C(s) — 0 as s — 0. In any case, we can now write

(5.10) VD(s) = VO (s) + A(s) + E(s) + C(s)1,
where we have set

(5.11) V(s) = (1= Py) (Vi () - Co)1) (1= Py)
and

(5.12) A(s) = Py (Ve(é)(s) - C(s)n) Py.

Note that (5.10) with V@) (s) and A(s) as defined in 45.11D and (]5.12[), holds for all 0 < s < sf} by
;

Proposition The off-diagonal terms vanish as all the global terms <I>g1)(s) commute with the
ground state projection Pp associated to H; note that in the notation of Section 4, H = H(0) and
Py = P(0). Thus, we have established the desired form of (5.2).

We now show that the terms in satisfy the properties described in Claim It is easiest to
estimate the remainder terms A(s) and E(s) and so we do this first. Before we do so, we introduce
the following quantity as it appears in a number of our estimates. Set

(5.13) CE,L)=2 > GYm)+r| > mGW(m)| QL)

m>K+1 m>0
where G is the decay function obtained in the proof of Theorem r and v are from (2.1)),
and 2 is the non-increasing function used to define the indistinguishability radius. In applications,

this quantity will be small for large values of K and L. The following result makes explicit that
properties (i) and (ii) of Claim [3.6 hold for the decomposition (5.2)) just obtained.

Theorem 5.1. Under Assumption fiz a non-increasing function Q : R — [0,00) and define
E(s) and A(s), as in (5.8) and respectively, for all 0 < s < 1.
(i) For all s, one has that PxA(s)Py = A(s) and ||A(s)|| < s0 where one may take

(5.14) d =|AP(K)|C(K,L)
and C(K, L) is as in above.

(ii) For all s, ||[E(s)|| < se where one may take

(5.15) c=2 3 | Gx)

2EA\AP(K)
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and G is the decay function obtained in the proof of Lemma|4.11].
Proof. We first prove (ii). Using (/5.8]), it is clear that

(5.16) 1B < >, IePG)l<2s | Y k| GEK)

2EA\AP(K) 2€A\AP(K)

where the final inequality above follows from and an application of Lemma m

Now, con51der (i). The claim that PAA(s)Py = A(s) for all 0 < s < 1 is immediate given (5.12).
To prove , it is convenient to introduce some additional notation. Recall and @ .
Linearity guarantees that we may write

(5.17) Vi) —cs)1= Y @) (s) where Qggpa$%@—w(QW@)m
z€AP(K)

Moreover, in terms of the decomposition established in the proof of Theorem see specifically

(4.45)), we may further write
(5.18) q)QQJ(s) = Z @“Lm(s) where <I>§}3Jm(s) = <I>(1)(:U,m,s) —w (@(1)(;1:,171, s)) 1.

) Z,

m>R
Now, using ([5.12]) and (5.17)), the triangle inequality yields
(5.19) IAG)I < Y Pa®)(s)Pall -

z€AP(K)

For each fixed x € AP(K), using ([5.18]), we may further estimate
IPADEL(s)Pall < D [1PADSY, 1 ()Pl

m>R
K
(5.20) = > IPa@8) () Pall + Y [PARL) 1 (s)Pall-
m=R m>K
With the final term above, we use the bound (4.42)) proven in Theorem ie.
(5.21) D IPaL) ()Pl <2 ) [0 (@, m, )| <25 - ¢W(m)
m>K m>K m>K

For the remaining term, we use the frustration-free property of the ground state, which implies
that for each x € AP(K), we have

(522) PA:PAPbI(L+K) :sz(L+K)PA’
Using the bound (2.9 from Definition as well as (5.5), we find that for z € AP(K) and
R<m<K,
IPA®S), o ($)PAll < 1Py, riy @ (@, m, 8) Py g i) — w(@W (2,m, 8)) Py (1410
(5.23) <\Mmmdwxm@m@+K—my

Combining (5.20)), (5-21), and (5.23), we obtain that for each z € AP(K)

(5.24) IPA2)(s)Pal <s |2 > GD(m L) > [ m)GYm) |,

m>K+1 m>R

where we have again applied (4.42)) from Theorem now to the right-hand-side of (5.23]). Recall-

ing ([5.13]), the bound claimed in (5.14)) follows from (5.19), (5.24)), and v-regularity, i.e. (2.1). O
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this form bound, we will show that the term V(Z)(s), see 11) above, can be written as an
s-dependent, anchored interaction which satisfies the assumptions of Theorem That is the
content of Theorem below. First, we prove the following lemma. For its statement, recall the
notation established in the proof of Theorem namely (5.17) and ([5.18)

The remainder of the section is devoted to proving property iiii) in Claim To establish

Lemma 5.2. Under the assumptions of Lemma fiz a non-increasing function Q : R — [0, 00).
Let x € AP(K). For all0 < s < 54‘ and any m < n < rﬁ, we have

Sl ()Pamll < s|2 Y ¢OE) + | VEr Y. GV (k) | VmrQ(n —m)

k=R E>m+1 E>0
(5.25) +s (2 > GUE) + x| KGW(KE) | QL)
E>K+1 k>0

As we did with the statement of Theorem see specifically (5.13)), it is convenient to label the
some of the terms above as they frequently appear below. For any 0 < m < n, set

(5.26) Dim,n)=2 > GUE) + | V8D GW(k) | vV/mQ(n—m).
k>m+1 k>0

The quantity above behaves similarly to C(K, L) in the sense that D(m,n) should be small if m
and n — m are all sufficiently large.

Proof. Fix x € AP(K) and consider the observable A,, = > /" oV

2wk (8) € Apar ). Since m <n <
r?, an application of Proposition shows that

(5.27) 1A Pl < [-AmPall+ 1A/ 2162 (m) [ 2(n —m).
Going back to (5.18)), we have that
1
(5.28) o) (s) =Y ol =An+ > @) (s)
k>R k>m+1

and therefore,
(5.29) 1A PAH<H<I>(” PAH” S 20 (z,k,5)].
k>m+1

Using Proposition the first term above may be re-written as in the LHS of ([5.24]) and estimated
by sC(K,L). The bound claimed in ([5.25) now follows from the naive bound

(5.30) | Am |l < Z |yc1> s)|| < 22 &) (z, k, 5)]|

and two applications of (4.42] - ) from Theorem once for the final term on the RHS of (5.29)) and
once for final estimate in ([5.30)). O

Finally, to allow for some additional flexibility in the application of the estimates below, we
divide the terms in certain sums according to a function f with specified properties. This function
should be regarded as an additional free parameter in this set-up. To keep track of terms, we find
is convenient to introduce the quantity ¢, = ¢;(A) defined for each € A by setting

(5.31) ly = min{n € Z>q : b2 (n) = A}.
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Theorem 5.3. Let f : [0,00) — [0,00) be any differentiable function with f(0) =0 and 0 < f'(t) <
1 for allt > 0. Under Assumption[{.1], one can write

Z Z@ x,n,s)

zeAP(K)n
with terms satisfying: for allx € AP(K), n > R, and 0 < s < sﬁy\, the following holds
(1) @(2)(33,71, S)* = (I)(2) (ZE,TL, 5) € Abé‘(n)
(11) Pbé\(n)(pm)(ma n, S) = @(2) ($7 n, S)Pbé(n) =0

(iif) [|®P)(z,n,s)|| < 2sGP(n), where
(5.32)

G (n) = GO (f(n))+D([f(n)] —1,n—1)+ C(K, L) R<n<L+K
ks snir) GUHR) + D f(L+K)] =1,L+ K - 1)+ C(K, L) n>L+K
and the quantities C(K, L) and D(m,n) are as in (5.15) and (5.26) respectively.

Proof of Theorem [5.3. Recall that V(?)(s) is as defined in (5.11)). To obtain the terms ®®(z,n, s),
satisfying the conditions of Theorem 5.3 we use the notation introduced in the proof of Theorem|[5.1]

to expand. By inserting ([5.17)), we have that
V()= > (1= Pyl (s)(1— Py)

zeAP(K)
and moreover, with (5.18)) we have that for each x € AP(K),
Ly
(5.33) (1= PA)RLL(s) (= Pr) = D (1= Pa) @Y, (s)(1 = ).
m=R

In the argument below, it will be convenient to write ®®)(z, n, s) as the sum of two terms
(I)(z) (CC, n, 8) = @1(:67 n, 8) + @2(:67 n, 8)

each of which will separately satisfy the conditions of Theorem
First, to any = € AP(K), set

(5.34) O1(2,Le,s) = > (1= Py (s)(1—Py).
m> f(L+K)

Since b2 (¢,) = A, such terms clearly satisfy conditions (i) and (ii) above. Moreover, an application
of Theorem [4.8 shows that

(5.35) ©1(z,lays) <2 > oW (@ms)|<2s > GD(m).
m>f(L+K) m>f(L+K)

Only those terms in (5.33) with R < m < f(L + K) remain to be analyzed. For these, let us
introduce the following sequence of operators:

Il PbA( ) ] - R
(5.36) E; = Poa—ny— Py R+1<j<{,
Py jg=4l,+1.
One readily checks that each E; is an orthogonal projection, and moreover,
Ly+1
(5.37) EjE, =0;1E, with 1= Ej.

J=R



QUASI-LOCALITY BOUNDS II 51

In words, this family of projections is mutually orthogonal and sums to the identity. It is also useful
to observe that partial sums telescope, i.e.

(5.38) 1—Ppgy=> Ej forallR<n</,.
j=R

Now, for R <m < f(L + K), set mf = | f~t(m)]. Using (5.38)), a short calculation shows

(5.39) (1— Pyl (s)(1—Py) = Z ;o0 .(s)
7,k=R

= (1= Pp )@ n ()M = Poay)  + Y Ajm,
~Hm)<j<ly
where, for all j > f~1(m), we define
(5.40) Ajm = Ej®L), () (1= Poagiory) + (1= Poa()) B8, 1 (5) B
From the expression ([5.39)), we will extract two types of terms: O;-terms and ©a-terms. Let us
first continue defining the ©-terms. Note that for each integer m with R < m < f(L + K),
(mfl)f <my <L+ K.

This follows from our assumptions on f and, e.g., an application of the mean-value theorem. As
such, each choice of my corresponds to a unique integer m and so the term

(5.41) O1(z,my,8) = (1= Pys () @8 () (1= Poagn,)

T,w,m

is well-defined. Note further that we are only considering values of my < L + K < st < A,
and so there is no overlap with (5.34). For these terms in (5.41)), conditions (i) and (ii) are clear.
In fact, since f(m) < m and hence m < f~1(m), we have that m < Lffl(m)J = my, and thus
O1(z,my, s) € Apa(m ;)- To obtain a norm bound, note that since my < f~ L(m) and f is increasing,
we have f(my) < m. In this case, again Theorem 4.8 E shows that

(5.42) 1©1(z,myp,s)l| < 28D (@, m,s)[| < 25GD(f(my)).

Setting ©1(x, m,s) = 0 for any integer values not considered above, we have shown that the ©1-
terms satisfy the conditions of Theorem with the norm estimate

GO (f(n)) R<n<L+K
Going back to (5.33)), let us summarize the progress: for each z € AP(K), we have written

(5.43) 191 (z,n,s)|| < 2s- {

(5.44) (1—Py)@)(s)(1—Py) = Z O1(z,n, s) > Y Ajm.
R§m<f(L+K) FYm)<j<ty
We will re-organize the final sum above and label these as ©s-terms.
For defining the Og-terms, it will be convenient to note that the operators A; p,, see (5.40)), satisfy
the following for each R+ 1 < j < /4,

(i) Aj,, = Ajm € Apa(y for all m with f~(m) < j.
(i) AjmPpa;) = 0 for all m with f~tm) <j.
(iii) For any n with f~1(n) < j, Lemma [5.2 becomes relevant as
n
2| S0 ot < 2 35 ahumg
m=R

n

d A

m=R

(5.45) < 2
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Here, the final inequality follows from using (12.7)) to write E; = Py Ej-

We now define the O-terms. To do so, we interchange the double sum from (5.44) and isolate
those terms for which Lemma [5.2] applies. Namely, note that

> > A=) > Amt ) > Aim
R<m<f(L+K) f=1(m)<j<lsy R<m<f(L+K) f~1(m)<j<L+K R<m<f(L+K) L+K<j<iy

For the second collection of terms above, one has that

(5.46) 3 S A= Y > A,

R<m<f(L+K) L+K<j<ly L+K<j<t: R<m<f(L+K)
and so we set
(547) eQ(xaja S) - Z A],m fOI' all L —+ K S ] S Ex .
R<m< f(L+K)

Based on the observations above, it is clear that these terms satisfy conditions (i) and (ii). Moreover,

[f(L+K)]-1 [f(L+K)]-1
(5.48)  [|©2(,4,5)|| < 2 Z (I):vl,zJ,meQ(jfl) < 2 Z ) Pod (LK —1)
m=R k=R

Here, for the final inequality we have used Pya(;_1) = Pya(r4x—1)Fpn(j—1)- Applying Lemma @,
for L + K < j < {, we obtain the following uniform estimate:
(5.49) 1©2(z,j,9)| <2s[D([f(L+K)] -1, L+ K —1)+C(K,L)|

where C(K, L) and D(m,n) are as defined in ([5.13)) and (5.26) respectively.
For the remaining terms, observe that

> > Am= ) > Aim
R<m<f(L+K) f~1(m)<j<L+K FHR)<j<L+K R<m<f(j)
and thus if we set
(5.50) Oz, j,5) = Y. Ajm for fHR)<j<L+K,
R<m<f(5)
then, as before, these terms satisfy conditions (i) and (ii), and

[f()1-1
(551 [Oa(x,g,s)| <2|| > @) L Pagoy| < 2s[D(TfG)]—1,5—1)+C(K,L)] .
m=R
Once again, we define Oy(z, j,s) = 0 for any values of j not considered above.
Finally, set ®@)(z,n,s) = O,(x,n,s) + Oz(z,n, s). By construction, it is clear that these ®)-
terms satisfy the conditions of Theorem and moreover, combining the decay bounds from
(5.43)), (5.49), and (5.51)) we find that

183z, n,5)] < 256G (n)
as desired. ]

In summary, the results of Sections and [5| can be combined to state, for any v € (0,74),
a lower bound for the range of the perturbation strength 317\ so that the spectral gap above the
ground states(s) is at least ~, for the system defined on a finite-volume A; recall that a more detailed
statement is provided in Claim in particular, see . It is not a prior: obvious when this
lower bound is non-trivial. The next section is devoted to deriving conditions under which the

lower bound is uniformly positive along an increasing and absorbing sequence {A,},>; of finite
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volumes. We call such sequences uniform sequences. Then, in Section [7] we show that the GNS
Hamiltonian of the limiting infinite system has a spectral gap above its ground state energy.

6. UNIFORM SEQUENCES AND THE THERMODYNAMIC LIMIT

6.1. Introduction. So far, we have determined conditions under which we can estimate the spec-
tral gaps of a continuous family of quantum spin Hamiltonians on a fixed finite volume. Often we
are interested in a uniform lower bound for the spectral gap for a collection of finite volume families
of arbitrarily large size so that we can derive stability properties of the infinite systems. In this
section, we focus on formulating conditions on families of models labeled by finite sets A that imply
such uniform estimates. We leave the discussion of the thermodynamic limit itself to Section [7}
We focus on conditions that let us establish a uniform lower bound for the spectral gap above the
ground state along a sequence of finite systems of increasing size as this is also the foundation for
studying higher gaps, see e.g. Corollary We will refer to such sequences as uniform sequences.

Each finite volume Hamiltonian is defined in terms of one or more interactions, such as the maps
n and ® in Section[5] These interactions will for the most part not depend on n except for necessary
modifications generally designated as boundary conditions. Boundary conditions can be expressed
in a number of different ways and we discuss two common cases: 1) open boundary conditions, and
2) boundary conditions arising from modifying the metric on A,. The typical situation we have in
mind for the second case is periodic or twisted periodic boundary conditions; for example, when a
finite rectangle in Z? is embedded on a torus. More generally, it is often of interest to define the
model on a sequence of triangulations (or other discretizations) of a compact manifold.

In the latter case we assume one can extend the interaction to include ‘boundary’ terms in the
natural way. More precisely, these are the situations where there is no boundary and we will refer
to this case as geometric boundary conditions. There are other ways to define boundary conditions,
which may involve n-dependence of both the interaction and the metric. These can be handled by
small modifications of the discussion below.

6.2. Uniform sequences of finite systems. The goal of this section is to describe conditions on
a model which allow for the results obtained in Section ] and Section [f] to hold uniformly along
a sequence of finite-volumes. Our discussion of uniformity covers both common cases of boundary
conditions discussed above.

Uniform Sequences of Finite Volumes: Most interesting quantum spin models are defined over
a metric space (I',d) for which I' has infinite cardinality. To apply the results of Section {4 and
Section |5 we must first restrict the model to an appropriate choice of finite subsets. Let {A,}n>1
be an increasing and absorbing sequence of finite subsets of I'. To allow for possible boundary
conditions, we will further regard each finite subset as a metric space on its own, i.e. for each
n > 1, associate a metric space (Ay,d,) to A, with a metric d, satisfying: for each z,y € T,
there is n(z,y) > 1 sufficiently large so that d,(x,y) = d(z,y) for all n > n(x,y). By allowing n-
dependence of the metric, we are really including cases where A,, does not have a natural embedding
in I" but, strictly speaking, it can always be considered as a subset.

Finally, we also assume that these metrics are uniformly v-regular, i.e. there are positive numbers
k and v for which givenn > 1, m > 1, and = € A,

|b£”(m)\ < km"Y where bi}”(m) ={y e A, | dp(z,y) <m}.

We will use diam,, (X)) to represent the diameter of a set X C A,, with respect to the metric d,,. We
will refer to any sequence {A,,},>1 of finite subsets of I' satisfying the conditions described above
as a uniform sequence of finite volumes.

Uniformity in the Initial Hamiltonian: We will assume that the initial, unperturbed Hamiltonian
can be associated with a finite-range, uniformly bounded, frustration free interaction 7. To make
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this association precise, let {Ay,}n>1 be a uniform sequence of finite volumes. For each n > 1, we
assume that there is a (non-negative) frustration free interaction 7, on A,, and write

(6.1) Hy, = Y mu(X).

XCA,

We assume that the sequence {n,},>1 approximates 7 in the sense that for each X € Py(T"), there
is n(X) > 1 for which n,(X) = n(X) for all n > n(X). We further assume that the sequence
{Mn}n>1 has a uniform finite range, in that there is a number R’ > 0 for which 7, (X) = 0 whenever
diam,,(X) > R/, and is uniformly bounded in the sense that
(6.2) Sup [ flec <00 where |[naflc = sup 9. (X[

XCAp

n>1

Lastly, we assume that there is a uniform gap above the ground state energy meaning that
(6.3) ~vo = inf gap(Ha, ) > 0.
n>1

We will refer to any sequence {Hp,, }»>1 of Hamiltonians generated by a uniform sequence of finite
volumes and a corresponding sequence of interactions {7, },>1 satisfying the constraints above as
a uniformly gapped sequence of initial Hamiltonians.

Example. The situation d,, = d [, and n, = n for each n > 1 corresponds to traditional open
boundary conditions. By modifying the metric on each finite volume A,, models with periodic
boundary conditions can also be accommodated as above. In fact, this construction allows for
models with various boundary conditions such as when d,, = d [5, but n is modified along the
boundary, i.e. 7, =1+ na4,, -

Remark 6.1. Given a uniformly gapped sequence of initial Hamiltonians { H,, }>1, the anchoring
procedure described in Section applies. In this case, for each n > 1, one may write

(6.4) Hy, = Y B

TEA,
with h{" > 0 and Ay € Ayx,
this anchoring. This R is independent of n and satisfies R < R’ + 1. Moreover, as discussed in
Section [2.5.2] one has that

(6.5) |A]| = sup Hh(n)Hoo < oo where Hh(”)HOO = sup thc")H.
nzl €A,

for all x € A,,. Here R > 0 is the maximal radius associated with

Remark 6.2. Let Q : R — [0,00) be a non-increasing function. Given a uniformly gapped
sequence of initial Hamiltonians {Hp, }n>1 and two sequences of non-negative numbers { Ky, }n>1,
with K,, > R, and {L;, }n>1, one can define LTQO regions:

(6.6) AL ={z € Ay i 7 (An) > Ky + Ly, for all y € b3 (K,)},

compare with ([5.3]), on which our stability argument allows for perturbations. Note that here the
quantity r?(An) represents the indistinguishability radius of Hy, at y € A, see Definition
One analogously defines effective perturbation regions

(6.7) AP(Kp) = {z € Ay ¢ dn(z, AP) < K},

compare with . We note that, for all n > 1, both of these subsets of A, are defined with
respect to the same fixed non-increasing function 2. As we will see, the notion that a model (one
for which a choice of 2 has already been made) satisfies our stability bounds uniformly requires
an appropriate choice of the sequences {K,},>1 and {L,},>1. Such a choice, however, is not
independent of the perturbation; more on that soon.
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Uniformity in the Separating Partitions: In Section[3.3] see specifically Theorem 3.8 we made use
of separating partitions, and we here briefly remark on how this notion can also be made uniform.
Let {Ay}n>1 be a uniform sequence of finite volumes. For each n > 1, denote by ¢,, = [diam,A,, |.
Choose S™ to be a collection of subsets of A, satisfying

(6.8) S = (A, (z,m) |z € Ay, R<m < L,}, with b2 (m) C Ay (x,m).

For brevity, we say that any such sequence {S (”)}nzl is a sequence of subsets associated to {A, }n>1
which contains balls. Corresponding to such a sequence {S (")}nzl, we will require that there exists
a sequence {T(")}n>1 of families of separating partitions which satisfies a polynomial growth bound
independent of n. More precisely, we will assume that there are positive numbers ¢ and ¢ for which
given any n > 1, there is a family 7 of partitions of A,, which separates S(™ and is of (¢,Q)-
polynomial growth in the sense of Definition m This means, if we write 7 = {Tn(ln) |1 <m<
¢,} and denote each partition of A,, by T = Tﬂ(fi) |ie L(;;l)}, then

(i) Separation: A, (x,m) N A,(y,m) =0 for any distinct pair x,y € 7

m,i°

(ii) Uniform polynomial growth: ]IT(,?)| < emS for all n,m.
In this case, we say that {7(™},>] is a sequence of families of partitions which separates {S},,51
and satisfies a uniform polynomial growth bound.

Remark 6.3. Generally, the existence of such families of partitions with uniform polynomial growth
is not hard to establish. Typically, one knows the existence of such sets on I'. In fact, if there is a
collection of finite volumes

(6.9) S ={I'(z,m) € Po(I') | z € T, m > R}, with bL»(m) C T',(z,m).
and a corresponding family 7 = {7, | m > R} of partitions T, of I' with T, = {7 | i € I}
satisfying:

(i) |Zn| < emS; ‘

(ii) for x #y € Ty, ['(z,m) NT'(y,m) =0,
then, along any uniform sequence {A,, },,>1, an obvious choice for S () and 7 is obtained through
intersection, namely
(6.10) Ap(z,m) =T(x,m)NA, and T ={TniNA,|ieL,}

Moreover, using v-regularity, one can show that the set of balls I'(z, m) = b;(m) always corresponds
to a family of partitions 7 which separates these balls and is of (k,v)-polynomial growth.

Remark 6.4. Let {A,},>1 be a uniform sequence of finite volumes, {S™},>; be any sequence of
subsets associated to {Ay, },,>1 which contains balls, and {Hp,, }»>1 be a uniformly gapped sequence
of initial Hamiltonians. For each n > 1 and any R < m < £,, a local gap is defined by setting

(6.11) u(m) = inf {gap(Hx, zmy) | Anlz,m) € S}

where the corresponding local Hamiltonians are given by

(6.12) Hy oy = Y. a(X).
XCAn(a,m)

Since A, = Ay (x, £,) € S™ for any n > 1 and = € A, the infimum of these local gaps produces a
lower bound on 7, as in (6.3)).

Ezample. The freedom of choosing appropriate sub-volumes S(™ can be useful for optimizing the
lower bound on 7. Consider the one-species PVBS model on I' = Z" as analyzed, e.g., in [16]. This
is an example of a model where local gaps are sensitive to the boundary geometry. In fact, for a
particular choice of parameters, the spectral gap for the Hamiltonians associated with balls bﬁ}" (m)
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closes as n — 0o, but the corresponding gaps remain non-vanishing on volumes A,,(x,m) O b= (m)
with slightly slanted boundaries, see [16].

Uniformity in the Perturbations: Here we discuss a class of perturbations to which our stability
results will apply. Let Fjy be an F-function on (I',d). This base F-function depends only on I'; and
one may take it as in . Let 6 € (0,1]. The class of perturbations we consider are determined
by a weighted F-function F(r) = e~9(") Fy(r) with a weight e~9 for which there is some a > 0 such
that

(6.13) g(r)=ar’ forallr>0.

Let F' denote such a weighted F-function and {A,},>1 a uniform sequence of finite volumes. We
say that a sequence of interactions {®y, },>1, with each ®,, an anchored interaction on A, decays
like ' uniformly along {A;},>1 if there is a non-negative number ||®||; r for which

(6.14) |p(x,m)|| < ||®|l1, pF(max(0,m —1)) foralln>1,z€A,, and R<m </,,

F S H(I)HLF where

(6.15) @ulhp= Sz 33 (e m)l|
T,YEhn zeAn R<m<£n
,y€b" (m)

Here, to be consistent with the notation of Section [d] and Section [f] we organize the terms in
the anchored interactions to start with m = R, the maximal radius associated with the initial
Hamiltonians as discussed in Remark [6.1]

In the case of open boundary conditions, for any anchored interaction ® € B};(l") one may take

(6.16) Z > bm)[[®(z,m)| .
m’ye ZGF m>R:
7yebz( )

The previous discussions motivate the following definition of a class of perturbation models. For
these we can then formulate the uniformity assumptions in Assumption[6.7|below that are sufficient
to prove stability in Theorem

Definition 6.5 (Perturbation Models). Consider a quantum spin system defined on a v-regular
metric space (I',d). A perturbation model on (I', d) consists of the following:

(i) A uniform sequence of finite volumes {A,, }n>1.

(ii) A sequence {S™},>; of subsets of {A,},>1 containing balls and a corresponding sequence
{T},>1 of families of partitions which separates {S(™},>; and satisfies a uniform poly-
nomial growth bound.

(iii) A uniformly gapped sequence of frustration-free Hamiltonians { Hp,, }n>1.

(iv) A non-increasing function Q : R — [0,00) with lim, o Q(r) = 0 that defines the in-
distinguishability radii, 7$}(A,), for each initial Hamiltonian Hy,, and two sequences of
non-negative numbers {K, },>1 and {Ly},>1, which define the perturbation regions AL as
in .

(v) A weighted F-function F' on (T',d) with weight satisfying for some 0 € (0,1], and a
sequence of anchored interactions {®y,},>1 which decays like F' uniformly along {Ay}n>1.

For each perturbation model and any 0 < s < 1, a sequence of perturbed Hamiltonians is given by

(6.17) Hp, (s) = Hy, +sVjyr  where Vy» = Z Z D, (x,m).

Z’EA’I,; m>R:
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Remark 6.6. Consider a perturbation model on (I',d) in the sense of Definition For each
n > 1, the results of Section {4 and Section |5| apply to the perturbed Hamiltonians Hy, (s) as in
above. In fact, if ||®||; r is the value estimating the corresponding sequence of perturbations
{®p}n>1, as in and , then a bound on the Lieb-Robinson velocity associated to the
Heisenberg dynamics generated by Hjy, (s) is

kRY
F(R)

(619 v=20r (ol + 12l

compare with (4.54). Here ||h|| is the uniform estimate on the initial Hamiltonians, see comments
in Remark [6.1] and we stress that this value of v is uniform in n > 1 and 0 < s < 1. In fact,
regarding the sequence of initial Hamiltonians {Hy, }n>1 and the weighted F-function F' fixed,

this value of v is further uniform with respect to any sequence of perturbations {®/,},>1 satisfying
1)1 r < [Pl

In order for a perturbation model as defined above to have a stable spectral gap we will further
need to assume uniform boundedness of certain estimates. To turn this property into an assumption
for models, let us first recall some notation from Section

Consider a perturbation model as in Definition [6.5] Take v > 0 with v < 79, the uniform
ground state gap, see , of our sequence of initial Hamiltonians. One checks that, for each
n > 1, the Hamiltonian Hy, and perturbation Vy», see e.g. Remark @ satisfy the conditions of
Assumption [A1] In this case, Theorem [5.1] applies, and the numbers

(6.19) 571 = |AZ(Kn)|C(Kna Ln)
compare with (5.14)), and

(6.20) en =2 > kel | G(KL)

compare with (5.15)), are relevant for our stability analysis. The quantity C'(K,, L, ), which appears
in (6.19) above, is as defined in . This quantity is defined with respect to a decay function
which is obtained by applying Theorem in the finite volume A,. Given the uniformity imposed
by Definition there is a single choice which works in all finite volumes, and we continue to
denote this particular decay function by GV, To be clear, this function G depends on the choice
of v in that it depends on estimates for the spectral flow o#(-) which is defined for ¢ = v as
in Section Moreover, G also depends on the weighted F-function F', and the sequence of
perturbations {®,, },,>1 through ||®||; r. As previously observed, given F' and a value of || ®||1 f, this

decay function G} holds uniformly for all sequences of anchored interactions {®/,},>1 satisfying
|®'||1,F < ||®||1,F- Arguing similarly, there is a single choice of decay function corresponding to the
proof of Lemma which holds uniformly in the sense described above. We call this function G,
and it is the function which we use in ([6.20)).

For the same perturbation model, let us also fix, independent of n, a differentiable function
f:1]0,00) = [0,00) with f(0) =0 and 0 < f/(¢t) < 1 for all ¢ > 0. Given this, one further checks

that Theorem |5.3| applies in each finite volume A,, and determines an anchored interaction Vn(Q)(s)
for all 0 < s < s5m. Recall that 8,1)}” > (0 is as in 1) Given the conclusions of Theorem it

is clear that Hy,, S™, and V,EQ)(S) satisfy the conditions of Theorem for each n > 1 and all
0<s< s’v\". As a result, each Vn@(s) is form bounded by Hj, with a pre-factor given by

(6.21) B = 2cmz::R )
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Recall that the family of partitions of A, which separates S(™ is uniformly of (¢, ¢)-polynomial

growth, and 7, (m) is the local gap defined in 1) Moreover, Gg) is the decay function obtained
in the application of Theorem 5.3} namely, setting M,, = K,, + L,

(6.22) G (m) = GO (f(m)) + D([f(m)] = 1,m — 1) + C(Kn, Ln) R<m< M,
| S GO ®) + D FM)] = 1L, My — 1) + C(Kn L) m > M,

n

Assumption 6.7 (Uniform Perturbation Model). We say that a perturbation model, as in Defini-
tion |6.5] is a uniform perturbation model if:

(i) The quantities d,, and €, from (6.19)-(6.20) are uniformly bounded from above, i.e.

(6.23) d=supd, <oo and €=supe, < 0.
n>1 n>1
(ii) There exists a function f as above for which j,, from (6.21]) satisfies
(6.24) B =sup fp < 0.
n>1

We now state our main result on stability for perturbation models as in Definition [6.5] Recall
that stability of the spectral gap, as described at the end of Section [3.2.1] is the property that

(6.25) sy = inf shn >0 forall 0<v<n9.

n2
Theorem 6.8. Every uniform perturbation model has a stable spectral gap.
Proof. Consider any uniform perturbation model, i.e. a model as in Definition that satisfies

Assumption and let 0 < v < 79, where g is uniform ground state gap from (6.3). Gathering
our results, we have shown that for any n > 1 and all 0 < s < S,jy\" the decomposition:

(6.26) @l (Hu, (s)) = Ha, + V,®)(5) + An(s) + Ea(s) + Cu(s)1

holds; we refer to the beginning of Section [5| for a review of the relevant notation. Moreover, we
have checked that the properties listed in Claim are satisfied with the parameters (da,€x, 5a)
replaced by (0, €4, Bn). In fact, by estimating with the corresponding supremums, for these uniform

perturbation models, the same parameters may be replaced by (4,¢, ). Similar to the discussion
after Claim a finite volume application of Theoremyields that for all 0 < s < min{3~1, s,[y‘"},

(6.27) £ (s) C [Cu(s) —5(6+€),Cn(s)+5(6+€)] and TH(s) C [Cpls)+ (1 — s8)70 — se, 00).

Note that in each application of Theorem [3.4 above we use g for «y in the statement of the theorem.
This demonstrates that

(6.28) diam(E97 (s)) < 2s(8 + €)

and moreover,

(6.29) gap(Hy (s)) = dist (z?n (s), zgn(s)) > 70 — 5(708 + 0 + 2€) .

From (6.29)), it is clear that gap(Ha, (s)) > 7 holds whenever s is small enough so that
(6.30) Yo —s(0B+6+2) >y L

s< —mMm —— |
T o8B+ 0+ 2
In this case,
. Yo — 7
6.31 =infshr> D T 59
(6.31) T T Bt t2e
and thus the model is stable. O
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For many applications, one is primarily interested in establishing stability for large finite volumes.
In such cases, it suffices to replace the supremums considered in Assumption[6.7]with limit superiors,
and the corresponding gap estimates likely improve.

Another common situation concerns uniform perturbation models for which the quantities 4,
and €y, see (6.19) and (6.20]), become vanishingly small, i.e.

(6.32) (6n + €n) = 0.

lim
n—o0
In this situation, for any 0 < s < s,, the diameter of the ground state splitting diam(Ell\” (s)), see
(6.28]), tends to zero as n — oo. It is for this case we will be able to show spectral gap stability

in the thermodynamic limit. This is the topic of Section [7] see specifically Corollary For
convenience of later reference, we state this as a corollary.

Corollary 6.9. Consider a uniform perturbation model for which holds. In this case, for
each 0 <~y < o, there is sy > 0 for which we have v,,(s) and €, (s) such that

(6.33) spec (Ha,, (s) — Ea,(s)1) C[0,€,(s)] U [75,(s) + €,(s),00)  for all 0 < 5 < s,
where Ey, (s) = minspec (Hy,, (s)) and
(6.34) lin_l)inf’ya(s) > while li_}In e (s)=0.

The previous results also provide estimates on the convergence rates for «,,(s) and €, (s).
In many applications, various simplifications arise naturally. We here briefly describe these
general results in the context of a common family of systems. Consider models for which:

i. ' € Z¥, v > 1, with the standard lattice distance, or I" is a Delone set in R” (typical for
models of quasi-crystals), and A is a finite subset of I'. All these are v-regular metric spaces.
ii. The unperturbed Hamiltonians Hy = ), h, is frustration-free and of interaction radius
R: hy € Ay, (rys ||hell <1, for all x € A. For X C A, Hy = ) x h, has a ground state
gap of at least g > 0.
iii. Given a function G(r) = Ce_‘“"e, with C,a,0 > 0, the LTQO property and sufficient
conditions on the perturbations can be stated as follows. Fix a perturbation region AP C A
and considers a model of the form

Hy(s)=Hx+s Y ®(x,n)
TEAP
with self-adjoint ®(z,n) € Ay, () and [ ®(z,n)|| < [|®[|G(n) for all x € T,n > R. The
LTQO condition is expressed in terms of the indistinguishability radius 7&(A). There are
constants K and L which, in many cases, can both be chosen as some small fractional power
of diam(A), for which the following property is satisfied: for all z € A with d(x, AP) < K, we
have G (A) > K + L. This setup covers many finite systems with open boundary conditions
(specific frustration-free boundary terms can be included in the definition of h,). It also
covers the case where A = I is given as an embedding of a finite subset of a lattice on
a closed manifold, such as a torus in the case of periodic boundary conditions. In this
situation one expects r&(A) ~ diam(A), for all 2, and one can take AP = A. For example

this is the case for the Quantum Double models considered in [21},22,72].

For models satisfying conditions i-iii above and any v € (0, 7g), our estimates imply the existence
of volume-independent, finite numbers C;,7 = 1,2, 3, such that with

8= %”‘PH, e = CoA|G(KY?), 6 = C3|A|G(LY?)
0

the estimate
gap(Ha(s)) > 0 — s(706 + 0 + 2¢)
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holds for all s € [0, sﬁy\) and therefore,
Yo — 7
Byo 40 4 2¢”

For models where K and L are allowed to be chosen as fractional powers of diam(A), these estimates
are non-trivial.

A
5y 2

6.3. Applications. In Definition [6.5 and Assumption [6.7] we formulated general conditions under
which we proved stability of the spectral gap uniform in the volume. Most items in these conditions
are part of the standard setting and straightforward to verify: a suitable sequence of finite volumes, a
uniformly gapped sequence of initial Hamiltonians, and a class of perturbations that are sufficiently
short range. Following the philosophy of Bravyi-Hastings-Michalakis, we also introduced a decaying
function ) to give a quantitive expression of the LTQO property through our definition of the
indistinguishability radius . Physically, this property expresses the local indistinguishability
of the different ground states of the finite-volume Hamiltonians. Verifying a sufficient quantitative
version of the LTQO condition is, however, less straightforward. In particular, it is clear from
the discussion preceding Assumption that doing this involves a combination of a number of
characteristics of the models all at once. In this section, we discuss what this usually comes down
to in practice in both settings of boundary conditions expressed by boundary terms, and geometric
boundary conditions.

6.3.1. Verifying Assumptions. In this section, we briefly discuss Assumption[6.7]and identify certain
situations under which it clearly holds. Throughout, we assume I' is infinite. First, observe that
if Assumption (ii) holds, then the sequences {K,},>1 and {Ljy}n>1 must satisfy K, — oo
and L, — oo. In fact, their sum, K, + L,, cannot be bounded because the function Gg), see
(6.22), is eventually equal to a non-zero constant whereas the truncated moment in (6.21]) grows as

¢y, = [diam,,(A,)] — oo. Therefore, from the structure of Gg), it is clear that both these sequences
must be unbounded. For this reason, Assumption [6.7] implies that any point & which is eventually
in all LTQO regions, i.e. € (2, A%, for some m, must satisfy lim,_,« rH(A,) = oco.

One concludes that in the general formulation we have given, the approach is not particularly
well-suited when I' has a boundary, as this is where LTQO can often fail. Note, however, that in
one dimension the method can be adapted to yield useful results [74]. A similar modification could

also handle other cases of systems with a finite boundary.
One can check that Assumption (i) holds whenever

(6.35) sup 0y [C(Kp, Ly) + G(K,)] < co.

n>1

In fact, since v-regularity guarantees that |A,,| < k€Y, one has that

(6.36) o < klyC(Ky,Ly) and €, < 2k||h||6;G(K,) .
Similarly, if
(6.37) limsup ¢, [C(K,, L,) + G(K,)] =0,
n—oo
then (6.32)) holds.

Under the additional assumption that the local gaps associated to the unperturbed Hamiltonians
decay no faster than a power law, we can formulate a similar statement about Assumption (ii).
More precisely, recall that for each n > 1 and all R < m < £,, we defined finite-volume, local gaps
Yn(m) in (6.11)). We will say that these local gaps decay no faster than a power law if there are
numbers C' > 0 and k > 0 for which, given any n > 1,

(6.38) Yn(m) > % for all R <m <4,
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The situation & = 0 corresponds to the case of uniformly bounded local gaps, and can be checked
in some applications. Given (|6.38)), one derives from (|6.21]) the bound

‘ZTL
(6.39) B < % > mHrGER (m)
m=R

From this we conclude that when the local gaps decay no faster than a power law, as in (6.38]),
Assumption (ii) is satisfied when

(6.40)
Z m¢HF (G(l)(f(m)) +D([f(m)] —1,m — 1)) < oo and sup£%+k+1G%2)(Kn + Ln) < o0.
m=R n=l

Since we only considered perturbation models satisfying Definition (V), the functions G and
G which frequently enter above are both of decay class (7, 25, 0), see Definition In this case,
all moments of these functions are necessarily finite. As a result, verifying conditions and
(6.40) above primarily entails checking that one has adequate decay of €2, coupled with appropriate
growth of the sequences { K, }n>1 and {Ly, }n>1.

Finally, let us remark that if one assumes at least power law bounds for the decay of {2 and the
growth of {Kp},>1 and {Ly},>1, a sufficient condition for stability can be given in terms of an
inequality for the exponents. Specifically, suppose there are ay, g € (0,1) such that the sequences
{Kn}n>1 and {Ly},>1 satisfy

(6.41) K, >[6"] and L, > [¢2?] for eachn > 1,
where ¢, = Elamn(Anﬂ Then, Assumption E holds if Q(r) is O(r~7) with ¢ sufficiently large.
6.7 i

Assumption (i) holds if ¢ > oy Ly, Recalling (5.13)), we find that (6.35) holds whenever

(6.42) rQ(n?) < oo.

Here we have used that both G and G are in decay class (7, le’ ). Also one sees that 1} holds
if ¢ > oy 'v. Furthermore, it suffices to take f(x) = ax for some a € (0,1) and Assumption (ii)
holds if

(6.43) ¢>a 21+ ¢+ k) +aw)

where we have set & = min(«y, ag) and @ = max(aq, ag). One checks that (6.43) implies Assump-
tion (i), and so for any such value of ¢, Assumption holds with (6.32)). To see that (6.43)) is
sufficient, note that (6.40)) holds whenever both

(6.44) i mSHR2 /(1 —a)ym —1) < oo
m=R
and
(6.45) sup £5TR+1 (Q(ng) (02T = a)l, — 1)) <
n>1

hold. Here we have set ¢, = £51 + £22 and used ([5.26)). These claims are readily checked.

6.3.2. The case of geometric boundary conditions. In [21,[22] and |72 only sequences of finite sys-
tems defined on boxes in Z” with periodic boundary conditions are considered. Periodic boundary
conditions are a special case of what we have called geometric boundary conditions induced by
embedding finite subsets of lattices in a compact manifold (without a boundary). Another example
are twisted embeddings on a torus, which is a natural setting to address Lieb-Schultz-Mattis type
questions |[104]. All these situations are described by an increasing and absorbing sequence of finite
A, C T that are equipped with a metric d,, that pointwise converges to the metric d on I'.
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The detailed estimates of Section [5| are more than is required to handle this situation and allow
us to identify specific classes of interactions for which we can prove simpler and more useful bounds.
We consider here a perturbation model as in Definition [6.5] For typical examples such as, e.g.
the Toric Code Model, there is a natural choice of decay function €2 for which the corresponding
indistinguishability radius r?(An), see , is proportional to the size of the smallest topologically
non-trivial closed path in A, that contains x. In such case, the following assumption is typically

known, or readily checked.

Assumption 6.10. For a given perturbation model, there is an increasing sequence {r,},>1 of
positive numbers with

(6.46) T‘Q(An) >r, foralln>1andxe€A,.

xT

Due to assumptions we will make later we will also require r,, — oco. Given Assumption [6.10
our arguments simplify, and we here briefly describe these changes.

Consider a perturbation model such that Assumption holds. In such a case, it is convenient
to take K, = L, = r,/2 in Definition With this choice, both the perturbation region, see
, and the effective perturbation region, see (6.7)), are extensive; in fact, A = AL (r,/2) = A,
for all n > 1. As a result, the quantity ¢,, see (6.20)), satisfies ¢, = 0. The analogue of a uniform
perturbation model, i.e. Assumption [6.7], in this case is as follows.

Assumption 6.11. We say that a perturbation model satisfying Assumption [6.10]is uniform if:

i. One has that § = sup,,>; on < co.
ii. There is a non-negative function f with f(0) =0 and 0 < f’(t) < 1 for all ¢ > 0 such that

Y4

n mc
6.47 =sup By, < oo where f, = G2 (m).
(6.47) B nz};ﬁ n;%%(m) (m)

Arguing as before, the following is clear.
Theorem 6.12. Every perturbation model satisfying Assumption has a stable spectral gap.

In fact, if such a model additionally satisfies lim,,_ 6, = 0, then the analogue of Corollary [6.9]
holds as well. Of course, one can replace the sup’s in Assumption [6.11] by limsup’s to obtain
asymptotic (instead of uniform) statements.

7. INFINITE SYSTEMS AND AUTOMORPHIC EQUIVALENCE OF GAPPED PHASES

7.1. Introduction. In the previous sections we studied perturbations of systems defined on a finite
set A with one or more frustration-free ground states and a spectral gap. Theorem Corollary
and Theorem [6.12] specify conditions under which we have a uniform positive lower bound for
the spectral gap of a family of perturbed Hamiltonians defined on a sequence of finite volumes
A, T T' . We are now interested in applying these results to analyze the gap of the corresponding
infinite model.

The main goal of this section is to prove a lower bound for the spectral gap of the GNS Hamil-
tonians of the perturbed models in the thermodynamic limit. Such a bound would follow directly
from strong resolvent convergence of the finite-volume perturbed Hamiltonians represented as op-
erators acting on the GNS Hilbert space. Since the perturbations can spoil the frustration-free
property of the Hamiltonians, though, it is not clear one can expect strong resolvent convergence
in general. Therefore, in this section we develop a more direct approach to obtain bounds on the
spectral gap in the thermodynamic limit, see Theorem [7.4] In particular, we show that under
the assumption of uniform LTQO, see Assumption [6.10] there is a unique gapped ground state in
the thermodynamic limit. We will also show that the perturbed models for which the stability
result applies also have indistinguishable ground states. That is, LTQO is a stable property itself.
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The frustration-free ground states of the Toric Code model and, more generally, Kitaev’s quantum
double models, satisfy the conditions of this section. These models and their perturbations have a
translation invariant gapped pure ground state on Z2. As noted before, the Toric Code model has
other infinite-volume ground states that are not frustration-free and which do not satisfy LTQO.
The same holds for all of Kitaev’s Quantum Double models. They have a gap above their degenerate
ground states but this gap is not stable under small perturbations. This has been shown explicitly
for a class of perturbations of the Toric Code model in [7§]. The one-dimensional AKLT model also
satisfies the conditions of this section, as do all one-dimensional models that are given by a parent
Hamiltonian of a translation invariant Matrix Product State (see, in particular, Theorem [B.2]).

7.2. Description of the infinite system. We consider uniform perturbation models on an infinite
set I, see Definition [6.5] and Assumption As a consequence, the spectral gap of the associated
sequence of finite-volume perturbed Hamiltonians

(7.1) Hy, (S) =Hp, + SVAfL with A, 1T
is stable in the sense of Theorem [6.8] meaning that

SV_TIEESV >0 forall 0 <y <y
where sﬁy\" is as in 1) and g is the uniform lower-bound on the non-vanishing spectral gap

above the ground state energy of the initial Hamiltonians. For each n > 1, sﬁy\” is a bounded
non-increasing function of v and, hence, so is s,. Therefore, the following limit exists:

(7.2) 50 = flyli% Sy

By our definitions and assumptions, we can assume that so € (0, 1], and for all s € [0, sg) there
exists v € (0,79) such that s € [0,s,), meaning that gap(Ha,(s)) > v for all n. Said differently,
for all s € [0, s9), inf,, gap(Ha,, (s)) > 0.

So far, we have not required that a uniform perturbation model converges in any sense as n. — 0o.
We only imposed that for each n the perturbation satisfied conditions that allowed us to prove that
the gap above the ground state remains open uniformly in n. For a limiting perturbed infinite
system to exist, we now add the assumption that the perturbing interactions ®,, as described in
Definition (v) converge locally in F-norm for the given F-function to an interaction ® € Bp
on I'. For static interactions which is the case we consider here, this notion of convergence simply
means that for all A € Py(T),

(7.3) Tim (@ = @,) [a [lr 0,

where ® [5 denotes the restriction of the interaction to A. This holds, for example, if the perturba-
tions are eventually constant: there exists ® € B such that for all finite X there is an N so that
®,(X)=®(X) for all n > N.

It was shown in |83 Theorem 3.8] that implies that the thermodynamic limit of the dynamics
corresponding to ®,, exists and equals the dynamics generated by ®. This implies that there exists
strongly continuous dynamics {7 }cr and {as}ser on Ar, defined by

(7.4) 77 (4) = lim mA(A),  as(A) = lim o (A), for all A e Akc.

In the case of a we left implicit the choice of the parameter & > 0, which is kept fixed in this limit.
The convergence is uniform on any compact range of ¢ and s and, as a consequence, the limit is
strongly continuous in these parameters (see [83] for proofs of these statements). It follows that
{7 }1er is generated by a closed derivation s for which AR¢ is a core [20]. Moreover, it is the limit
of the finite-volume generators:

(7.5) 0s(A) = lim [Hyp, (s), A], A€ A¥c.

n—oo



64 B. NACHTERGAELE, R. SIMS, AND A. YOUNG

In order to express and study stability of the spectral gap in the thermodynamic limit, we will
consider the GNS representation of an infinite-volume ground state obtained as the thermodynamic
limit of finite-volume ground states. As we will show, the set up considered in this section implies
that such a limiting state is pure and unique. In the next section we will discuss some important
situations in which it is not unique.

Let 7:= {1, = eit‘;}teR be a strongly continuous dynamics on the C*-algebra Ar, with a generator
d as in , and let (7, Hw, ) denote the GNS representation of a 7-invariant state w. Then, by
standard arguments (see, e.g., [20] or [76]) the derivation is implemented by a self-adjoint operator,
H,,, with dense domain dom H,, C H,, for which

(7.6) Tw(0(A)) = [Hy, mu(A)], for all A e AkC.

One has that A is a core for § (as a densely defined closed operator) and 7(AX°)(), is a core for
H,,. The spectrum of H,, is then what we refer to as the spectrum of the infinite system. This is
sometimes referred to as the bulk spectrum. Our main goal is to establish a spectral gap above the
ground state of such a GNS Hamiltonian, H,,,.

It is easy to see that w is 7-invariant if and only if w(§(A)) = 0 for all A € Al°. We recall that
a state w is called a ground state for ¢ if

(7.7) w(A*5(A)) >0, for all A € Ak°,

A simple argument shows that w(§(A)) = 0 for all A € ARC if and only if w(A*6(A)) € R for all
A€ A%?C. Hence, any ground state for ¢ is necessarily a 7-invariant state.

The GNS Hamiltonian for any ground state w is non-negative and the cyclic vector €, satisfies
H,Q, =0, i.e. minspec(H,) = 0. As a consequence, if there is a v > 0 for which

(7.8) (7 (A)Qu, Ho o (A) Q) = w(A*5(A)) > qw(A*A) = 7| (A) 0|
for all A € AR such that w(A) = 0, then the ground state of H, is unique and, moreover,
gap(H,,) :=sup{d > 0: spec(H,) N (0,0) =0} > ~.

Thus, we say that w is a unique gapped ground state if is satisfied

We now return to the situation of interest: uniform perturbation models with perturbations that
converge locally in F-norm. In Section we study the limiting infinite volume state for each
0 < s < sp, and analyze the spectral gap of these states in Section [7.4]

7.3. Stability of LTQO and the existence of a pure infinite volume state. Recall that the
regions Al for a perturbation model are defined using the indistinguishability radius, see Defin-
tion (iv). Since the initial interactions are frustration-free, the indistinguishability radius implies
that the ground state space of each unperturbed Hamiltonian satisfies the following estimate: for
eachn>1,z€A,, 0<k<rl(A,),and A c Abﬁ”(k)?

(7.9) 1PA,, (0) APy, (0) — w§™ (A) Pa, (0)]| < (627 ()| A 2(r(An) — k)

where Py, (0) is the ground state projection associated to Hy, and w(()n) is the corresponding ground

state functional, see ([7.11]) below. As discussed in Section and demonstrated in Sections [5H6|
this LTQO property is crucial for stability of the gap. When studying the thermodynamic limit,
one is often interested in the perturbation regions becoming extensive, i.e. I'’ =TI" where

I‘p:{aceF| dm>1 s.t. weﬂanAﬁ}.

As discussed in Section [6.3.1] when I' is infinite the conditions of a uniform perturbation model
guarantee that 7$$(A,) — oo for any x € T?. This motivates us to consider uniform perturbation
models that are indistinguishable everywhere in the following sense:
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Definition 7.1. We say a perturbation model with decay function 2 as in Definition [6.5](iv) is
everywhere indistinguishable if for all z € T',

(7.10) Y A,) = 00 as n— oo

T

From the definition of indistinguishability radius it follows immediately that for all z,y € A,,
rH(Ay) > r?(An) — d(z,y) and, hence, [r(A,) — r?(An)\ < d(z,y). Therefore, holds for all
x € I if and only if it holds for some x € I'.

Clearly, any everywhere indistinguishable uniform perturbation model has an LTQO estimate as
in which becomes vanishingly small in the thermodynamic limit for any = € I". One of the
main goals of this section is to show that for all 0 < s < sp the perturbed model has a similarly

vanishing LTQO estimate and, moreover, the finite volume states

(n) . TI'PAn (S)A
(7.11) wd(A) = TPy (s)
converge to a pure infinite volume state ws on Ar. Here, we recall that Py, (s) is the spectral
projection of Hy, (s) onto £47(s) as defined in (2.31). We prove the stability of the LTQO estimate
and existence of the limiting infinite volume state in Theorem and show that the state is pure
in Corollary
The finite and infinite volume spectral flow automorphisms play a key role in the proof of
Theorem As discussed, e.g., in Section for any 0 < v < 7y there exists a function of decay

class (n, %, 6), which we denote here by G%, that can be used in the quasi-locality estimates for

the finite volume spectral flows ag") uniformly in n > 1 and 0 < s < s,. This decay function may

also be used in the quasi-locality estimates for the limiting spectral flow automorphisms «; for the
same range of s. We use such a function in the statement of Theorem [7.2]

for A€ Ay,

Theorem 7.2. For an everywhere indistinguishable uniform perturbation model with a sequence
®,, that converges locally in F-norm in Bp (see ), the pointwise limit

(7.12) ws(A) = lim_ wM(4), Ae Ak

exists and defines a state on Ar for every 0 < s < sg. Moreover, for any 0 < v < 79 such that
s < s, and any local observable A € Abz(k) with x € I' and k > 0, one has that for any m > 0 and
all n > 1 sufficiently large

(713)  [[Pa,(s)APA, (s) = w((A) P, ()] < [bu(R)I[IA] (205 (An) — k —m) + 4G (m)) .

We remark that lb is an LTQO property for wﬁ"). In fact, our estimates will show
(7.14) Wi (A) = ws(A)] < b (k)| A]l (222 (An) — k —m) + 6G(m))

where the quantities are as in ([7.13|). Therefore, one can replace wgn) with ws in 1) and a similar
bound holds with an appropriate change to the estimates on the right-hand-side.

Proof. Fix s € [0,50) and let v > 0 be such that s < s, which is guaranteed to exist by (7.2)). We

begin by considering the finite volume state wé”). Denote by ozg") the spectral flow automorphism

associated with Hp, (s) and £ = « as in (2.40). Since ozgn)(PAn (s)) = Pa, (0), see 1} we can

rewrite the perturbed finite volume states in terms of the initial state via
(7.15) w = w(()n) oo™,

The results of this theorem for values s > 0 follow from establishing the analogous properties for

w(()n) and the uniform quasi-locality of ozg”). In particular, for sufficiently large n, quasi-locality is

used to approximate observables of the form agn)(A) by an n-independent local operator. We first

discuss this in more detail.
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Consider an observable A € AbAn(k) forn>1,z € A, and k > 0. For each m > 0, denote by

A%L)(s) € AbAn( the strictly local approximation of aé”) (A) given by

k+m)

(7.16) AR () =11, (0l (4))

where we use the localizing maps introduced in Section see (4.29) and the subsequent discus-

sion. Recall that the spectral flow automorphisms aé") converge strongly to as on Ar. Using the
consistency relation T4 (A) ® Igng = 114 (A) for any A € Ay and X € A C A, we find that for
n’ > n sufficiently large

(7.17) HAg;p(s) — AW ()

= [ (a87() = ol ()| < [lod() - )| -

Thus, strong continuity implies that {Ag)(s)}nzl is uniformly Cauchy and therefore converges, i.e.

(7.18) lim A% (s) = A (s)

m
n—o0

for some Ay, (s) € Ap, (k+m)- As a consequence, for each A € Ay, () there is an N so that for all
n> N,

(7.19)  [lal™(A) = A ()]l < llal™ (A) — AD (s)I] + | AT () — Am(s)I] < 3|3 (K)[[| AN G (m).

Here, we have use (7.18)), that s < s,, and applied Lemma Said differently, given m > 0,
the same local operator A,,(s) € Ap, (k+m) can be used to approximate the transformed operator

al™ (A) for all n sufficiently large.

We now prove (7.12) for s = 0. Fix x € I', k > 0, and A € Ay (). Note by(k) C A, for
all n sufficiently large. Moreover, Definition implies & < min{r$(A,), r(Ay)} for n/ > n

sufficiently large. In this case, using ([7.9) and the frustration free property of the initial ground
state projectors, i.e. Py, (0)P, ,(0) = P, ,(0), we find

i (4) = (@] =1 (w6 (4) " (4)) Pr,, O
< [lwSP(A)Py,(0) — P, (0)APy,(0)]
[(0)APy,,(0) = wi (A) Py, (0)]
(7.20) < 20be(R)|| AIQmin{ry (An), 73 (Aw)} — k).

Here we have used that © is non-increasing. Since we assumed r$}(A,,) — oo, it follows that w(()n) (A)
converges for all A € Al°.

Now, consider 0 < s < s, for some 0 < v < 7. For each n > 1, let agn) be the spec-
tral flow automorphism with £ = v. We use and to obtain similar estimates for
the perturbed models. Given the parameters above, for each choice of m > 0 the quantity
I = min{r$(A,), r¢(An)} — k —m > 0 for sufficiently large n < n’. In this case, for A € Ap, (k) as

above, an application of (|7.19)) shows
Wi (A) =W (A)] = | (@A) — Wi (@) (4))]

(7.21) <l (An(5)) — @™ (Am(5))] + 6]b (k)| Al G2 (m) .
Combining this with (7.20]), we have
(7.22) W™ (A) — (™) (A)] < [ba(k)[[|A[|(22(1) + 662, (m)),

from which it is clear that the limit in ((7.12)) exists.
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To prove 1.} we argue similarly. Recall that PAn( =a{"(P (P, (s)). Using that al™ is an
automorphism and - , we find that with [ = r$}(A,) —k —m
(

IPa, (5)APA, (s) — w{P(A)Pr, (s) = |[Pa,(0)al™ (A) Py, (0) —wi” (al® (A)) Py, (0)]
1PA, (0) AL (5)Pa, (0) — w§™ (A% (5))Pa, (0)]
+ 2 al™(A) — A (s)]|

0)

«

IN

(7.23) < [bo(R)[[IA[I(2(D) + 4G, (m)).
For the last inequality, we have again used (7.9 and applied Lemma O

We now turn to showing that the states wy are pure for each 0 < s < s¢. In fact, we use LTQO to
show that these states are unique in the sense that any sequence of finite-volume states defined by
density matrices p, contained in the range of the spectral projections Py, (s) necessarily converge
to wg.

Corollary 7.3. Consider an everywhere indistinguishable uniform perturbation model with a se-
quence ®,, that converges locally in F-norm in Br (see ), and fix 0 < s < sg. For any sequence
of density matrices py, = Pp, (8)pn € Aa,, the limit

(7.24) lim Trp,A = ws(A)

n—o0

holds for all A € A%, and wg is a pure state on Arp for each 0 < s < sq.
Proof. Note that if Py, (s)pn = pn for all n > 1, then
Tupn A = Tep, Py, (s) APy, (5 > — WM (A) + Tepu [Py, () APy, (5) — ™) (A) Py, (5)],

and so the first claim follows from and -
To see that wy is pure, we use the thermodynamm limit of the spectral flow to relate it to wy via

(7.25) ws(A) = wo(as(4)),

and prove that wg is pure.

Assume 7 is a state that is majorized by wy, i.e. n(A*A) < cwo(A*A) for some ¢ > 1. Since wy
is the ground state of a frustration-free system, it follows that wo(Hy,, ) = 0 for all n. Restricting 7
to Ay, produces a state implemented by a density matrix n,. By the majorizing assumption and
the frustration-free property, this matrix satisfies 1, = P, (0)n,. Therefore, applying with
s = 0, one finds the states defined by 7, necessarily converge to wy. Hence n = wp, and wy is a pure
state. Since a; is an automorphism, implies that ws is also pure. ]

7.4. Spectral gap stability of the GNS Hamiltonian. We will now provide conditions under
which the state wy, whose existence is guaranteed by Theorem is a gapped ground state with
respect to the dynamics &5 from . Since we will apply similar arguments to systems with
discrete symmetries in the next section, we first prove a more general result.

Theorem 7.4. Let A, T T' and assume that H,, = H} € Ap, is a sequence of Hamiltonians for
which there is a derivation § on Ar with

(7.26) §(A) = lim [H,, A]

n—oo
for all A € Ai?c. Set E,, = minspec(H,,) and suppose there are sequences of non-negative numbers
{Mn}n>1 and {ex}n>1 so that:
(i) €n — 0 as n — oo,
(i) limsup, o > 0,
(iii) The spectral projection P, of H, — E,1 onto [0,€,] satisfies

(7 7) (]I_Pn)(Hn_Enﬂ) Z'Yn(]l_Pn)'
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Then, for any state w on Ar, if there exists a sequence Q,, € An, of nonzero orthogonal projections
Qn < P, such that

(7.28) Tim || PyAQn —w(A)Qull =0 for all A € AP°,
then w is a unique gapped ground state for &. In particular, for any A € AR with w(A) =0,
(7.29) w(A*5(A4)) > <lim sup yn) w(A*A).

Proof. Without loss of generality, we will assume that F,, = 0 for all n > 1. We begin with two
observations. First, we claim that for all A € Al9¢,

(7.30) lim Trp, A = w(A)

n—oo

for any sequence {pp}n>1 of density matrices with Qnp, = pn € Ay, for all n > 1. Here we argue
as in Corollary In fact, since @, < P,, each of these density matrices satisfies p, = pnQn =
QnpnPr. In this case, for any A € A{?C and n > 1 sufficiently large,

Trpp A — w(A) = Trp,[PrAQy — w(A)Qy] .
By (7.28)), the above tends to zero, and thus we have (7.30)).

Next, we prove that w is invariant under the dynamics e’ by showing that w(5(A)) = 0 for all
Ae A{?C. To see this, note that

(7.31) w(6(A)) = lim Trp,[H,, A]=0 for all A e Al°.
n—o0

Here the second equality above follows as p, = pp Py, €, — 0, and

(7.32) |Trpn[Hn, Al| = | Trpp[Hn Pr, A]| < 26, All

where for the inequality we used that P, is the spectral projection of H,, onto [0, €,]. We approxi-
mate to see that the first equality in (7.31)) is true. For any m < n and each A € AKX

(7.33)  [w(0(A)) — TepalHn, Al| < [0(8(A)) — w([Hns AD] + [&([Himy A]) — Tepn[ o, Al

+ [Trpn([Him, A] = [Hn, A
The existence of §(A) guarantees that for n > m > 1 sufficiently large enough, both the first and
last term above can be made arbitrarily small. For any such m, the second term above can be

made small, using ([7.30)), and a possibly larger choice of n > 1. This completes the proof of (7.31)).
We now show that w is a ground state for . Arguing as above, we find that for any A € AP°,

(7.34) w(A*(A)) = T}l_}rlgo Trp, A% [Hy, A]

and in addition, the estimate

(7.35) ITep, A* AH,| < e| Al

holds. Since H,, > 0, we also have that

(7.36) Trp, A*[Hy, Al + Trp, A*AH,, = Trp, A*H,A > 0.

The fact that w is invariant under the dynamics implies w(A*§(A)) € R for all local A, and so for
any n > 1,

w(A*5(A)) w(A*§(A)) — Trp, A*H, A
—|w(A%0(A)) — Trp, A*[Hp, A]| — | Trp, A*AH,|.
where we used ([7.36]) for the final estimate above. From (7.34]) and ((7.35), we conclude that w
satisfies ([7.7)) and hence is a ground state for 9.

>
>
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To argue that w is a gapped ground state for ¢, we establish ((7.29)). Note that since w is a ground
state of §, we conclude from ([7.34)) that

(7.37) w(A*(A)) = ILm | Trpp, A% [Hp, Al

for all A € AK°. Now, since (1 — P,)p, = 0, we may re-write

(7.38) Trp, A*[H,, Al = Trp, A*Hy, (1 — P,)A + Trp, A*[Hp Py, Al

The first term above is non-negative. In particular, an application of shows that
Trp, A*H, (1 — P,)A > ~, Trp, A*(1 — P,)A > 0.

For the second term in , we find that
| Tepn A* [Hy Poy Al| < || A" [Hn Py Al < 26| A

As a result, we have the following the lower bound

(7.39) |Trpn A*[Hp, A]| > 7o Trp, A* (11— P,) A — 26,|| A2

Now, let A € .A119C and suppose that w(A) = 0. Observe that for such an observable,

implies that

(7.40) Trp, A*P,A = Trp, A" [P, AQy — w(A)Qy] — 0.

Since €, — 0 and Tr(p,A*A) — w(A*A), we conclude from that

n

(7.41) limsup | Tr(pn, A*[Hp, A])| > lim sup v, Tr(p, A" A) = <Iim sup 'yn) w(A*A),

and this completes the proof. O

The previous theorem implies that the uniform lower bound obtained for uniform sequences of
finite systems in Section [6]carries over to the gap for the GNS Hamiltonian H.,, of the corresponding
thermodynamic limit. Since we are interested in infinite volume ground states, we require that
the splitting of the lower part of the spectrum E?” (s) tends to a single point in the sense that
diam(X47 (s)) — 0 as n — co. This is the case if holds since diam (24" (s)) < 25(6, + €n).
We finish this section with a precise statement of this fact for the perturbation models we have
been considering.

Corollary 7.5. Assume that holds for a everywhere indistinguishable uniform perturbation
model for which the perturbations converge locally in F-norm. Then, for any 0 < v < vo and each
0 < s < sy, the GNS Hamiltonian associated with the pure state ws from Theorem has a simple
ground state eigenvalue 0 with a spectral gap above it bounded below by ~y.

Proof. Consider such a perturbation model, and fix 0 < s < s, for some positive v < 7. Since this
model satisfies Assumption [6.7] and Definition [7.1] the results of Theorem [7.2] and Corollary [7.3]
hold. In particular, the state ws on Ar from Theorem is pure. Since this model satisfies (6.32)),
Corollary also holds, and so there are non-negative sequences {€,(s)}n>1 and {7,,(s)}n>1 for
which
(i) €,(s) = 0 asn — oo,
(i) limsup, ¥,(s) =7,
(iii) For all n > 1,
spec(Hy,, (s) = En(s)1) C [0, €,(s)] U [e,(s) +7,(s), 00) -

This shows that the conditions of Theorem hold where we take @, = P, = Py, (s) and ob-

serve that ([7.28]) holds by ([7.13]), , and Assumption Our claims about the gap for the
corresponding GNS Hamiltonian now follow from ((7.29) and the comments following (|7.8)). O
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8. SYMMETRY RESTRICTED STABILITY AND THE THERMODYNAMIC LIMIT OF THE GROUND
STATES WITH DISCRETE SYMMETRY BREAKING

8.1. Discrete symmetries. In many interesting systems, the interactions have symmetries. When
considering the thermodynamic limit we need to allow for the possibility that symmetries of the
model are spontaneously broken. In the case of a continuous symmetry, such as the spin rotations
about an axis, the Goldstone theorem [63] implies that, under quite general conditions, there is no
gap in the spectrum above the ground state in the thermodynamic limit. Therefore, in our context
of gapped ground states, only discrete symmetries need to be considered.

An important consequence of the results in this section is the stability of the gapped portion
of the ground state phase diagram of a variety of quantum lattice models, which includes many
special cases studied previously in the literature [3}19,33,42.54,/99}/105].

We now proceed to setting up the class of models with discrete symmetry breaking for which
we prove stability of the symmetry breaking and the ground state gap. We find a compromise
between generality and an effort to state the assumptions succinctly and transparently. Instead of
attempting to describe the most general situation, we will focus on three types of discrete symmetry
breaking (described below) that cover a large number of models considered in the literature. We
start with unperturbed models defined on an increasing and absorbing sequence of finite volumes
Ay, n > 1, that have a symmetry described by a finite set of automorphisms o4 labeled by g € G.
These automorphism act on Ay, and they are n-dependent in that sense.

Local topological quantum order expresses the indistinguishability of the ground states by local
observables, which is made precise by our notion of the indistinguishability radius. If a spontaneous
symmetry breaking occurs that can be detected by a local order parameter, then clearly one cannot
expect LTQO to hold for all local observables. However, if the perturbation respects the symmetry,
then stability can be again verified using a modified notion of LTQO. We introduce two indistin-
guishability radii that take into account the model symmetry: the G-symmetric indistinguishability
radius (see Definition and the G-broken indistinguishability radius (see Assumption [8.2). We
show that the uniform finite-volume stability results from Section [6] hold when perturbing at sites
with a sufficiently large G-symmetric indistinguishability radius. In this case, though, it is not clear
if the uniform gap stability extends to the infinite system. To this end, we show that a sufficiently
large lower bound on the G-broken indistinguishability radius guarantees a non-vanishing spectral
gap for the GNS Hamiltonian.

Let us now describe three types of symmetry breaking to which our arguments apply. In short,
they are (i) a finite group of local gauge symmetries, (ii) partial breaking of translation invariance
to an infinite subgroup (periodic states), and (iii) finite lattice symmetries in translation invariant
systems (reflections and rotations). In each case stability for the uniform sequence of finite systems
follows from a ground state indistinguishability condition for a subalgebra of the local observables
generated by the symmetry, which we denote by A?C’G. The superscript G refers to the symmetry
as it is represented in the system and not just the abstract symmetry group. In each case G labels
a finite set of automorphisms that commute with the infinite system’s initial dynamics as well as
the perturbed dynamics. When Ar carries a representation of Z? by translations, we denote these
automorphisms by p,,a € Z%.

For each type of symmetry breaking, the automorphisms and algebra .AIIS)C’G are as follows:

(S1) Local Gauge Symmetry: G is a finite group and for each x € I" there is a representation of G
by automorphisms oy, g € G, on Ay, for which oy = @), oy denotes the corresponding
automorphism on Ar. In this case, the gauge symmetry is broken in the ground states and

A?C’G is the G-invariant elements of .A119C:

(8.1) AY — fA e AR | g,(A) = A, Vg eG).
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(S2) Translation-Invariant: The infinite system has a d-dimensional translation invariance rep-
resented by automorphisms p,,a € Z¢, and this symmetry is broken in the set of ground
states to the subgroup (N1Z) x --- x (Ny4Z) for integers Ni,..., Ng > 1. In this situation
we take G = Zp, X -+ X Zy, where we identify Zy, as a set with {0,...,N; — 1} C Z. We
consider the subset of AIFOC consisting of observables that reflect this symmetry (but are not

invariant):

82 R PTIPE S

aeG

(S3) Finite Group of Lattice Symmetries: G is a finite group of symmetries of I" acting on Ar as
automorphisms o, r € GG, and we assume that the system also has a translation symmetry,
acting by automorphisms {p, | a € Z%}, that remains unbroken in the ground states of the
initial dynamics. In this situation, define

(8.3) ARG — (A e A | Vre@, Fa, € Z8 sit. 0,(A) = pa, (A)}.

Key for the analysis below will be how the automorphisms in each of these cases behave under
composition with the localizing operators IT4 from Section 4} see (4.29)). For (S1), the action of oy
on Ay is given by conjugating with U (9) = @,cp Uz(g) where Uz (g) is a unitary that implements
og. As a consequence, each o, commutes with the partial trace try\x : Ax — Ax, and hence also
with the localizing operators:

(8.4) 040 Iy = H%— °0y.

For both (S2) and (S3), we will assume periodic boundary conditions on A and therefore each of
the automorphisms p, and o, has a well-defined restriction onto Ax. In this case, one does not
have commutativity but rather a covariant relation:

(8.5) pa o T =TT, © pa, or o IT§ = Hf}(X) ooy

foralla € Z¢ and r € G.

The differences between (8.4)-(8.5)) as well as the various choices for Allf)C’G cause a small change in
the arguments for stability below. We provide the full argument for the case (S1) in Sections 8.3
and discuss the necessary alterations for cases (S2) and (S3) in Section

8.2. Symmetry restricted indistinguishability and stability of the spectral gap. For the
case (S1), we consider the same set-up as in Section with a few modifications due to the gauge
symmetry G. Once again there is a sequence (A, d,) of increasing and absorbing finite subsets of
(T, d) for which the unperturbed Hamiltonians Hy , are frustration-free, uniformly finite-range (with
range R), and uniformly bounded. Moreover, we assume that the interaction is gauge symmetric,
and so

HAn = Z nn(X )

XCAn
where 7, (X) € A?C’G. As before, we assume a non-vanishing spectral gap:

o = inf gap(Hy,,, ) > 0.
n>1

The perturbations are given by interactions ®,, which take values in A?C’G and have a finite
F-norm as in Definition [6.5(v). To ensure that the conditions of Section are satisfied, and in
particular , we assume both 7, and @, eventually become constant for any finite X C T, i.e.
there are interactions 1 and ® so that n,(X) = n(X) and ¢,(X) = ®(X) for n sufficiently large.
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In particular, this implies that the perturbations converge locally in F-norm, and so Section [7] is
relevant. The perturbed Hamiltonians are then given by

(8.6) Hy,(s)=Hp, +5 > ®p(X)
XCAn
XNAL )
where the perturbation regions A}, are chosen similarly to for an indistinguishability radius
that reflects the symmetry of the model. We will consider two possible candidates for this radius.
First, we consider

(8.7) AR ={z € Ay : 7 P9(An) > Ky + Ly, for all y € b3 (K,,)}
where K,,, L, are chosen appropriately and r? ’G(An) is the G-symmetric indistinguishability radius:

Definition 8.1 (G-symmetric indistinguishability radius). Let 2 : R — [0, 00) be a non-increasing
function. The G-symmetric indistinguishability radius of Hy at x € A, is the largest integer
re?%(A) < diam(A) such that for all integers 0 < k < n < r"“(A) and all observables A €

Ay iy N AL,
(8.8) 1P () APy () — W (A) Py | < [0 (R A (n — k)
where wA(A) = TI"(APA)/TI“(PA)

With perturbation regions defined using the G-symmetric indistinguishability radius, the main
difficulty in adapting the framework from the previous sections is showing the results from Section[5]
still hold as we no longer assume indistinguishability for all observables. The key observation is that
in the proofs of Theorem and Theorem [5.3] the indistinguishability condition is only applied
to the anchored observables ®()(z, m, s) constructed in Section |4} see (4.46)). Hence, these results
are also valid for a Hamiltonian Hy  (s) as in — as long as the corresponding operators

(I’%l)(l', m, s) belong to AII?C’G.

We first note that since A?C’G is an algebra, the anchoring procedure provided in Section
also produces terms that again belong to the algebra, and so one can assume an anchored form for
Hp,, (s) comprised of terms belonging to AII?C’G. With the usual decay assumptions on the pertur-
bation, it is clear that the results of Section |4 still apply to Ha, (s). Considering the definitions
of the spectral flow, see —, and the integral operator .7-"8(”), see , the symmetry

assumptions on Hy , (s) guarantee that both of these quasi-local maps commute with the automor-

phisms o4, g € G. Since @511)(56, m, s) is defined in terms of compositions of these quasi-local maps
and the localizing maps acting on the interaction terms (see (4.46))) for the gauge symmetry case
(S1) it follows from that <I>£L1)(:U,m, s) € AIFOC’G as desired. For the cases (S2) and (S3), (8.4)
does not hold and the argument needs to be modified. This is main difference between the different
symmetry cases, and is the topic of Section

If the sequence Hy, (s) € AIFOC’G constructed as in (8.6)-(8.7) is a uniform perturbation model,
i.e. satisfies Assumption then it is clear that the spectral gaps are stable in the sense of
Theorem In particular, for each 0 < v < 7 there is an s, > 0 so that the finite volume gaps
are uniformly bounded as follows:

inf gap(Ha,(s)) > v, 0<s<s,.
n

If additionally d,, €, — 0, see , then Corollary holds and one can consider the stability of
the ground state gap in the thermodynamic limit as in Section

For the thermodynamic limit, we additionally assume that the model is everywhere G-indistinguishable
in the sense that

(8.9) rYE(A,) > 00 as n— oo,

T
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for all x € I'. Under the assumption of many of the results from Section [7| are obtained for
observables A € .AlI?C’G with virtually no modification. Using the G-symmetric indistinguishability
radius, the two statements of Theorem still hold for A € A?C’G as well as the convergence from
Corollary [7.3] i.e.

TrPy, (s)A

_ (n) _ 1 _
(8.10) ws(A) nh—{gows (A) nh_}rrgoiTrPAn(S) nh_)ngoTrpnAj

for A € AIIPC’G and all density matrices p, = p,Ph,(s) € Aa,. The latter can be extended to a
unique G-symmetric state on Ar by

(8.11) wol(A) = wi(Aa),  Agi= |c1:| S 0y(4).
geG

One can consider the spectral gap for the GNS Hamiltonian associated with the state ws. How-
ever, not all results from Section [7|hold when using G-symmetric indistinguishability radius. Spon-
taneous breaking of the G-symmetry means that wg is not a pure state. While the main inequality
from Theorem holds for A € A?C’G, since this algebra is not dense in Ar it is not
immediately clear what this implies for the spectral gap of the GNS Hamiltonian associated to
ws. To address this, we impose more detailed assumptions suitable to cover the symmetry broken
situation.

8.3. Symmetry breaking and its stability. The goal of this section is to prove that in the case of
a G-broken LTQO condition, see Assumption 8.2|below, the simplex of infinite volume ground states
is preserved for sufficiently small s and, moreover, the GNS Hamiltonian associated with each pure
ground state has a nonzero spectral gap. We will assume a sequence of finite volume Hamiltonians
of the form with respect to perturbation regions defined using the G-broken indistinguishability
radius rather than the G-symmetric indistinguishability radius (see below). As we will show,
the latter radius is necessarily bounded from below by the former, and so the discussion from
the previous section still applies when using the G-broken indistinguishability radius to define the
perturbation regions.

Let Ss denote the set of all states on Ar that can be obtained as weak limits of states on Ay, given
by density matrices p, satisfying P, (s)pn = pn. Recall that the perturbations converge locally
in F-norm. In the situation that Theorem [6.8 holds, the family of infinite volume spectral flows
as : Ar — Ar are a strongly continuous co-cycle of automorphisms, and moreover for 0 < s < s4:

(8.12) Ss ={woas|weS},

see, e.g., [83, Theorem 7.4]. We assume that Sy is a simplex with the pure, (gauge) symmetry-
broken ground states as its extreme points. If we denote the set of pure states of S; by &, then
the relation (8.12)) implies that Ss is also a simplex of the same dimension as

(8.13) Es={woas|we &}

Hence, the structure of the symmetry-broken ground states is preserved.
It is left to consider the spectral gap of the GNS Hamiltonians associated with w € &. Assume

that & = {w',...,w"} for mutually disjoint w’, meaning that their GNS representations are
inequivalent. To prove a lower bound on the spectral gap of the GNS Hamiltonian associated with
each w! = w' o a5, we assume the following G-broken local topological order condition on the

unperturbed Hamiltonians.

Assumption 8.2. We say that a model with local Hamiltonians Hy,, satisfies local topological quan-
tum order with N G-broken phases (with decay function ) if G through composition with o,

acts transitively on &y, and there are N non-zero orthogonal projections PblAn () ,P;Xn (m) onto
=z (m =" (m

subspaces of ker H, ) such that the following properties hold:

A
e (m
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(i) There is a constant C' such that for all m > R

bA" (m) Z bA" (m

(ii) There is a one-to-one correspondence between the projections Pf\n and the pure states w’
via:

(8.14) CQ(m);

i TrPg A
(8.15) w'(A) = lim ——>—
n—o00 TrPA

9

(iii) The G-broken indistinguishability radius diverges for each x € T". That is, pebéo (Ap) — o0
where 73" 2.0 (A,,) < diam,,(A;) is the largest integer so that for all 0 < k < m < TQ go(An)
and for all local observables A € AbAn(k)

(8.16) H oy AP o = 010" ()

" (m)

Before stating the main result, we show that transitivity of the group action implies that the G-
broken indistinguishability radius is a lower bound on the G-symmetric indistinguishability radius.
From the action of G on &, it is clear that the state

| < 2y 1AlRm — k).

i
bA™ (m)

N
(8.17) Do(A) = %Zwi(fl), AcAr
=1

is G-symmetric. In general, w(A) = w(Ag) for any symmetric state w € Sy where A is as in
(8.11)). Since such a state is a convex combinations of w’ € &, transitivity then guarantees that @y
is the unique G-symmetric state as for all i=1,...,N,

geG

where g; € G is such that w’ = w! o 0g4;- More generally, transitivity implies that for all

(8.19) wWo(A) = wi(4), Ae APC.
Here, we use (8.17]), and that wq is G-symmetric. This argument could be simplified using
the invariance of 4 € A{ %% under 04, g € G. However, the more general justification above also
holds for the cases (S2) and (S3) considered in Section

Now, given (8.19)), Assumption 1mphes . Specifically, there is C’ > 0 so that for any
0<k<m<ry A, )andAG.Abé\n N AR

(8.20) [Py = @o(A) Py (|| < C' [0z ()] Al Q(m — k).

APbAn(

2" (m)
Since wp,, (A) = Tr(Pa, A)/Tr(Pa,, ) is a G-symmetric state on Ay, , the pointwise limit wp, — Wo
holds as @y is the unique G-symmetric state in Sy. Therefore, (8.20]) implies

7”:?’50 (An) < T:ECIQ’G(ATL)

for n sufficiently large.
The main result of this section proves stability for a sequence of Hamiltonians Hy, (s) as in
with perturbation regions defined using the G-broken indistinguishability radius:

(8.21) AL ={z € Ay i 10 (Ay) > Ky + Ly, for all y € b3 (Ky)}

In particular, we require this sequence forms a uniform gauge symmetry-breaking perturbation model
by which we mean:

(i) Both the initial interaction and perturbation take values in the algebra A?C’G.
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(ii) It is a uniform perturbation model as in Deﬁnition and Assumptionwith perturbation
regions as in (8.21]).

Theorem 8.3. Assume that Sy is a simplex with pure, gauge symmetry broken extreme points, and
that Hy, (s), n > 1 is a uniform gauge symmetry-breaking perturbation model for which (6.32)) and

Assumption hold. Fix 0 <~y <. Then for any 0 < s < s, the following properties hold:

(i) The orthogonal projections P}'\n (s) for which agn)(P/Z'\n(s)) = Pf\n satisfy:

(8.22) < CQ(diamy,(Ay));

N .
Pr,(s) = Pi,(s)
i=1

where C is as in (8.14)). Moreover, defining w’ = w'o ay one has

, . TrPp (s)A
(8.23) wi(A) = lim ——r——
n—oo TrPy (s)

and for all x,k,m, A € Ay, 1) and sufficiently large n:
(8:24) || PL, (AR} (5) = iyt (A PR (5)]| < 1bu(R)IIAN (R (An) = b = m) + 5Gua(m))

(ii) The set of limiting ground states Ss is an N-dimensional simplex satisfying and the
GNS-Hamiltonian for each of its extreme points w: € Es has a positive spectral gap s above a
unique ground state that satisfies

(8.25) Vs > limsupy(Ha,, (s)) > 7.

Proof. For (i), 1' is immediate from (8.14)) since al™ is norm preserving, and (8.23) follows
from (8.15) and the strong convergence oy’ — as. The LTQO property in (8.24) follows from
(8.16) and is proven using a similar argument as in Section [7} see specifically ([7.23]), and that for
sufficiently large n,

oo (cvs (A) = ol (A < [ba(R)ANGT ().

For (ii), note that the assumptions of Corollary guarantee that Theorem holds, and so
the phase structure is preserved as discussed above, see and . Since the set of ground
states Sg is a simplex, its extreme points are disjoint states, i.e., their GNS representations are
inequivalent. This implies that the the GNS Hamiltonian H,; in each of these representations has
a non-degenerate ground state.

It remains to show that the finite-volume lower bounds for the spectral gap carry through in
the thermodynamic limit. This follows from an application of Theorem [7.4| with P, = Py (s), and

n = Pf\n(s),i =1,...,N. For this application we use Corollary to verify , and
to prove . For 0 < s < s,, implies that H,; has spectral gap above it bounded by
lim sup,, v(Ha, (s)) > 7. O

8.4. Modifications to handle the cases (S2) and (S3). In this section, we consider how to
modify the arguments in Sections [8.2 so that they apply to models with symmetry breaking
of the type (S2) or (S3). The main challenge here is to prove that the anchored interaction terms
constructed in Section |4| belong to the algebra A?C’G so that the G-symmetric indistinguishability
condition can be used to establish the results from Section [5| In each case, we first outline the as-
sumptions on the lattice and interactions, and then move to discussing the necessary modifications.
We begin by considering the case (S3) as it is most similar to the gauge invariant case (S1).
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8.4.1. The case (S3). As outlined above, we consider that I' is a lattice with two actions: one by
7% via translations, and the other by a finite group of lattice symmetries G' (such as reflections and
rotations). We require that the metric d on I' respects these symmetries in the sense that for any
z,yel

(8.26) d(z,y) = d(r(z),r(y)) = d(z + a,y + a)
for all € G and a € Z? This is typically satisfied, e.g., by the lattice graph distance. These
symmetries are realized on the local algebra .AIFOC through automorphisms o, and p, whose action

on Allf)QG is compatible with the lattice symmetries in the following sense: if A € Allf)c’G and
supp(A) = X, then

(8.27) 0r(A) = pa(4) <= r(X) =X +a.

The analogous result holds in the case that we consider these automorphisms acting on a finite vol-
ume with periodic boundary conditions given that we identify points a,a’ € Z% that are equivalent
under the periodicity.

For the finite volume systems, as always we assume an increasing and absorbing sequence of
finite volumes (A, d,) and associated finite volume Hamiltonians Hy, (s) € Ap, as in (8.6) where
Ny is frustration-free, uniformly finite range, and uniformly bounded. In addition, we require that
both the initial interaction and perturbation are translation invariant and take values in A?C’G.
Note that the assumption of translation invariance implies AL = A,,. To model the group actions
on A, and Ay, , we also impose periodic boundary conditions and assume that the finite volume
metrics d,, also satisfy .

To prove that the observables constructed in Section [4| belong to .A?C’G, one only needs to show
that (for a finite volume A with periodic boundary conditions)

(8.28) T () (K (A)) € Apa gy N AL

for all m > k where A € Ay N A?C’G, and K : Ay — Ap is a quasi-local map that commutes
with the symmetry automorphism. Once this is established one can proceed in the same way as in
the gauge invariant case (S1).

The assumption on the metric guarantees that for any X C A, (r(X))(m) = r(X(m)) and
(X +a)(m) = X(m)+aforallm>0,r € G andac Z% As a result

(8.29) r(X)=X+a = r(X(m))=X(m)+a,.

IfAe AxnN Allf’C’G, then by definition of A?C’G, for any r € G there is an a, € Z% for which A =
p—a, (0r(A)). Since K commutes with the symmetry actions, it follows that K(A) = p_g, (o-(K(A))).
Combining the covariance relation (8.5)) with (8.27)) and (8.29) then shows that for all » € G

I3y (K(4)) = pa, 0 07 0 T (K(4)) € AP

The claim in then follows from verifying applies to X = b2 (k). This can be seen by
using to show that for each r € G there is a, € Z¢ for which r(b2(k)) = b2 (k) + a.

The above shows that models with (S3) symmetry breaking will satisfy spectral stability as de-
scribed in Theorem [8.3)if they satisfy Assumption [8.2]and the uniform perturbation model criterion
from Section @ Since the translation invariance implies that AL = A,,, Section becomes rele-
vant. In particular, the uniform perturbation model criterion will be satisfied if r;"“°(A,) > r, for
all x € A, for a sequence r, — oo sufficiently fast so that Assumption holds with 4,, — 0.

8.4.2. The case (S2). We again consider a lattice I' endowed with an action of Z¢ by translations
and assume that the metric respects this action. For the local Hamiltonians Hy, (s) we assume
the same construction as in the case (S3) with one alteration: it is not required that the initial

interaction or the perturbation take values in A?C’G. Note that the periodic boundary conditions
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and translation invariance again imply AL, = A,, for all n, and so the results from Section are
relevant here as they were in the case (S3). Also, one can assume the anchored representation of
the local Hamiltonians are again translation invariant as the anchoring procedure from Section
preserves this property.

Contrasted to the other two cases, the terms ®M(z,m, s) € Apa () constructed in Sectlon I 4 for

a fixed finite volume A usually do not belong to the algebra A loc., ¢ , see . Thus, the approach
for the other two cases does not work here and an alternate argument is needed.

Due to the covariance property along with the assumptions of periodic boundary conditions
and translation invariance, the anchored terms are again translation invariant, that is

(8.30) pa(® (z,m,s)) = ®V (x4 a,m, s)

foralla e Z¢ z € A,m>R,and 0 < s < sﬁy\. Using this, we will recombine the anchored terms to

produce elements of AII?C’G for which the conclusions of Proposition M and Theorem E still hold.
This is sufficient for applying the results of Section [5] and Section [6] as well as the theory developed
in this section.

Recall that G = Zn, X --- x Zpy, is the set of translations generating A
R¢ := max,eq |a|. Then, for m > R define

IOCG, and denote by

(8.31) (I)g)(gg,m-f—Rg, |G| Z@ (x+a,m,s).
acG

Applying (8.30) one trivially finds that @g)(x,m + Ra, s) € Aprmirg) N Allf)C’G as desired. It is
clear that these terms are self-adjoint, and due to periodic boundary conditions:

(8.32) V(s Z Z ®W(z,m, s) Z Z <I>(Gl)(:v,m,s).

zeAm>R zeAm>R+Rg

Furthermore, applying Theorem to <I>(1)(x, m, s) shows that for m > R+ Rg

(8.33) 108 (2, m, 5)|| < sGLL (m)

where Gg}l,gn(m) = GW(m — Rg) is also of decay class (1, 2,0). Hence, the conclusions of Theo-

rem also hold for the averaged terms <I>(Gl)(a:, m,s).
To verify the conclusions of Proposition for each z € A we introduce the G-averaged global
operators

1) (1)
@x’G( s) = Z .7 (z,m, ) \G! Z(I)Ha
m>R+Rg aeG
where we use (8.31]) for the second equality. If we denote by Py the ground state projection onto
the unperturbed Hamiltonian, then applying Proposition to each @;ﬁa(s% shows that

aEG

for all 0 < s < s as desired.

From h, it is clear that one can continue through the arguments of Sections [5H6| using
(1)

the G- averaged local and global terms along with the decay function Ggsym. Since these terms

belong to the algebra Allf)C’G, the G-symmetric indistinguishability condition holds and the results
from this section can again be applied with no modifications.
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8.5. A class of one-dimensional examples with discrete symmetry breaking. In this sec-
tion we discuss a class of frustration-free quantum spin chains (I' = Z) with discrete symmetry
breaking for which the conditions for stability with symmetry breaking as discussed in the previous
section can be explicitly verified.

Suppose w is a pure, translation invariant matrix product state of a quantum spin chain with
a n-dimensional single-site Hilbert space. It is well-known, see [39], that there exists a positive
integer R, and a frustration-free interaction, 0 < h* € A g such that w is the unique zero-energy
ground state on the whole chain for the model with local Hamiltonians

(8.35) HY = > h,
x€EZL
[z, z4+R]CA
where hy € A, ;4,1 is a translated copy of h*. Let us denote by Py the orthogonal projection onto
ker HY. Then, there exists A € [0,1), and a constant C' such that for all A € A,y and [a,b] C [I,7]
we have ground state indistinguishability with an exponential rate:

(8.36) | P APy ) — w(A) Pypll < CILAN(A + A7),

The explicit details of this argument can be found in Theorem [B.2} Thus, it is clear that r$(A) >
d(xz,0A) for Q(n) = 2CN". In particular, given a perturbatlon model for initial Hamlltonians
and Q(r) as above, it is necessarily a uniform perturbation model. Moreover, the conditions of
Corollary hold with perturbation regions A}, 1 Z, and hence the results from Section [7| apply.
Next, consider N distinct pure, translation invariant matrix product states wi, -+ ,wy of a
quantum spin chain. It was proved in [77, page 570, Theorem 1] that there exists a finite-range
frustration-free interaction 0 < h € Ajg g for which the set of zero-energy ground states of the
infinite chains is exactly given by the convex hull of Sy := {w1,- - ,wn}. In the same paper, it was
also proved that h can be taken such that the orthogonal projection onto the ground state space
is given by P,y = \/l 1P | Where P[“(;fb] is the orthogonal projection onto ker(H E;ib])’ and that
there is a uniform positive lower bound on the spectral gaps:
Yo := [a,b]lelgg - gap(Hgp)) > 0.
For models with this construction, one necessarily has that — from Assumption
are satisfied. First, holds trivially with P[Za b= P[‘Z fb]. Second, as the matrix product states

are distinct, there is A € [0,1) and C' > 0 so that

(8.37) HP“” P — Gijwi(A) P < O]l A"

la nb+n [a n,b+n] [a—n,b+n]

For ¢ = j this is clear from (8.36)), and the case of i # j is discussed in Appendix Finally,

applying the above with A = 1 shows that the projections P[Ug i_n,b ) ATE nearly pairwise orthogonal
for large n:

(8.38) HPa nb+n]P[a anrn]H < O\, for i # j,

from which (8.14) holds.

We now specialize to the situation in which the distinct pure states w; are related by a finite
symmetry. Suppose we have a unitary representation G > g +— U, of a finite group G on the single
site Hilbert space H,, and let o, denote the corresponding automorphisms acting on the algebra
of quasi-local observables Ar. Given a pure, translation invariant matrix product state w, consider
the set of pure states, &y, defined by

(8.39) & ={woay|geG}
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Then, & is a finite set of mutually disjoint translation-invariant pure states to which the previous
discussion can be applied, and moreover, the corresponding frustration-free finite-range interaction
can be chosen such that o4(h) = h. For such models we have the following theorem for stability.

Theorem 8.4. Let h > 0 be a G-symmetric, frustration-free interaction for the set of distinct MPS
&o as in (8.39). For any A, T Z and any interaction ® € Br with F for a weighted F-function as
m , there is a sequence of perturbation regions Ah 1 Z so that

Hy(s)= > hats Y ®X)
z,|z,z+R|CAn XCA,
XNAL A0

is a uniform gauge symmetry-breaking perturbation model. Moreover, there is an sy > 0 for each
0 <~ < so that

(i) Ss is a simplex of ground state of the infinite spin chain (T = 7).

(ii) The GNS Hamiltonian in each of the extreme points of Ss has a simple ground state and a

spectral gap bounded below by ~.

Proof. From (8.37) and the surrounding discussion, we see that Assumption holds with an
exponentially decaying function 2 for which

rSEEO(AL) > d(x, OA,).

This decay implies that for any sequence of increasing and absorbing intervals A,, 1 Z, there exists
a sequence perturbation regions

AR ={z € Ay 1 1P (Ay) > K,y + Ly, for all y € b2 (K,)}

for which Corollary applies. For example, one can choose the sequences L,, and K,, as described
in Section see (6.41). The claims regarding the infinite volume then follow from Theorem
O

An identical construction using site-blocking of the local Hilbert spaces can be applied to obtain
models with spontaneous breaking of the lattice translation invariance that have p distinct p-
periodic ground states, for any p > 2, see e.g. |77]. Other symmetries, such as lattice reflection
and charge conjugation can be treated in the same way. In each case Assumption holds with
exponential decay as well as an analog of Theorem

APPENDIX A. ESTIMATING TRANSFORMATIONS OF ANCHORED INTERACTIONS

In this section, we review some basic estimates concerning quasi-local transformations of inter-
actions. Many of the results proven here run parallel to estimates that can be found in [83, Section
V.D.]. However, we restrict our attention to anchored interactions here, and this causes slight
differences in some arguments.

We begin with a simple lemma. For comparison, this lemma will play the role as [83, Lemma
A.9]. Let us introduce the following notation. For any x € R, set

(A1) |z|+ = max(x,0).

Furthermore, we will say that a function f : [0,00) — [0, 00) is summable if
o0

(A.2) IFl =" f(n) < oo.
n=0

Lemma A.1. Let F,G : [0,00) — [0,00) be summable functions. If G is also non-increasing, then
for any R >0, one has that

(A.3) Y Gk Y F(n) <min(|Gl|F], H(R)

k>0 n>|R—k—1|4
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where H : [0,00) — [0,00) is given by
(A.4) H(R)=G(0)-|R/2] Y  Fm+|F| ) Gn).
n>|R/2) n>|R/2]
Proof. First note that for any R > 0, one has the naive bound
(A.5) Y Gk Y F)<|GlIF|.
k>0 n>|R—k—1|

It is also clear that for any 0 < R < 2, H(R) = ||G|||| F||.
For R > 2, a different estimate holds. Note that, in this case, for 0 < k < |R/2| — 1, one has

(A.6) R—-k—1>R-|R/2| > R/2

and so since G is non-increasing,

|[R/2]-1
(A7) Y Gk > Fn)<GO)-|R/2] Y F(n
k=0 n>|R—k—1|+ n>|R/2]

For the remaining terms, it is clear that
(A.8) > Gl >, Fm)<|F| > Gk
k=|R/2] n>|R—k—1|4 k>|R/2]
This proves the estimate in (A.3)). O

Let us now review the notion of a transformed interaction. Consider a v-regular metric space
(I',d), and assume that A C I' is finite and there is an associated quantum lattice system A =
B(H,), see Section for more details. For any = € A and n > 0, let us also denote by b2 (n) =
{y € A:d(z,y) <n}. Let V€ Ay denote the Hamiltonian associated with an anchored interaction
® : A X Z>o — Aj, see Definition [2.5] i.e.

(A.9) V=>") on).
€A n>0
For any linear map K : Ay — Ap, we will refer to the composition
(A.10) KWV)=> > K(®(z,n))
€A Nn>0
as a transformed interaction. If the map K commutes with the involution, i.e.
(A.11) K(A)" = K(A*) forall A€ Ay,

then one may re-write this composition (V') as an anchored interaction. In fact, using the local
decompositions described in Section H see m, we see that for each x € A and n >0

(A.12) =D AL (K((z,n)))

m>n

where we used (4.32). Now inserting (A.12]) into (|A.10|), we find that

(A.13) =D D> Aum(K(@(z,n)) = D U(z,m)

ze€An>0m>n €A m>0

where we have re-ordered the sums on m and n and set

(A.14) ZAmm ,n))) -
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It is easy to check that IC(V'), as written in (A.13)), is an anchored interaction as in Definition
In fact, since K commutes with the involution, we have that

(A.15) \I’(x,m)* =U(z,m) € Ay forallz € Aand m > 0.

Moreover, if ® satisfies , then so too does ¥. In fact, if for some z € A and m > 0, we
have that ‘I’(a: m) # 0, then there is 0 < n < m for which Awnm(lC(q)( n))) # 0. If n = m, then

0#A K(®(z,m))) = H;)\A(m) (K(®(x,m))) and therefore, ®(z,m) # 0. In this case, since ®

satisfies , we know that there are points y, z € b2(m) for which d(y,z) > m — 1 Otherwise,
there is 0 < n < m for which Ai\nm(lC(q)( n))) # 0 and thus Awnm = H;}A(m) bA(m 1 Z 0.

In this case, it must be that b2(m) \ b2(m — 1) # 0. Thus with y = z and z € b2 (m) \ b2 (m — 1),
we find y, z € b2 (m) for which d(y, z) > m — 1.

We will now show that if ® and X have appropriate decay, then so too does ¥. Let us now
assume that the linear mapping K : Ay — Ajp is locally bounded and quasi-local. More precisely,
we assume that:

a:mm(

(i) K is locally bounded: There is a number p > 0 and B < oo for which
(A.16) IK(A)| < BIX [ Al

for all A € Ax with X C A. Here p is called the order of the local bound for .
(ii) K is quasi-local: There is a number ¢ > 0 and a non-increasing function G : [0, 00) — (0, c0)
with lim, o G(r) = 0 for which

(A.17) IC(A), Bl|| < [X 7| AN B[ G(d(X, Y))

for all A € Ax, B € Ay, and X,Y C A. Here ¢ is called the order of the quasi-locality
bound for K and G is the associated decay function.

Let F be an F-function on (I',d) in the sense described in Section For any r > 0, we will
say that ® has an r-th moment which is bounded by F' if there is a number |®||r,r < oo for which
given any y,z € A,

(A.18) Yo D e )l < (1] FFd(y, 2).

TEA n>0:
y,2€b2 (n)

The following result is the analogue of [83, Theorem 5.13] for anchored interactions.

Theorem A.2. Let K : Ay — Ap be a linear map which is locally bounded and quasi-local, and
F be an F-function on (I',d). Set r = max(p, q) with p and q, respectively, the orders of the local
bound and quasi-local estimate for KC, and let ® € By be an anchored interaction on A, satisfying
. In this case, the terms of transformed interaction V¥ defined as in — satisfy the
following bound: for any y,z € A,

Yo > @ m)l < Bl@llyrF(d(y, 2) +4rd(y, 2)" H(d(y, 2)/2)

zEA m>0:
y,2€b} (m)

(A.19) +40) > H(d(z,w)).
Y ) (y.2)
Here the function H : [0,00) — [0,00) is given by
(A.20) H(R) = G(0)|@llrR/2]F([R/2] = 1) + | @llnrF(0) D G(k)
k>|R/2]
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Proof. We begin this argument as in the proof of [83, Theorem 5.13|. For each € A and m > 0,
the estimate

[@(z,m)| < leﬁﬁ,n;m(’C(@(%n)))ll

< |K(®(z,m) \|+Z|\Amm ®(z,n)))ll
m—1
(A.21) < Blog(m)P||@(z,m)| +4 > b3 (n)|*| Sz, n)[|G(m —n - 1)
n=0

follows using (A.14]), the form of the local decompositions, see (4.30f), the local bound (A.16]), and
inserted the quasi-local bound (A.17]) into the general estimate in Lemma see (4.34). From
this bound, it is clear that

Yo 2 ¥eml < BY Y m)P|em)

zEA m>0: rEA m>0:
y,2€b2 (m) y,2€b% (m)

(A.22) +4> > Z\bA )| ®(z, n)||G(m —n —1)

TEA m>0:
y,2€b2 (m)

Using the bound on the r-th moment of ®, the first term on the right-hand-side of (A.19)) is clear.
For the second term above, we re-write

(A.23)
> Z )| @ (2, n)|Gim —n—1) =D "G(k) > (b)Y ).
TEA m>0: TEA kZO n>0:

y,2€b% (m ) y,2€b (n+k+1)

Now the argument diverges slightly from the proof of [83, Theorem 5.13]. Here, to further
estimate, we will split the sum on z € A. Before doing so, for each x € A, let us denote by mg(z)
the smallest integer m > 0 for which y, z € b2(m). Two observations readily follow. First, for any
€N, dy,z) <d(y,z)+d(x,z) <2mp(x). Next, for each fixed x € A,

(A24) Y Gk Y @)@ n) =) Gk) > (b (n)|7]|@(z, m) |

k>0 n>0: k>0 n>|mo(x)—k—1|4+
y,2€b8 (n+k+1)

where we have used the notation (A.1)).
Let us now split A by writing

(A.25) Ay = {o € A max (d(z,y), d(x, 2)) < d(y.2)} = b (d(y, 2)) N2 (d(y, 2))

and setting A = A, . UAY
we estimate

> Gk) > )@@, n)| < Y Gk) > 3 ()" || @ (2, m) |

k>0 n>|mo(z)—k—1|+ k>0 n>|d(y,z)/2—k—1|+
(A.26) < H(d(y.2)/2)
where we have used that d(y,z)/2 < mg(z) and Lemma Note that in this application of
Lemma we have taken F(n) = |b2(n)|"||®(z,n)| and used the analogue of . Since the
right-hand-side above is independent of z € A, . and [A, .| < |b?/}(d(y, 2))| < kd(y,z)” by v-
regularity of (I',d), see , we have now obtained the second term on the right-hand-side of
(A.19).

y.2» & disjoint union. Note here that Aj , = A\ A, .. Now, for any z € Ay .,
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Finally, for each z € Aj , there is w € {y, z} for which d(z,w) > d(y, z). In this case,

(A27) ) G(k) > b2 ()| @ (2, )| <Y G(k) > b2 ([ |@ (z,n)|

k>0 n>|mo(z)—k—1|+ k>0 n>ld(z,y)—k—1|+

since d(z, w) < mg(z) for each w € {y, z}. Another application of Lemma[A.1|completes the bound

claimed in (A.19)). O

In applications of Theorem it is common to know more detailed properties of the function
F which bounds the decay of the anchored interaction &, see , as well as the function G
which bounds the quasi-locality of I, see . The corollary that follows demonstrates a useful
form of this estimate which holds whenever both F' and GG are members of the same decay class;
here we refer specifically to the decay classes described in Definition [4.5

Corollary A.3. Under the assumptions of Theorem [A.9, suppose further that there exist positive
numbers n, &, and 0 for which both F' and G, the decay functions associate to ® and K through

and respectively, are in decay class (n,&,0). In this case, for each 0 < n' <, there
is an F-function Fy on (T,d) for which

(A.28) o> I¥(em)| < FY (dly, 2))
zEA m>0:
y,2€b% (m)
and moreover, for any ¢ > v + 1, there are positive numbers Cy, Co, d, and a' ,satisfying Cq >
Cge*”/fi(“/dg), for which one may take Fy with the form F{ = Fy - F\%‘fg, where:

1 if0<r<d

. 1 dec —
(A.29) Foolr) = g—5¢ ond Fulp(r) = { Coe 1@ ifr > d.

(1+7r)S

Proof. We prove this corollary in three steps. First, we argue that

(A.30) Yo > I¥(m)| < Gu(dly,2))

zeEA m>0:
y,2€b} (m)

for some function Gy in decay class (n,&,0). Then we show that the estimate above implies the
family of bounds in 1) with functions Fg having the form described in 1} Finally, we

argue that each of the functions Fg, as above, are indeed F-functions on (T',d).

A direct application of Theorem shows that holds for the function Gy defined by the
right-hand-side of . Note that the function H, as defined in , is clearly a member of
the decay class (1, £,0), and thus so too is

(A.31) > B||®|, pF(x) + 4ka”H(z/2)

here we use, for example, the comments made in Remark To conclude that this Gy is in the
appropriate decay class, we need only confirm that this is true for the final term on the right-hand-
side of . Since H is in the appropriate decay class, for any 0 < 1’ < 1 and each choice of
¢ > v + 1, there are positive numbers Cy, Co, a, and d, with C; > C’ge_”/f€(“d9), for which

Cq if0<r<d
A.32 1+7)H(r) < : L
(A.32) (1+7)0H(r) < { Coe 5@ i 1> g,
In this case, we have that for 0 < d(y, z) < d,

1
. 4 < —_ .
(A.33) Z Z H(d(z,w)) < 8C4 r;leaicz AT d@. o))
we{y,z} TEA: yEA

d(z,w)>d(y,z)
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When d(y, z) > d, we also have

/ 0 ]_
(A.34) 4 H(d(z,w)) < 8Cye " feladw2) ) ax N~ —
wé%/:z} ZA: z€A yeA (1+d($,y))<
T d(zw)>d(y,2)
This completes the proof that Gy is in decay class (n,&,0).

Now, for any choice of { > v + 1, we may write
1
m(l +7r)°Gy(r) forallr>0.

Since Gy is in decay class (n,&,0), arguing as above we see that the family of bounds claimed in

(A-28)-(A.29) holds.

Turning to the final point, let FI = F\p’QF\%e;;, be as in (A.29). As is proven, e.g. in Proposition
A2 of [83], the function

(A.35) Gy(r) =

- C1 0<r< d)
(A.36) F(r) = (1%)4@—"’}”&(“”"9) r>d

is an F-function on (T',d). One also readily checks that

1 - / -
(A.37) WF(T) < F{(r)<F(r) foralr>0,
and thus Fg is an F-function on (T',d) as well. O

APPENDIX B. INDISTINGUISHABILITY OF MATRIX PRODUCT STATES

We consider ground state indistinguishability for a frustration-free quantum spin chains with
matrix product (MPS) ground states and open boundary conditions. We show that for such models
there is an exponential decay function 2 for which the indistinguishability radius can be taken as
the distance from the site to the volume boundary, i.e. r$}(A) = d(z,dA). After setting notation
and reviewing key properties of MPS, we prove ground state indistinguishability for models with
a unique infinite volume ground state. Afterwards, we turn to an example of discrete symmetry
breaking where the local ground state space is spanned by several distinct MPS, and discuss how

in the thermodynamic limit the ground states become orthogonal.

B.1. MPS Indistinguishability with a Unique Ground State. We associate the same on-site
Hilbert space to each site, i.e. H, = C? for each x € Z, and assume the MPS is translation invariant
and has a primitive transfer operator E : M} — M;. Here, k is the bond dimension of the MPS
and My, is the set of k x k matrices. For a fixed an orthonormal basis {|i) : i = 1,...d} C Ha,
these assumptions imply there is a set of matrices {Uz‘}flzl C My, generating the MPS, and a density
matrix p € My, for which E (in isometric form) satisfies:

d
(B.1) E(B):=> vjBv;, E(l)=1, E'(p)=p.
i=1

The primitive assumption guarantees p is invertible, and that there is a A € [0,1) and ¢ > 0 for
which

(B.2) |E" — E>[ < eA”
where E*(B) := Tr(pB)1.
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It is well known that for the resulting MPS2
d
(B.3) M5B = Tp(B) = > Tr(Buy---vi,)lig...ir) € Hpy,y,
TR |

there is a (non-unique) finite-range, frustration-free interaction on Aloc so that the ground state
space for each of the corresponding local Hamiltonians is ker H,j = ranl’y,;. Moreover, the
assumptions guarantee that this model has a unique ground state in the thermodynamic limit,
w : Ay — C, defined by
(B.4) w(A) = Tr(pEA (1)), VAe Af°
where for each A € Aj, 3 and all B € My:

d
(B.5) Ea(B) := V[ A® BVoy with Vigy = Y lia...ip) ®vi, -+ 03y,
iayemrip=1
For any finite interval [a, b], it is easy to verify using (B.1)) that
(B.6) Vo ) Viad) = EP~+ (1) = 1,

and moreover, that the state w is consistent with the identification A — A’ := 19" ® A @ 1®™ ¢
b+m For the latter, one finds w(A’) = w(A) by first verifying E4s = E" 0o E4 o E™ and then
usmg

We now turn to the indistinguishability of the ground states. Given two intervals [a,b] C [l,r],
let P, denote the orthogonal projection onto ran(I';, ) and notice that for any A € A,y

(T (B): (A = w(A)1) Iy (O))|
B.7 Py AP —w(A) Py = sup : ’
(B.1) WP APy =Pl =S I (BT ()]

The first result we provide, which will be used to bound the RHS above, was first proved in [39,
Lemma 5.2]. We provide the proof here as it outlines the basic techniques needed to establish
ground state indistinguishability.

Lemma B.1. Fiz finite intervals [a,b] C and let l,, : My, — Hypy) be a translation invariant
MPS with primative transfer operator E as in . Then for any A € Ajgy,
(BS)  [(Tun(B), AT (C)) - w(A) (B, o>,,\ <c (mp-lw-l + X ) JAlIBIlC],

where (B, C), := Tr(pB*C) is the inner product on My, induced by p, and w is as in (B.4).

Proof. Fix any orthonormal basis B of C*, and consider the LHS of (B.8)). Using this orthonormal
basis to rewrite the trace and applying (B.1)) and (B.5)), the first inner product can be rewritten as

<F[Z7T](B), AF[M](C)> = Z Tr(v; ... U;B*)Tr(CUjl o )i |Alr )
e,
= Z Z o, vf . ..vf B¥a) (B,Cuyy . .ovj, B) (i i AlGr - - i)
,BEB’{Z, Jlr
Jlseesdr
(B.9) - ¥ <a,]Er_b o E4 0 B¢ (B*|a)(8]C) B> .
a,feB

Here, we use that A is supported on [a, b], and choose the convention that E is the identity operator
on M. Letting E* be as in (B.2)), linearity implies that

(B.10) E'0RE 0B ' =E®0E 0E® + (B " —E®)oE 0 E® +E " 0R, 0 (B! — E®).
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Inserting the definition of E*> and using the orthonormality of B, one finds that the first term
in this decomposition corresponds to the matrix inner product from (B.8)), i.e.
(B.11) w(A) (B, C’>p = Z (a0, E® 0 E4 o E* (B*|a)(B|C) 5) .
a,BEB
For the second term, we can similarly rewrite the summation as
S (o0 (B~ B®) 0 B0 E® (B'[a) (8|C) ) = Tr(CpB* (B — E¥) 0 E(D)).
a,BEB

Notice that [[Ea| < || Al since V[, is an isomertry. As a result, using (B.2)) and applying Holder’s
inequality proves:

Te(CpB*(E"™" — E¥) o Ea(1))| < [|(E"™" — E¥®) o EA(1)[|[|CpB"[|x
< AP ANICH 2 allp' 2B 2
(B.12) =N AllCl,lIBl,

where || - || for k = 1,2 denotes the usual trace class and Hilbert-Schmidt norms, respectively.

For the final term in (B.10)), we again use (B.2) to bound
(0 B 0B g0 (B! = E%) (B*|a)(BIC) 8)| < ex* | All|B*a)]l[C13)

for any a, 8 € B. Choose B to be any orthonormal basis that diagonalizes p, i.e. pla) = pal|a).
Summing over « € B and applying Cauchy-Schwarz yields,

> 1B*|a) II—ZPQI/QIB* Y2a)|| < V/Te(p~1)|Bll,-
aeB
The analogous bound holds when summing over 5. As a consequence,

B13) Y \<a,ET*boEA o (B!~ E%) <B*\a><mcm>\ < ¢T(p™ ) ANBICl
a,BeB

Thus, inserting (B.10]) into (| - the bound in (B.8) follows from combining (B.11} -

In the situation that A = 1, the operator inside the summation of ( - becomes E" 11 =
E*> + (E’“‘Hl —[E*°). In this case, the argument from Lemma simplifies, and using an estimate

similar to (B.13)) one can prove
(B.14) (T (B). Ty (©9) = (B.C), | < eTe(p™ N1 B [ C1l

see, e.g. [39, Lemma 5.2]. Choosing B = C, this bound implies that I'j; , is injective for sufficiently
large intervals. Specifically, for any 0 # B € M), one has

Ty.(B)|?
(B.15) 1—cTr(p~ HA—H1 < M
1Bl

We are now ready to prove the lower bound on the indistinguishability radius for models with
MPS ground states and a unique thermodynamic limit.

<1+ cTr(p~Har—HL,

Theorem B.2. Fiz finite intervals [a,b] C [I, 7] cmd le lr : My — Hji ) be a translation invariant
MPS with primative transfer operator E as in . Then for any A € Ajqy,

(B.16) 1P APy = w(A) Pyl < C(r—1+1) [Tr( DO AT XA

where w is as in ([B.4) and C(n) := c¢(1 — cTr(p~)A\")"L. As a result, one has r¥(A) > d(x,0A)
for all sites x in an interval A when choosing

(B.17) Q(n) :==2C(n)(2Tr(p~ 1) + 1)A™
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Before proving the result, we note that if we set X = [a,b] and A = [[,r], then d(X,0A) =
min{l — a,r — b}, and so one could further bound (B.16] by
(B.18) IPAAPY — w(A)PAll < C(ADE@Tx(p™") + DAV 4],

which motivates the choice for the LTQO function. The extra factor of two in (B.17) comes from
replacing the infinite state w with the finite ground state functional wp(A) = Tr(APy)/Tr(Py) used
to define the indistinguishability radius, see (2.9)).

Proof. Fix nonzero matrices B,C € Mj. Applying (B.8|) and , one obtains the bound
(B19)  |(Tyn(B), (A — (AT, (C)) | <|(Tp(B), AT, (C)) —w(A) (B,C), |
+w(A)| [(Ty sy (B), Ty () = (B, O,

(B.20) <e[Te(p )y 4 2+ LAl BlLCll
Therefore, (B.16) follows from combining this with (B.7)) as inverting the bounds in (B.15)) implies
B 1

Hr[l,r} (B)H o \/1 — CTr(p—l)Ar—l—f—l :

To determine the indistinguishability radius, for any site x € A one trivially has that b/m\(n) =
[z —n, 2 +n] for all n < d(x,0A). Thus, if A € Ap_p, pim) for m < n, (B.16) implies

1Pop () APy () — @(A) Poa () | < Cn = m)(2Tx(p~ 1) + DA™ ™| A,
where we trivially use A"t < \"~™_ Defining the state wy(A) := Tr(APy)/Tr(Py), the indistin-
guishability radius is given by bounding
1P () APy () — WA (A) Poa () | < 1 Ppa () APpA (ny — W(A) Poagy || + |wa (4) — w(A)].

Thus, the claimed bound on rg(A) follows from estimating the second quantity above.

For A sufficiently large, injectivity implies wp (A4) = k~2 Zfil (TA(B;), AT A(B;)) for an orthonor-
mal basis {I'A(B;)} of ran(I"y). For any normalized state I'y (B), the arguments from (B.20)-(B.21])
apply with B = C to produce

[ {TA(B), ATA(B)) — w(A)] <C(n —m)(2Tr(p™") + A" ™[| A,
where we use (B.18]), that C(r) and A" are decreasing functions, and n — k < d(b,(k),0A) < |A].
Thus, the result follows from the bound
]CQ
Y I{TA(Bi), ATA(By)) = w(A)] < C(n —m)(2Tr(p~") + A" A].
i=1

1

jwa(4) —w(A)| < 45

O

B.2. Indistinguishability with Multiple MPS Ground States. We now turn our attention
to the situation of a frustration-free model whose ground states are spanned by several distinct
MPS. Specifically, we assume there are n > 2 matrix product states for which the corresponding
infinite volume ground states are unique, i.e.

w'#w for i#j,
and the ground state space of the local Hamiltonians is ker Hy = > i ran(I'}). Each of these
matrix product states individually satisfy the conditions of the previous section, namely (B.1)-
(B.2), and so each of the infinite states w’ is of the form (B.4]), see also (B.5). As outlined in

Section [§] the correct indistinguishability condition in this situation is:

(B.22) ||P[z;1—n,b+n] AP[Ja—n,b-&-n}

- 5ijwi(A)P[l }H < [[Af€x(n)

a—n,b+n
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for all A € A,y where P{ is the orthogonal projection onto ran(I'%). Applying Theorem such
a bound clearly holds when i = j. Therefore, we need only show that in the case that i # j,

(Ti(B), AT4(C))|
(B.23) sup <y ajom),
ri(),r4 ()20 ITA(B)IITA(C)]]
where we set A = [a — n,b + n]. This is the content of |77, Lemma 6]. We briefly outline this
argument.

To simplify notation, consider two distinct infinite states w', w? : Az — C defined via matrix
product states on the same quantum spin system. Let {v;}¢_; C My and {w;}&; C M; be the set
of matrices defining F}\ and F?\ with respect to the same orthonormal basis for H, = C?%. Arguing
similarly as in , for any A € Ay, one has

(TA(B), ATR(C)) = > (o, F" oF4 o F" (B*|a)(B|C) B)
a€By
BeBL,

were By, and B; are orthonormal bases for the respective virtual spin spaces and, with respect to
the isometries from (B.5|), the transfer operators F4 and F on My are given by

(B.24) IFA(B) [a b}A@BW[a b]
(B.25) Zv Buw; = V*(1y® B)W

where V := %" |i) ® v; and W := ) |i) ® w; are isometries for a single site.
Using a modified version of the argument used to obtain (B.13)), see also (B.21)), one finds that
(B.23) follows from showing that

F(B
(B.26) |F|l:= sup IECB)]p. <1
0#£BE My« ||BHP2
where HB||§2 := Tr(p2B*B) is the inner product induced by the density matrix py associated with
w?. Tt is easy to see that ||F|| < 1 as for any B,C € My

|Tr(p2C*F(B))|? < Tr(poC*V*VO)Tr(poW*1 @ B*BW) = Tr(poC*C)Tr(p2 B*B),

where we use that V*V =1, and W*1® B*BW = ), w}B*Bw; with (B.1). Strict equality follows
from showing that ||F|| = 1 implies w! = w?. The details of this argument, which can be found at
the end of the proof of |77, Lemma 6], are left to the reader.
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