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Adaptive Control of Time-Varying Parameter Systems
With Asymptotic Tracking

Omkar Sudhir Patil
Shubhendu Bhasin

Abstract—A continuous adaptive controller is developed for
nonlinear dynamical systems with linearly parameterizable un-
certainty involving time-varying uncertain parameters. Through a
unique stability analysis strategy, a new adaptive feedforward term
is developed along with specialized feedback terms, to yield an
asymptotic tracking error convergence result by compensating for
the time-varying nature of the uncertain parameters. A Lyapunov-
based stability analysis is shown for Euler-Lagrange systems,
which ensures asymptotic tracking error convergence and bound-
edness of the closed-loop signals. Additionally, the time-varying
uncertain function approximation error is shown to converge to
zero. A simulation example of a two-link manipulator is provided
to demonstrate the asymptotic tracking resulit.

Index Terms—Adaptive control,
varying systems.

Lyapunov methods, time-

|. INTRODUCTION

Adaptive control of nonlinear dynamical systems with time-varying
uncertain parameters is an open and practically relevant problem. It has
been well established that traditional gradient-based update laws can
compensate for constant unknown parameters yielding asymptotic con-
vergence. Moreover, the development of robust modifications of such
adaptive update laws result in uniformly ultimately bounded (UUB) re-
sults for slowly varying parametric uncertainty using a Lyapunov-based
analysis, under the assumption of bounded parameters and their time
derivatives [1]-[3].

More recent results focus on tracking and parameter estimation
improvement using various adaptive control approaches for systems
with unknown time-varying parameters. One such approach involves a
fast adaptation law [4], where a matrix of time-varying learning rates
is utilized to improve the tracking and estimation performance under
a finite excitation condition. Another approach uses a set-theoretic
control architecture [5] to reject the effects of parameter variation, while
restricting the system error within a prescribed performance bound.
While the aforementioned approaches can potentially yield improved
transient response, they yield UUB error systems.
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Motivation exists to obtain asymptotic convergence of the track-
ing error to zero, despite the time-varying nature of the uncertain
parameters. Results such as [6] and [7] yield asymptotic tracking for
linear systems with asymptotically vanishing time-varying parameter
variations. For nonlinear systems involving periodic time-varying un-
certain parameters with known periodicity, repetitive/iterative learn-
ing based approaches such as [8] yield asymptotic tracking. How-
ever, it is challenging to extend these results to nonlinear sys-
tems where the uncertain parameter variation is nonvanishing and
aperiodic.

Robust adaptive control approaches such as [9, Sec. 1V] yield
asymptotic adaptive tracking for systems with time-varying uncer-
tain parameters using an adaptive sliding mode-like design, and [9,
Sec. VII] and [10] use a continuous robust design. However, such
approaches exploit high-gain or high-frequency feedback without any
additional adaptive feedforward term that is specifically designed to
target the uncertainty through adaptation. Recent results in [11] yield
asymptotic tracking using a method called congelation of variables,
where each unknown time-varying parameter is treated as a nominal
constant unknown parameter perturbed by a time-varying perturbation,
and the control input consists of an adaptive feedforward term to
compensate for the nominal constant parameters, while a robust high-
gain term is designed to compensate the time-varying perturbation.
While the congelation of variables based approach can compensate
for fast-varying parameters, it requires the regression matrix to van-
ish with the state, which might be restrictive for a wide variety of
applications.

Results such as [12]-[14] investigate the identification of systems
with time-varying parameters. A more recent result in [15] utilizes the
dynamic regressor extension and mixing technique to yield finite-time
parameter convergence for systems with unknown piecewise linearly
time-varying parameters. Note that these results concern only adaptive
parameter estimation, without developing an adaptive feedforward
control term for closed-loop implementation.

In the field of fault-tolerant control design, system faults are typically
modeled as unknown piecewise constant time-varying parameters such
as in [16], for which, classical adaptive control techniques are used. In
this article, we consider the more challenging problem of continuously
time-varying parameters, which necessitates an alternative adaptive
update law.

To illustrate the technical challenges associated with developing an
adaptive feedforward term for systems with time-varying parametric
uncertainty, consider the scalar dynamical system’

z(t) = a(t)x(t) + b(t) cos(x(t)) + u(t) (1)

Note that the system (1) is considered only for illustrative purpose. This
article presents the result for a general nonlinear Euler—Lagrange system with
a vector state and a linearly parameterizable uncertainty with time-varying
parameters.
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with the controller u(t) = —ka(t) — a(t)z(t) — b(t) cos(z(t)), where
k is a positive constant gain; a(t) and b(t) are unknown time-varying
parameters; a(t) and b(t) are the parameter estimates of a(t) and
b(t), respectively; and the parameter estimation errors a(t) and b(t)
are defined as a(t) £ a(t) — a(t) and b(t) £ b(t) — b(t), respectively.
The traditional stability analysis approach for such problems is to con-
sider the candidate Lyapunov function V (z(t), a(t), b(t)) = 1a%(t) +
F-a*(t) + il;z(t), where 7, and 7, are positive constant gains.
The given definitions and controller yield the following time-derivative
of the candidate Lyapunov function: V () = —ka2(t) + a(t)z>(t) +
b(t)z(t) cos(w(t)) + L2 (a(t) — a(t)) + L2 (b(t) — b(t)). For the
constant parameter case, i.e., a(t) = b(t) = 0, the well-known adap-
tive update laws a(t) = yo22(t) and b(t) = v,z (t) cos(z(t)), respec-
tively, will cancel a(t)z2(t) and b(t)z(t) cos(z(t)) in V (t), lead-
ing to Lyapunov stability and asymptotic tracking. However, when
the parameters are time-varying, it is unclear how to address a(t)
and b(t) via a feedforward adaptive update law, such that V(t) be-
comes at least negative semidefinite. Alternatively to obtain a neg-
ative semidefinite derivative of the Lyapunov-like function (which
is a contribution of this article), the typical approach to design
adaptive controllers for the time-varying parameter case is to con-
sider a robust modification of the update laws and assume some
constant upper bounds on |a(t)],|b(t)|, |a(t)|, and |b(t)| to ob-
tain a UUB result. For instance, consider a standard gradient up-
date law with sigma-modification [3], a(t) = y,x2(t) — Yeca(t) and
b(t) = ya(t) cos(z(t)) — v,ob(t), which yields V (t) = —ka2(t) —
oa?(t) — ob?(t) + a(t) (X2 + oa(t)) + b(t) (X2 + ab(t)), imply-
ing a UUB result when the parameters a(¢) and b(t¢), and their
time-derivatives a(t) and b(t) are bounded. More modern approaches
(cf., [4]) provide additional modifications to yield UUB results with
improved transient performance.

It would be desirable to have a sliding-mode like term based on
a(t) and b(t) (i.e., sgn(@) and sgn(b) in the adaptation law) if only
a(t) and b(t) were known. Another approach could be to use a pure
robust controller, e.g., u(t) = —ka(t) — ax(t) — bsgn(z(t)), where @
and b are known constant upper-bounds on the norms of parameters
la(t)| and |b(t)|, respectively. If the bounds @ and b are unknown,
an adaptation law could be designed to yield their adaptive estimates,

ie., a and b. Either of these approaches would yield an asymptotic
tracking result (cf., [9]), but as stated earlier, these approaches require
a discontinuous pure sliding-mode term in the control input, and do not
include an adaptive feedforward term to compensate for the uncertainty.
The congelation of variable-based approach in [11] may help avoid
some of the aforementioned challenges; however, it is not applicable
for uncertain terms like b(t) cos(z(t)), which do not vanish with the
state.

The major challenge in achieving asymptotic tracking is that the
time-derivative of the parameter acts like an unknown exogenous
disturbance in the parameter estimation dynamics, which is difficult
to cancel with an adaptive update law in a Lyapunov-based stability
analysis. We address this technical challenge through new insights
into the closed-loop error system development and stability analysis,
coupled with a new adaptive update law design. Specifically, because
of the challenges associated with including the uncertain parame-
ter estimation error in the Lyapunov function, we omit such terms,
and include a P-function based on [17], while also formulating the
closed-loop error system so that they appear in the Lyapunov-based
derivative in a manner that facilitates an adaptive update law. We address
the unique challenge associated with incorporating the time-varying
parameter estimation error in the analysis by formulating the update

law so that it contains a signum function of the tracking error term
multiplied by a desired regressor. The update law also involves a
projection algorithm to ensure that the parameter estimates stay within
a known bounded set. However, the projection algorithm introduces
a potentially destabilizing term in the time-derivative of the candidate
Lyapunov function, leading to an additional technical obstacle to obtain
asymptotic tracking. This challenge is resolved by using an additional
term in the control input, which compensates for terms that result from
using a projection operator. The developed Lyapunov-based stability
analysis yields semiglobal asymptotic tracking and boundedness of the
closed-loop signals. Additionally, the time-varying uncertain function
approximation error is shown to converge to zero. The dynamics of a
two-link manipulator are used in a simulation to demonstrate the asymp-
totic tracking and function approximation error convergence result, and
the tracking performance is compared with a robust e-modification
update law [18] based controller.

II. DYNAMIC MODEL

The subsequent development is based on the general uncertain
nonlinear Euler—Lagrange (EL) dynamics given by [20, Sec. 2.2]

M (q(t),£)G(t) + Vim(a(t), 4(2),£)4(t)
+G(q(t), 1) + F(4(t), t) + 7a(t) = 7(¢) )

where t € [tp,00) denotes time, ty € R>o denotes the initial time,
q : [to,00) — R™ denotes a vector of generalized positions, M : R™ x
[to,00) — R™ "™ denotes a generalized inertia matrix, V,, : R™ x
R"™ % [tg,00) — R™ "™ denotes the Coriolis and centrifugal forces
matrix, G : R” X [tp,00) — R™ denotes a generalized vector of po-
tential forces, F': R™ x [tg, 00) — R™ denotes a generalized vector
of dissipation, 74 : [to, c0) — R™ represents an exogenous disturbance
acting on the system, and 7 : [tp,00) — R™ represents a generalized
control input vector [20, Ch. 2]. The subsequent development is based
on the assumption that only ¢(¢) and ¢(¢) are measurable. The fol-
lowing assumptions about the EL system are made in the subsequent
development [20, Sec. 2.3].

Assumption 1: The inertia matrix satisfies m,[|¢|? < TM
(g(t), )¢ <m(q)||&||? V€ € R™, where m; € R isaknown bound-
ing constant, 7 : R™ — R~ is a known bounding function, and || - ||
denotes the Euclidean norm for a vector argument or the spectral norm
for a matrix argument.

Assumption  2: The functions M (q(t),t), Vin(q(t),q(t),t),
G(q(t),t),and F'(q(t), t) are second order differentiable such that their
second time derivatives are bounded if ) € £, Vi = 0, 1,2, 3, where
L., denotes the space of essentially bounded Lebesgue-measurable
functions.

Assumption 3: The dynamics in (2) can be linearly parameterized®
as

Yp(q(t), (1), G(t), )0, (t) = M(q(t), 1)§(t)
+ F(q(8),t) + Ga(t), 1)
+ Vi (a(2), 4(2), £)4(t) 3)

where Y, : R™ x R™ x R™ X [tg,00) — R™*"™ is a known regression
matrix and 6, : [tp,00) — R™ is a vector of time-varying unknown
parameters.

2 A linear parameterization is considered for simplicity. For systems that do
not satisfy the linear-in-the-parameters assumption, the parameterization can yet
be linearized according to [21, eq. (7)], where the linearization error can be upper
bounded using [21, Lemma 1]. Subsequently, the adaptive design approach of
this article is then applicable.
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The disturbance parameter vector 7,4(¢) can be appended to the 6,, ()
vector, yielding an augmented parameter vector 6 : [tg, 00) — R™T™
as

o= [14)

and the augmented regressor Y :R”™ x R™ x R™ x [tg,00) —
R™*("+m) can be designed as

Y(q(t),d(t),q(t),t) £ [Yp(a(t),q(t),4(6),¢) In]. (5
Substituting the parameterization in (3)—(5) into (2) yields
M(q(t),t)q4(t) + F(q(t),t)

+ Vin(a(t), 4(t), t)4(t)

+Gq(8),t) + 7a(t) = Y(q(t), 4(£), G(¢), 1)0(?)
(6)

where ¥ (q(t), (t), (1), DO(t) = ().

Assumption 4: The time-varying augmented parameter 0(t) and its
time derivatives, i.e., 0(t)and (t) are bounded by known constants, i.e.,
10(8)] < Gou I | < Cyand [8(1)]] < Ca where Go, 1, Ca € Rgare
known bounding constants.

Remark 1: For practical applications, it is often not difficult to
develop sufficiently large bounds on uncertain parameters or their rate
of change. For example, variation in a friction coefficient due to wear
is difficult to model, but it is not difficult to obtain an upper bound
on the friction coefficient. Similarly, it is possible to develop an upper
bound on the inertia and drag coefficient parameters of an aircraft.
We refer the reader to the result in [22, Sec. 4] for an example of an
aerospace system with bounded time-varying parameters. For systems
with unknown bounds, robust adaptive control methods such as [9, Sec.
IV] may provide insight for a solution, but such an extension is beyond
the scope of the contributions of this article.

IIl. CONTROL DESIGN
A. Control Objective

The objective is to design a controller such that the state tracks a
smooth bounded reference trajectory, despite the time-varying nature
of the uncertain parameters. The objective is quantified by defining the
tracking error e; : [tg, 00) — R™ as®

e12q—qa (N

where g4 : [to,00) — R™ is a desired trajectory. To facilitate the sub-
sequent analysis, filtered tracking errors e and r : [tg, 00) — R™ are
defined as

€2 £ é1 +are (8)
r 2 éy +ages 9)

respectively, where a1, s € R+ are constant control gains.
Assumption 5: The desired trajectory g4 (t) is bounded and smooth,
such that ||ga(t)|| < do, [|da(t)]| < 01, and ||Ga(t)|| < 2, where
0o, 01, and d2€ R+ ¢ are known bounding constants.
Substituting (7)—(9) into (6) yields the open-loop error system

Mg, t)r =7+ S(t) — Y30(t) (10)

3Time-dependency is suppressed for the sake of brevity, except where explicit
time-dependency adds clarity.

where S(t) £ V’m (Qda Qdy t)Qd - Vm(q7 47 t)q + G(Qd: t) - G(qa t) +
F(dd? t) - F(q7 t) + (M(qd7 t) - M(qa t))qd + M(q7 t)(al(GQ -
aje)) +agey) and Yy 2 Y(qq,da;Ga,t) denotes the desired
regression matrix.

B. Control and Update Law Development

From the subsequent stability analysis, the continuous control input
is designed as

T2Y,0 - key+ p (11

where k € R is a constant control gain, p : [tg,00) — R™ is a
subsequently defined auxiliary control term, and 0 : [to, 00) — R™T™
denotes the parameter estimate of 6(t). Substituting the control input
in (11) into the open-loop error system in (10) yields the following
closed-loop error system:

M(q,t)r = =Ya0(t) + o — kea + S(t) (12)

where 0: [to,00) — R™*™ denotes the parameter estimation error,
ie., O(t) £ 0(t) — O(t). Taking the time-derivative of (12) yields

M(q, t)i = — M(q,t)r — Ya0(t) — Y40(t)

+ Y0 — kés + fu+ S(2). (13)
The control variables () and /() now appear in the higher-order
dynamics in (13), and these control variables are designed with the use
of a continuous projection algorithm [23, Appendix E]. The projection
algorithm constrains é(t) to lie inside a bounded convex set B = {o €
R+ ||lo|| < o} by switching the adaptation law to its component
tangential to the boundary of the set 3 when é(t) reaches the boundary.
A continuously differentiable convex function f:R("*t™) R is
used to describe the boundaries of the bounded convex set B such
that f(o) <0V|o| <o and f(o) =0V |o|| = {o. Based on the
subsequent analysis, the continuous adaptation law is designed as

6 2 proj(Ao)

Ao, 110l <GV (VF(0)TAy <O

= R R 14
{Ah 101] = Go A (Vf(0))T Ao >0 (1

where [|6(0)|| < o, and V and A denote the logical “or,” “and”

operators, respectively; V represents the gradient operator, i.e.,
N T

ViO)=[=k - 64)‘:’;7"’ Lﬁ:é; and Ag,A; : Rog — R™™ are de-

signed as*

Ao 2 —TY] (Y, IY]) ! [kasey + Bsgn(es)] (15)
\ e (Im ) ww))(Vf(@») Ao (16
[IVf(O)?

respectively. In (15), 5 € R, is a constant control gain, and I' €
R(n+m)=(ntm) 5 a constant, positive-definite, control gain matrix with

I'y 0
Onxm
'y € R™™ and 1,4, € RMFT™x(+m) s an identity matrix. The
continuous auxiliary term () used in the control input in (11) is
designed as a generalized solution to

f1 = Yy (Ao — proj(Ao))

ablock diagonal structure, i.e.,I" £ | ?X" |, with 'y € R™>™,
2

17)

4Lemma 1 in the Appendix proves that YdFYdT is invertible.
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where p(to) = 0. Substituting (14) and (17) into (13), the closed-loop
error system can be obtained as

M(Qa t)’f’ = - M(Qv t)r - Ydé(t) - Yde(t)

— Bsgn(ez) — kr + S(t) (18)

for both cases, i.e., when 116]] < ¢o Vv (VF(6))TAg <0 or [|0]] >
Co A (Vf(e))TAo > 0. Let

z& [el ef rT]T€R3" (19)

denote a composite error vector. To facilitate the subsequent analysis,
(18) can be rewritten as

M(q, t)7 = — %M(q, B+ N(z,t) + Ny (6,1)

— Bsgn(ez) — kr — eq (20)

where N : R3™ x [tg,00) — R™ and Np : R™™ x [to, 00) — R™
are defined as N(z,t) 2 f%M(q,t)r + S(t) + ey and Ng(0,t) &
~Y,0 — Ydé(t), respectively. The mean value theorem (MVT) can be
used to develop the following upper bound on the term N (z,1):

IN(z,1)[| < p(l|2])II2]

where p:R3" — R is a positive, globally invertible, and non-
decreasing function. By Assumptions 4 and 5, Corollary 1 in the
Appendix, and the bounding effect of projection algorithm on é(t),
the term Np(6,t) and its time-derivative N(6, z,t) can be upper
bounded using known constants 1,72, vs € Rsg as

HNB(é’t)H <7,

2D

IN(0, 2,8)|| <v2+ 73 lle2l|  (22)

respectively.

IV. STABILITY ANALYSIS

To facilitate the subsequent analysis, let y : [to,c0) — R3"*1 be
defined as
y2 [T VP]" (23)

where P : [tg,00) — R is a generalized solution to the differential
equation

P2 L (24)
In (24)
P(to) £ B lea(to)lly — e2(to) " N (8(to), to) 25
and
L2 rT(Np(9,1) — Bsgn(ez)) — s [lea|”. (26)
In (25), || - ||1 denotes the 1-norm. Provided that the gain condition
B>m+ o @7

is satisfied, P(t) > 0,> where the bounds 71, vz, and 3 are introduced
in (22), and the control gain « is introduced in (9). Therefore, it is
valid to use P(t) in the candidate Lyapunov function in the subsequent
stability analysis. Furthermore, we introduce the auxiliary constant
A3 2 min{a; — %, g — Y3 — %, g}, where the control gains o1 and

3See the proof approach of [18, Lemma 1] for details.

k are introduced in (8) and (15), respectively. The gains a1, oo, and k
are selected based on the sufficient gain condition

P (V2 Iyl
2k

Az > (28)

with A1 £ 2 min{1,m;} and A2(q) £ 1 max{2,m(q)}, where m;
and m(q) are introduced in Assumption 1. From (8), (9), (20), (24),
and (26), the differential equations describing the closed-loop system

are

él = €z — (1€ (29)

ég =T — g€y (30)
= Mg, 0)(~ 5 Mg, 0+ N (2,1) + No (0,1

— Bsgn(ez) — kr — e3) 31)

P = —rT(Ng(t) — Bsgn(e2)) + s [le2]|* . (32

Theorem 1: Giventhe EL dynamic systemin (2) along with Assump-
tions 1-5, for any arbitrary initial condition of the states e; (to), e2(to),
and r(ty), selecting P(to), a1, a2, 8, and k according to (25), (27),
and (28) ensures that ey, ea, 7, P € L, and ||e; (¢)|| — 0 as t — oo.

Proof: Let D C R3"*1 be the open and connected set defined as

D2 {oeR™ || < p (V2iak) }

and Vi, : D X [tg,00) — Rsg be a positive-definite candidate Lya-
punov function defined as

(33)

1 1 1
Vi (y,t) = §TTM((], tr + §e’§e2 + 56’{61 + P. (34)
The candidate Lyapunov function in (34) satisfies
Jllyll* < Ve < a(a) llyl® (35)

where A; and Ay(q) are defined after (28). Let o 2 [ef e +T P]T
and ¢ € K[g](¢,t) denote the Filippov differential inclusion corre-
sponding to (29)—(32), where the operator K[-] is defined in [24,
(2b)]. Note that g : R3"+! x [tg,00) — R3"T1 is Lebesgue measur-
able and locally essentially bounded, since it is continuous except in
the set with measure zero, {(1,t) € R3"+! x [0, 00)|e2 = 0}. There-
fore, the existence of an absolutely continuous solution ¢ — ) (t) to

) € K[g](1), t) is guaranteed® by [25, Proposition 3]. Let V 1 (y, ) £
N €T[K[g](+,t); 1] as defined in [26, (13)], where OV, (y, t)

§EOVL (yst)

denotes Clarke’s generalized gradient [26, (7)]. Since (y, t) — V1. (y,t)

is continuously differentiable, Clarke’s gradient is the same as the

standard gradient, i.e., OV, = {VV.}. Using [26, Th. 2.2], ¢t —

Vi (y(t), t) exists almost everywhere’ and Vi (y,t) € V1 (y,t) for
almost all time (a.a.t.). Evaluating V 1, (y, t) and (29)—(32) yields

~ a.a.t.
Vi <

TT(—%M(q, O+ N(z,t) + Nu(6,1)

SThe existing solution might have a finite escape time. We rule out this
possibility by proving the boundedness of Filippov trajectories under the
aforementioned sufficient conditions using Lyapunov-based stability theory.
Therefore, dom ) = [tg, 00), i.e., the solution is complete. The solution may
not be unique; however, the results are applicable to all the trajectories, since
we consider a generalized Filippov solution in the analysis.

TSince ¢ = [27 P]T andy = [T V/P]7, y(t) can be evaluated along a
Filippov trajectory 1 (¢) by a transformation which involves taking the square-
root of P(t), which is applicable since P(t) > 0,Vt € [tg, c0).
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— BK [sgn] (e2) — k1 — e2) + €3 (r — ases)
+ el (ex — arer) — rT(Ng(t) — BK [sgn] (e2))

1 .
+ s llea* + 577 M (g, t)r (36)

Using (21) and applying Young’s inequality on €T e, in (36), V, can
be upper bounded® as

. a.a.t. 2 1 2
Ve < pllzI) =Ml =K l7™ = (a2 =75 = 5) llez

1
— (a1 = ) s>

Using Young's nequality on ) 2| | ields (1)1 | <
Uiz (HZz”k)HZH + 1k||7||. Therefore,

-  a.a.t. pQ(HZ”) HZ||2 k
7, g 2Dk

1 1
— (a2 =7 = ) leall” = (a1 = ) lea®

2
P (llzl) 2
< - S ad A )
< (2= 20 ) e @
The expression in (37) can be rewritten as
. a.a.t.
Vi, < -W(y)=—c|z|*,VyeD (38)

with some constant ¢ € R, where W : R3"*1 — R is a continuous
positive semidefinite function.

Whenever y € D, |ly(t)|| < p~'(v/2A3k) by definition of D,
which is sufficient to infer |z(t)|| < p~'(v/2A3k) using (23).
Therefore, if y(t) € D, Az > %, which implies from (37)
that there exists ¢ € R~y which satisfies (37), and larger val-
ues of i3 expand the size of D. Since Vp is nonincreasing,

which implies ||y(t)| < w/vﬁ—f” < 1/%1“’), it is sufficient to show

that ,/%lt“) < p~1(\/2A3k), to obtain y(t) € D. Since Vi, (ty) <
Xa(q(to))lly(to)||?, the result ,/%j“) < p~1(\/2h3k) can be suf-
ey 1) | < 1 (/IR). There-
fore, |ly(to)| < ,/mpfl(m% which implies that S £
{c € D||lo|l < 1/mp71(m)} is the region where (o)

should lie to guarantee that y(t) € D for all ¢ € [ty, 00). Using (33),
(35), and (38), since g is Lebesgue measurable and essentially locally
bounded and uniformly in time, the extension of the LaSalle—Yoshizawa
corollary in [28, Corollary 1] can be invoked to show that ey, ea, 7, P
€ L, and [|z(¢)|| = 0 as ¢ — oo. Therefore, using the definition of
z in (19), |le1(t)|| — 0 as ¢ — oco. The gain condition in (28) needs

ficiently obtained from

8The set of times T 2 {t & [tg,00):7(t)T BSGN(ea(t)) —
r(t)T BSGN(ea(t)) # {0}} C Rxg is equal to the set of times {t : ea(t) =
0 Ar(t) #0}. Using r = éa + ages, this set can also be represented by
{t : e2(t) =0 Aéa(t) # 0}. Since eg is continuously differentiable because
the right-hand side of (30) is continuous, [27, Lemma 2] can be used to show
that the set of time instances {¢:e2(t) =0 Aéa(t) # 0} is isolated, and

hence, measure zero; hence, T is measure zero. Therefore, V[ = { VL} a.e.
in time, and an upper bound on V7, can be obtained a.e. in time, using the
right-hand side of (36).

9Though the sets S and D are defined to include y(t) instead of 1) (t), one can
easily construct the bounded sets Sy, and Dy, such that y(to) € S and y(t) €
D imply 1 (tg) € Sy and (t) € Dy, respectively, to conclude the uniform
boundedness of all Filippov trajectories 1/(t) initializing in the set S,.

to be satisfied according to the initial condition, and the region of
attraction can be made arbitrarily large to include any initial condition
by increasing the gains a1, oo, and k accordingly; therefore, the result
is semiglobal.

The parameter estimate 6 € L., due to the projection operation,
which implies 0(t) = 0(t) — O(t) is bounded, because the param-
eter 0 € L., by Assumption 4. Since e, ez, r € L, and because
qd, Gd, §a € L by Assumption 5, using (7)—(9) implies that ¢, ¢, G €
L. Furthermore, the regression matrix Y; € £, by Assumption 5,
because Y is locally bounded due to Properties 2 and 3. Therefore, by

Corollary 1 in the Appendix, 0 € L. The expression in (12) indicates
that u € L, because among the remaining terms in (12), M(q)r
and Y,;0 comprise bounded terms because M is locally bounded, and
S € L., because its definition comprises terms that are locally bounded
functions of the bounded errors and states due to Assumption 2. From
the expression in (11), since é, Ya, o € Loo, T € L. Moreover, differ-
entiating the right-hand side in (11) yields terms that are bounded, which
implies 7 € L.; therefore, 7 is continuous. Hence, all the closed-loop
signals are bounded.

V. SIMULATION EXAMPLE

To demonstrate the efficacy of the developed method,
a simulation example of a horizontal two-link manipulator
system is provided, and the results are compared with an
e-modification (e-mod)-based controller [18]. The dynamics of
the manipulator system can be represented in the form of (2),

with M(q,t) = [pl(t) + 2p3(t)cz p2(t) + ps(t)cz ]7 Vin(q,d,t) =

p2(t) + p3(t)ce pa(t)
—p3(t)sada —ps(t)s2(gr + ¢2) o [Fa(t)q
|: pg(t)qul 0 i|’ F(%t) o [Fjg(t)(]g], and

Ta(t) = [Ta1(t) Ta2(t)]T, where cy £ cos(ga), s2 = sin(gz), and
P1,P2,P3, Fd17 ng, Tdl,Td2 - Rzo — R, and the gravity term
G(q,t) is ignored for a horizontal manipulator. The augmented
time-varying parameter vector for the manipulator system is given
by 0(t) = [p1(t) pa(t) pa(t) Far(t) Fao(t) a1 (t) Taz(t)]".
The control objective is to track a given reference trajectory
qa(t) = [cos(0.5t) 2cos(t)]T. The time-varying parameters
used in the simulation are p;(t) = 3.473 + 0.5sin(3¢),
p2(t) = 0.196 + 0.2 exp(—sin(t)), ps(t) = 0.242 + 0.1 cos(10t),
Fu1(t) = 5.3+ 2exp(—0.1¢), Fyo(t) = 1.1+ cos(5t), and the
disturbance terms 741 (t) = 0.5cos(0.5¢) and 742(t) = sin(t). The
initial conditions used in the simulation are ¢(0)=[-11]7,
4(0) =100]T,and H(0) =[000 000 0]T.1°

The control gains for each method are obtained using a Monte-Carlo
method; an appropriate range is qualitatively determined for each gain,
and 10 000 iterations are subsequently run with a uniform random gain
sampling within those ranges in an attempt to minimize

10

7= [ (alles@ +b7(0)?)

0

(39)

with a =1 and b = 0.01. The gains'' that minimized (39) for the
developed method are K = 18.1502, ai; = 0.8982, s = 1.0552, 5 =

10Note that in practice, the best guess estimates of the uncertain parameters or
their approximate mean should be used for improved performance. The estimates
were initialized to zero to illustrate adaptation with no prior knowledge.

"I'This set of gains might not satisfy the gain conditions in (27) and (28),
however, those conditions are not necessary, rather only sufficient. The gains
were selected from the Monte—Carlo simulation to provide the best performance
and an equal comparison with the e-mod method.
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10 -10 with specialized feedback terms to compensate for the time-varying
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Time(s) Time(s) uncertainty. Asymptotic tracking error convergence was guaranteed via
) ) ) a Lyapunov-based stability analysis for an EL system. Additionally,
Fig. 1. Plots of tracking error (degrees), torque input (Nm), and func-

tion estimation error (Y0 — Yy6) versus time (s) with the proposed
method and e-mod.

TABLE |
CONTROLLER PERFORMANCE COMPARISON
| Method | Jlerms|l [ llermsssll | emaxss | [Foms]| [ liremsll |
(11) 29.1340 0.5515 1.4666 1.3654 3.2726
e-mod | 52.4838 3.5624 5.2500 6.1292 7.4722

36.2946, and I' = I,. For the projection algorithm, (, = 5000 and
the corresponding function f(6) = ||6|2 — ¢2. For the e-mod update
law, i.e., 6 = r.YIr—ol|e Hé and the corresponding controller 7 =
Y46 — ker, the gains are I', = 12.5, k. = 9.7877, and o = 9.7319.

Fig. 1 demonstrates the asymptotic convergence of the tracking
error and the function estimation error (Y0 — Ydé) 12 to zero with the
developed method in the simulation, as opposed to the UUB tracking
with the e-mod scheme. Table I provides a quantitative comparison of
the controllers, where e, is the root-mean-square (rms) of e; (in deg)
taken over the time interval [0, 10], €yms ss i the rms of e over the
time interval [5, 10] (i.e., after reaching the steady state), emax,ss 1 the
maximum absolute value of the components of e; over the time interval
[5,10], Y,ms denotes the rms function estimation error (in Nm) over the
interval [0, 10], and 7, denotes the rms simulated torque (in Nm) over
the time interval [0, 10]. The developed method provides a significantly
improved tracking and function estimation performance with less rms
control effort, upon comparison with e-mod.

Fig. 2 demonstrates the tracking error performance in the presence of
additive white Gaussian (AWG) noise with standard deviations of 2 deg
and 2 deg/s in the ¢ and ¢ measurements, respectively. The rms steady
state tracking error norms in the presence of measurement noise with
the developed method and e-mod are 2.9427 and 4.5891, respectively.

2From an applied perspective, if the upper bound used for projection algo-
rithm, i.e., (o is selected to be sufficiently high such that the parameter estimates
never reach the boundary of the set 3, then proj(Ao () = Ao (¢), Vt € [to, o0),
implying u1(t) = 0, Vt € [to,00). From (6), Y0 = 7,and T — Y30 = p1 — kes
using (11), therefore if 1(¢) = 0Vt € [to, c0), then the function approximation
error Y6 — Ydé = p—key = —keg — 0 as t — oo. In case the parameter
estimates reach the boundary of 3, Y6 — Y40 may not converge to zero, yet it
is guaranteed to be bounded using the stability analysis since p is bounded.

the time-varying uncertain function approximation error was shown
to converge to zero. A simulation example of a two-link manipulator
was provided to demonstrate the asymptotic tracking result, and a
comparison with the e-mod scheme shows a better tracking perfor-
mance with the proposed method. Future work may involve extension
of the proposed approach to unstructured time-varying uncertainties
using neural networks, compensation of time-varying uncertainty in the
presence of sensor noise, and delays in input and state measurements.

APPENDIX
Lemma I: Consider a positive-definite matrix I' € R ()% (n+m)
such that T has the block diagonal structure as I' = [ Orl OT;X” I,
nxm 2

where I'; € R™*™ and I's € R™™. The matrix YT'Y7 is positive-
definite and therefore invertible. Furthermore, the inverse of this matrix
satisfies the property ||[(YTY 7)1, < ﬁ, where || - || denotes

the spectral norm and Ay, {-} denotes the minimum eigenvalue of {-}.
Proof : Substituting the definitions for Y and I" in YT'Y'” yields

Fl 0m><n:| |:YPT:|

T _
Yo = I:Y;; In] |:On><m F2 In

=Y, Y, +Ts.

Since I is selected to be a positive-definite matrix, the block matrices
I'y and I'; are both positive-definite, so Y, 1"y YpT is positive semidefinite
while the second term I'; is positive-definite, hence the sum of these two
terms,i.e., YI'Y7 is positive-definite, and therefore, invertible. Further-

more, the spectral norm satisfies the property, || All2 = \/Ama{AT A}
for some A € RP*9, where Ay {-} denotes the maximum eigenvalue

of {-}. Utilizing this property with ||[(YTYT)~t| 5 yields

= \/Amax { ((YFYT)’l)T (YFYT)’l}

= Ay {(YFYT)’l} .

1 1
= < .
)‘-min {YFYT} - )‘fmin {FQ}

|y

(40)

Corollary 1: The norm of the time-derivative of the parameter

estimate || can be upper bounded by as ||| < 4 + vs||e2 ||, where
V4,75 € R< ¢ are known bounding constants.
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Proof: Based on (14)

0

[Iproj(Ao) || < [|Aoll

DY (YalY )" (Bsgn(es) + kases)||

< TV (YaY, )7 H| (B + koz [lezl]) - 1)

Applying Holder’s inequality to the right-hand side of (41) yields

0] < Irla ¥l 1Y), (8 + kaslleal) . @2

Using the result from Lemma 1 yields

< Il ¥all,
)"min {FZ}

Based on Assumption 5, the spectral norm of the desired regressor
may be upper bounded by a constant Y ; € R+, i.e., ||Yy]|2 < Y g4, be-
cause Yy is a continuously differentiable function. Therefore, selecting

vy = BIT|2Y 4 kaz|T[2Y 4
)‘lnin{r2} )\miu{FZ}

(B + kaz[lea]) -

and y5 =

|

yields

), Y
)\min {FZ}

=4+ s |lez2]| -

o

(B + kaz lez|)
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