
Graph Propagation and Distributed State Estimation
Based on Local Modeling
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Abstract-We present a novel algorithm for distributed state esti­
mation in power systems, based on graph theory and exchange of
information between nodal entities in combination with local non­
Jacobian based modeling. The bus-based power balance equa­
tions are used to generate a successively better estimate based on
locally available data only, which is then sent out to adjacent
graph vertices, so that information travels even to parts of the
network that have fewer data collected. For this reason, full
power system observability is not required, and this procedure
could be applied even if parts of the system lack needed measure­
ments. To demonstrate the effectiveness and scalability ofthe pro­
posed algorithm, it is applied to both 14-bus and 300-bus test sys­
tems.
Index Terms- Power system, Distributed state estimation,
Graph-based method, Local modeling, Non-Jacobian method.

I. INTRODUCTION

In the modem era, a higWy reliable supply ofelectric energy
has become the expected norm. No other infrastructure has such
low tolerance for interruptions in service. For that reason, hav­
ing a trustworthy gauge of the power system is essential.

In a traditional setting, all data that is collected is sent to a
central location and from there the entire system is controlled.
However, as power systems continue to increase in size and
complexity, it has become clear that such an approach has many
drawbacks. For instance, centralized state estimation (CSE)
might involve the handling of the full system's matrix, which is
easy to program, but costly in tenns ofresources for a large sys­
tem. Also, the risk of creating bottlenecks during communica­
tion and security of the central agent are major issues.

Distributed state estimation (DSE) algorithms are designed
to mitigate these problems [1], while at the same tinle trying to
achieve a comparable level ofaccuracy. Monitoring the system
from different physical locations and running calculations in
parallel means not only higher speed, but also greater reliability
because if one agent fails, others can continue functioning to a
large degree.

The number of references in the DSE area in the last two
decades highlights their importance for modem power system
operation [2-14 and references therein]. In our context, all
methods may be coarsely divided into two groups: 1) Jacobian
based [2-10], and 2) non-Jacobian based [11-14]. Note that our
proposed method is non-Jacobian-based. To a certain extent,
the idea for this paper comes from [15], which analyses the
problem of trilateration, but with similar constraints of limited
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cOlmnunication. Here, instead of localization in ~m space of
location coordinates, the goal is to detennine the position for
each bus in a space of state variables.

In this paper, we present a novel algorithm for calculating
the condition of the power system using a combination of data­
driven techniques and some fundamental equation-based mod­
els. Our algorithm starts with some fundamental power system
equations and tries to estimate bus states (voltage magnitudes
and angles) by forcing all solutions to satisfy these equations.
At the same time, it is designed to use only locally available
data, so that it can run in a distributed and iterative fashion,
meaning that it has all the advantages offered by DSE algo­
rithms. Furthermore, our approach allows us to bypass the
standard conditions needed for CSE, such as observability re­
quirements. Instead, our algorithm could work even if large
portions of the system lack measurements.

The outline of the paper is as follows: in Section II we give
the problem formulation, while Section III describes the algo­
rithm and its steps in detail. In Section IV the proposed algo­
rithm is applied to 14-bus and IEEE 300-bus test systems and
many useful examples are provided. Finally, Section V pre­
sents conclusions. Appendices A-C give fundamental power
system equations and inverse relations needed for the update
step.

II. PROBLEM FORMULATION

We will analyze the power system with Nbus buses and Nbr
branches (lines or transformers). On top of it, we define an un­
directed graph as a higher level of abstraction, which will rep­
resent cOlmnunication among graph entities. In the graph rep­
resentation, each bus of the power system becomes a graph ver­
tex, and there is a link between two vertices if there exists a
branch connecting them in the original power system. We work
with the assumption that cOlmnunication is possible only be­
tween adjacent vertices. With such a setup, only local infor­
mation is available when doing calculations in the current bus,
so only a DSE technique could be applied.

For every bus in the power system, the estimation goal is to
detennine complex voltage C!:::.), which is represented by the
voltage magnitude (V) and angle (8). These are state variables,
and their total nmnber is 2Nbus - 1 (for slack bus, the voltage
angle has to be 8sl = 0, because it is used as a reference for all
other bus angles). In addition, we assume that there are multiple
sensors placed all over the power system, measuring different
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Figure 1. Flow chart of the proposed algorithm
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them based on available measurements and state variables in
neighboring graph vertices (buses), to minimize the inconsist­
encies between the left and right side of power balance equa­
tions. This update is Step 4a and will be described in detail be­
low. In Step 4b, these newly calculated values are sent out to
neighboring graph vertices, so that the most up-to-date esti­
mates are used when doing the update for those buses.

Step 4a and Step 4b are repeated as long as the convergence
criterion is not satisfied. In this case, the criterion was chosen
to be the change of Mean Squared Error (MSE) between two
successive iterations, the threshold of MSE, and/or maximum
allowed number of iterations.
A. Update ofstate variables for linear (DC) model

To perform the update of state variables (Step 4a), we start
with bus active power balance and branch active power flow
equations [(A8) and (A9)] and need to derive inverse expres­
sions for ei in ith bus, which could be used if all other variables
are assumed to be known

zindirect = t(ei,ej,p) ~ e i = t-1(zindirect,ej'p) (1)
In this symbolic equation (1) for linear (DC-based) model,

zindirect represents any indirect measurement available for ith
bus (active power injection and power flows to Nu, neighboring
b . indirect - {pm pm pm pm}) e . th t' t fuses. Zi - i' i1' i2"", i,Na - , j IS e es una eo,
voltage angle in jth bus that is neighbor to bus with angle ei ,

and P is a set of system parameters (typically represented by the
system admittance matrix K= G + jB ---see Appendix A).

More important than t is the inverse relation t-1 , which is
used to find ei (zindirect), an estimate of angle based on that
particular measurement type. A way to find angles from power
injection (PJ is shown in (B1). Similarly, (B2) is used to predict
bus voltage angle from active power flow Pij. If the direct
measurement of bus voltage angle (ei) is also present, it will
be used in (2) without any modification.

For one direct (zfirect = {eiD and m = 1,2, "', Nlndirect
indirect measurements, the predicted value for voltage angle in
ith bus is calculated as the weighted average of individual pre­
dictions

indirect quantities, such as active and reactive power injections
in ith bus (Pi and Qi, respectively), active and reactive power
flows between ith and jth buses (Pij and Qij, respectively), and
the current flow between ith and jth buses (Iij)' These indirect
quantities are then used to try to evaluate the values of state
variables. Notice that our proposed algorithm does not require
that we have all possible measurements mentioned here for
every bus. Instead, the procedure will work properly even if
many measurements are missing, but only up to a certain point
(see Section IV for details). Furthermore, we assume it is possi­
ble that for some buses we also have direct measurements of
quantities of interest (V and e), albeit not for all of them and
with some level ofuncertainty (represented by a noise).

III. ALGORITHM DEVELOPMENT

For any power system topology, the activelreactive power
bus balance equations must be satisfied. They are given in Ap­
pendix A by (A3), (A4), (A6), and (A7) (note that current meas­
urements are not used--but the extension is straightforward).
Notice that these equations relate measurements of indirect
quantities (Pi' Qi' Pij , Qij) (denoted as indirect measurements),
state variables (V, e) (denoted as direct measurements), and
system parameters (G, B, Y, ljJ). They are highly nonlinear and
general, in the sense that they describe the nonlinear (AC) case.
In case when only a linear (DC) model is of interest, certain
approximations can be used, which would result in simpler, lin­
ear equations---see (A8) and (A9). The algoritlnn will be devel­
oped both for linear (DC-based) and nonlinear (AC-based)
models. In both cases, the idea is to fmd such state variable val­
ues so that they are consistent with obtained measurements and
power balance equations are satisfied. The flow chart ofthe pro­
posed algorithm is shown in Figure 1.

The algoritlnn starts with collecting all the available meas­
urements and preprocessing data (Step 1). In Step 2, the initial­
ization is done for all state variables [only vector 8 for linear
(DC) model, or both V and 8 for nonlinear (AC) model]. One
way (simplest in this context) is to use measurements of these
quantities ifthey are available, and ifnot, then simply assigning
the flat start initial solution (VO = 1 pu and 8 0 = 0). As it
turns out, such an approach works well for the linear (DC)
model. However, for nonlinear (AC) based case, it is well­
known that there are multiple power flow solutions [16], and
the algorithm could converge to some local optimum, which
suggests the importance of starting from the best possible initial
condition. In general, two approaches can be applied: 1) oper­
ation-based, where the initial conditions can be fmal state esti­
mates from the previous time instant [respecting the slow
changes in network conditions for typical times for SE execu­
tion (3-10 sec)], or 2) mathematically-based, where the initial
solutions can be estimated from local indirect measurements
with lowest variances.

In the next step (Step 3), the order in which bus estimates
will be updated is detennined. It makes sense and is empirically
proven with simulations that it is best to start by first updating
those buses that have direct measurements of state variables (V
and e), and later update remaining buses sorted by the number
of indirect measurements (in descending order).

Step 4 is the update of state variables and is the heart of the
algoritlnn. It is done in a way to ensure that power balance equa­
tions become satisfied. In each iteration, the goal is to modify
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where:
m -the type of measured value (in superscript);
wm = 1/O"m; w8; = 1/0"8;;

O"m, 0"8i - variance of the mth indirect measurement and vari­
ance of the direct voltage angle measurement in ith bus,
respectively.

Eq. (2) generates an estimate by combining all available in­
formation related to the ith bus. Ifany measurement is not avail­
able, it is simply removed from (2). Weights are defmed so that
more emphasis is given to measurements with low variance.

To better understanding the proposed idea, the update step
is illustrated in Figure 2. It shows that for the linear (DC) model
the bus voltage angle estimates are along the line, i.e. one-di­
mensional (lD) problem. Yellow areas show an interval of the
expected solution. For buses with direct measurements, these
values will be used as the initial solution 8iD = 8i, and the in­
terval of expected fmal estimates is small (acts as an anchor
point). For the remaining buses, where direct measurements are
not available, the initial values are set to zero 8iD = 0;
i = 1,2"", Nbus , and we have wider intervals and it is expected
that the fmal estimates will move significantly from initial ones.
At each iteration, a new estimate is made and the point moves
along the line toward the final estimates.

~ -: *; ~~
O,,~ 0 8; OJ 8; 8; 8; o[radJ
8;0 ~ 0 8;0 = 8,m 8'0 = 8,m

Figure 2. illustration of one-dimensional update step for bus voltage angles

B. Update ofstate variables for nonlinear (Ae) model
In the case of the nonlinear (AC) model, things conceptually

stay the same, but power equations are now nonlinear and more
complex, and for each bus, state variables are not only angles
(8 i ), but also voltage magnitudes (~). For the update of state
variables, we need to derive inverse expressions for elements of
vectors 8 and V, which could be used if all other variables are
assumed to be known
zindirect = fee. e II:- v: p) ~ e· II:- = [-l(zindirect e· II:- p) (3)

l 1.1 } I 1.1 } I II 1. 1. I J 1 )1

Just like before, zindirect represents indirect measurements,
but in this nonlinear (AC-based) model, it also includes reactive
power injections and power flows, hence zindirect =
{Piffi, Qi, P{f, P{f, "', Pr'Jv ,Qj.;, Q[£, "', Qn D· The expanded

, Ui ' Ui

form of function [ can be found in Appendix A, (A3), (A4),
(A6), and (A7).

Inverse relation [-1 has to be determined both for voltage
magnitude and angle. In the case of~, this is straightforward,
because in all four equations it comes down to solving quadratic
equations (see Appendix C). When doing this for 8 i , things get
a bit more complicated because of the nonlinearity of trigono­
metric functions and the fact that 8 i may be present in multiple
terms. To get explicit expressions, one needs to use trigonomet­
ric identities. For example, to calculate 8 i when measurement

I - Initial value (8;0)
- - Initial value (V,o)

, ,.."n ~U, v,a-=r;m
rI ViO~ 1 I,

I r---, T SJ
I

'~]
I L1

I~O 8; o[radJ

14-bus test system 300-bus test system
DC model ACmodel DC model ACmodel

N 14 300
N hr 20 409
B~ 13' 13 299 299
V~ - 14 - 300,
P~ 14 14 300 300,
Qi - 14 - 300
Pi 20 40 409 409
Qi - 40 - 409

Total number of 47 135 1008 2317measurements

, Notice that in the slack bus 8sl = 0

IV. APPLICAnON

To demonstrate the effectiveness of the proposed algorithm,
Matlab simulations were performed on 14-bus and IEEE 300­
bus test systems [17]. Sets of direct and indirect measurements
are generated by a power flow solution with/without additional
measurement noise. These values will be used as a benchmark
to all other results, including: 1) estimates of voltage magni­
tudes and angles in all buses, and 2) calculated indirect quanti­
ties (activelreactive power injections and flows). Obtained re­
sults are compared with the traditional Weighted-Least Square
(WLS) based CSE algorithm, using the same set of measure­
ments. To assess the quality of estimates, we will use MSE of
difference between measurements and corresponding estimates
for both CSE and DSE algorithms.

TABLE 1: AN OVERVIEW OF fuLL MEASUREMENT SETS FOR BOTH 14-BUS
AND 300-BUS TEST SYSTEMS FOR BOTH LINEAR (DC) AND NONLINEAR (AC)

MODELS

0, 8; 8; 8; 8;
8;0 ~ 0 0,0 = o,m

Figure 3. Illustration of two-dimensional update step for bus voltage angles
and magnitudes

* - Estimated value (8;, V,)

V
[pu]

V
V
V

V
V

Pi or Qi is given, (B3)-(B6), and (B7) can be used, respectively.
To calculate 8i from Pij or Qij, (B8) and (B9) can be used.

For two direct measurement (z1irect = {8i, vtD and esti­
mates obtained using inverse formulas [-1, the predicted value
for voltage angle in ith bus is still given by (2), while the pre­
dicted value for voltage magnitude in ith bus is

m Nlndirect indirect
_ wY;Yi +Lm =l WmYi(zi.m) (4)

Vi - Nindirect
wYi+Lml=l W m

where w Y ; = 1/O"yi' and O"y; is the variance of the voltage mag­
nitude measurement in ith bus.

This case can also be visualized as in Figure 3. The space in
which we search for state estimates of ith bus is now two-di­
mensional (2D). Each bus will exchange information with its
neighbors about their current estimates and use that data to­
gether with measurements to update itself and move in this 2D
state space.

(2)

* - Estimated value (0,)

I - Initial value (t~o)
- Slack bus
- PMU measurement ( 8;0 = 8,m)

(anchor point)
~- No measurement (0;0 ~ 0)
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Figure 6. The convergence of the proposed AC­
based DSE algorithm for the 14-bus test system.

--p=10%
--p=20%
--p=40%

--p=60%

coU 0.8
c
.2e06
iii
'0 0.4
Q)

~ 0.2
>

5 10 15 20
Number of iterations

Figure 5. The convergence of the proposed DC­
based DSE algorithm for different percentage
levels ofunavailable measurements (p)--the

300-bus test system.

--p=10%
--p=20%

p=40%
--p=60%

co
U 0.8
c
:::J

-- 06e .
iii
'0 0.4
Q)

-"' 0.2
t1l>

5 10 15 20
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Figure 4. The convergence of the proposed DC­
based DSE algorithm for different percentage

levels of unavailable measurements (p)--the 14­
bus test system.

LINEAR (DC) MODELl

Proposed DSE algorithm WLS-based CSE al-
gorithm

p MSE Number of CPU'[s] MSE CPU[s]
['Yo] iterations
0 0.000639 3 0.1347 0 0.266
10 0.014770 3 0.1275 0.254 0.260
20 0.121720 3 0.1240 0.247 0.181
40 0.223792 3 0.1202 NaN 0.156
60 0.636814 3 0.1144 NaN 0.063,

TABLE III: MEASURED STATE VARIABLES AND RESULTS COMPARISON FOR
THE PROPOSED DSE AND WLS-BASED CSE FOR NONLINEAR (AC) MODEL

[14-BUS TEST SYSTEM]

TABLE N: COMPARISON OF THE RESULTS FOR BOTH PROPOSED DSE AND
WLS-BASED CSE ALGORITHMS AND 300-BUS TEST SYSTEM [OBTAINED BY

CPU tnlle IS measnred at a machine wIth the followmg charactenslIcs: Intel(R)
Core(TM) i7-6860HQ CPU@2.70GHz,64-bitOperatingSystem, 32 GB RAM.

C. Convergence Characteristics ofLinear (DC) Model for
300-bus Test System
In Table IV we give a comparison of the convergence re­

sults for DSE and WLS-based CSE for the linear (DC) model.
From the presented results we can conclude that the proposed
DSE gives better results in cases with an increase of missing
measurements (with lower computation time). For p = 40 %
and p = 60 %, the WLS-based CSE model fails to provide a
solution, due to the gain matrix being close to singular
(HT R- 1H, where H is the Jacobian matrix, R = diag{lj(J';} is
the measurement covariance matrix, and (Jm is the variance of
mth measurement), and the unobservability of some buses (no
adjacent measurements).

Voltage angle ((J i) rradl Voltage magnitude (Vi) rpul

Bus Estimation Estimation Estimation Estimation

i
Measured (proposed (WLS-based Measured (proposed (WLS-based

DSE) CSE) DSE) CSE)
1 0.0000 0.0000 0.0000 1.0576 1.0600 1.0600
2 -0.0347 -0.3501 -0.3501 1.0326 1.0350 1.0350
3 -0.1404 -0.1374 -0.1374 0.9866 0.9889 0.9889
4 -0.0766 -0.0761 -0.0761 1.0292 1.0315 1.0315
5 -0.0557 -0.0553 -0.0553 1.0378 1.0400 1.0400
6 -0.0677 -0.0692 -0.0692 1.0417 1.0435 1.0435
7 -0.0530 -0.0523 -0.0523 1.0414 1.0433 1.0433
8 0.0115 0.0103 0.0103 1.0790 1.0800 1.0800
9 -0.0805 -0.0797 -0.0797 1.0250 1.0273 1.0273
10 -0.0734 -0.0728 -0.0728 1.0278 1.0305 1.0305
11 -0.0454 -0.0461 -0.0460 1.0545 1.0570 1.0570
12 -0.0782 -0.0786 -0.0786 1.0396 1.0406 1.0406
13 -0.0779 -0.0788 -0.0787 1.0490 1.0500 1.0500
14 -0.0973 -0.0972 -0.0972 1.0179 1.0189 1.0189

Noise r%l MSE
0 0.0000
2 0.2128
5 0.4418
10 1.2751
15 1.7589

B. Nonlinear (AC) Modelfor 14-bus Test System
Detailed results for the 14-bus test system obtained by the

nonlinear (AC) model for the percentage level of unavailable
measurements p = 20 % are shown in Table III. The measure­
ment set is obtained from the power flow solution with addi­
tional noise of 5 %. The convergence of the proposed DSE al­
goritlnn is shown in Figure 6. From Figure 6 we conclude that
the proposed DSE algorithm converges in only four iterations.

TABLE II: CALCULATED MSE AS A FuNCTION OF MEASUREMENT NOISE
FOR THE PROPOSED DC-BASED DSE ALGORITHM [300-BUS TEST SYSTEM]

An overview of the full measurement sets for both test sys­
tems and linear (DC) and nonlinear (AC) models is shown in
Table I.

Following values ofmeasurement variances (0") are used for
the simulation: 1) voltage magnitudes (10-2 ), 2) voltage angles
(10- 3 ), and 3) activelreactive power injections/flows (10- 1 ).

A. Linear (DC) Modelfor 14-bus and 300-bus Test Systems
In this part, we will assume that measurements are accurate

(no noise is added), but many of them are missing (they are
eliminated randomly). Convergence properties of the proposed
DSE algorithm for different percentage levels of unavailable
measurements (p) from Table I (values in row 'Total number
of measurements') are shown in Figure 4 and Figure 5 (for 14
and 300-bus test system, respectively). The MSE for each case
is normalized so that all graphs start at value 1. As expected,
with an increase of missing measurements, the convergence
rate decreases, but more important is the fact that even in these
unfavorable conditions algorithm converges to expected values
and MSE decreases with each iteration.

The next set of simulations is performed with a noise intro­
duced for the 300-bus test system. We assume that all indirect
quantities are measured (active power injection and flow meas­
urements), and there are no measurements of direct quantities
(voltage angles, except for slack angle used as a reference, or
8sl = 0). Table II compares calculated MSE as the noise vari­
ance (J changes. Noise is Gaussian with zero mean.

Authorized licensed use limited to: TUFTS UNIV. Downloaded on September 12,2022 at 20:32:41 UTC from IEEE Xplore.  Restrictions apply. 



(BS)

(B7)

(B9)

(B4)

(B5)
(B6)

and the apparent power in ith bus (i = 1,2, "', Nbus ) is
~ = Pi + jQi = lib* = Vr2ii +li Ljw,2ij .!:j* (A2)

From (A2), the active and reactive power injections respec­
tivelyare:
Pi = V?Gu + Vi LjwJ\-jGij cos(8i - 8j) + \-jBij sin(8 i - 8j)] (A3)
Qi = -V?Bii + Vi LjwJViGij sin(8 i - 8j) - ViBij cos(8i - 8j)] (A4)

The apparent power flow in a branch between ith and jth
buses is

~j = V/2ij + libj = V/2ij -li2ij(li* - .!:j*) (A5)
or active and reactive power flows respectively are

Pij = -V?(Gij - Gf}) + Vi\-jY;j cos(8i - 8j - 'lfJij) (A6)
Qij = Vi2 (Bij - Bf}) + Vi\-jYtj sin(8 i - 8j - 'lfJij) (A7)

For linear (DC) formulation, from (A3) and (A6), the active
power injections and power flows respectively are

Pi = LjEaJBij(8i - 8j )] (AS)

Pij = Bij(8i - 8j ) (A9)
Notice that in (1) and (3), eqs. (A3), (A4), (A6), (A7), (AS),

(A9) are symbolically denoted as [.
APPENDIX B: UPDATE OF VOLTAGE ANGLES (STEP 3A)

For linear (DC) fonnulation, from (AS) and (A9), we have
pm+". B ..e.

8i(Pim) = ' L.JEai lJ J (BI)
LjEai Bij
pIn

8tCNj) = B'J. + 8j (B2)
'J

For nonlinear (AC) formulation in (A3) and (A4), one needs
to use trigonometric identities to get explicit inverse expres­
sions. The final result for (A3) is

8 i (Pi
m ) = arcsin( ~) - arctan (C2

) (B3)
~ci+ci C1

c = Pim-V/Gu
Vi

C1 = LjEai \-jGij sin 8j + \-jBij cos 8j
C2 = LjEai \-jGij cos 8j - \-jBij sin 8j

The [mal result for (A4) is
8 i (Qi) = arcsin( ~) - arctan (c2

)

~ci+ci C1

where C, C1 , and C2 , can be detennined from (A4) [similarly as
in (B4)-(B6) for active power injections].

For (A6) and (A7), it can be done relatively easily by find­
ing the inverse of sine or cosine functions, taking into account
the possibility of multiple solutions, respectively

8i(Pt) = arccos (P;'j+V/(Gij-G!j)) + 8· + 'lfJi'
J ViVjYij J J

8i(Qi) = arcsin (Q;'j-Vi
2

(BirB!j)) + 8· + 'lfJi'
J ViVjYij J J

Notice that in (1) and (3), eqs. (BI)-(B3), (B7)-(B9) are
symbolically denoted as [-1.

APPENDIX C: UPDATE OF VOLTAGE MAGNITUDES (STEP 3A)

First, we note that this update is applied only for the nonlin­
ear (AC) DSE model.

From (A3), (A4), (A6), and (A7) we conclude that the volt­
age update in ith bus (V;) is the solution ofa quadratic equation

aV/ + bVi + C = 0 (CI)
where the coefficients a, b, and c can be identified from the
above-mentioned equations (A3), (A4), (A6), and (A7).

where
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APPENDIX A: FUNDAMENTAL POWER SYSTEM EQUATIONS

The bus-branch current injection model is
1= YV (AI)

V. CONCLUSION

This paper presented a distributed state estimation algo­
rithm, which combines the graph-based topology properties,
available measurements, and physics-based active and reactive
power equations. As simulations show, the proposed algorithm
quickly (typically less than 10 iterations) converges to the equi­
librimn point and is also able to deal with a high percentage of
missing measurements. Moreover, it is robust to noise and does
not require full network observability, so can be applied in cases
when centralized state estimation cannot be used.

For future work, several directions seem promising. Firstly,
better initial conditions could be used instead of a flat start ini-
tial solution to increase the rate of convergence. Of course, to
keep the algoritlnn fully distributed, the improved initial solu­
tion must be based on local measurements only. Another line of
work could include using the update step as the local nonlinear
optimization problem and comparing properties with the cur­
rent method. Finally, with some modifications, the proposed al­
goritlnn could also be used to analyze cases when the blackout
of large portions of the power system occurs, and identify
boundaries that separate unidentifiable areas.
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