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Abstract

Model-free reinforcement learning is known to
be memory and computation efficient and more
amendable to large scale problems. In this pa-
per, two model-free algorithms are introduced for
learning infinite-horizon average-reward Markov
Decision Processes (MDPs). The first algorithm
reduces the problem to the discounted-reward ver-
sion and achieves O(T%/3) regret after T steps,
under the minimal assumption of weakly com-
municating MDPs. To our knowledge, this is the
first model-free algorithm for general MDPs in
this setting. The second algorithm makes use
of recent advances in adaptive algorithms for ad-
versarial multi-armed bandits and improves the
regret to O(v/T), albeit with a stronger ergodic
assumption. This result significantly improves
over the O(T"/*) regret achieved by the only ex-
isting model-free algorithm by Abbasi-Yadkori
et al. (2019a) for ergodic MDPs in the infinite-
horizon average-reward setting.

1. Introduction

Reinforcement learning (RL) refers to the problem of an
agent interacting with an unknown environment with the
goal of maximizing its cumulative reward through time.
The environment is usually modeled as a Markov Decision
Process (MDP) with an unknown transition kernel and/or
an unknown reward function. The fundamental trade-off
between exploration and exploitation is the key challenge
for RL: should the agent exploit the available information to
optimize the immediate performance, or should it explore
the poorly understood states and actions to gather more
information to improve future performance?

There are two broad classes of RL algorithms: model-based

"University of Southern California. Correspondence to: Chen-
Yu Wei <chenyu.wei@usc.edu>, Mehdi Jafarnia-Jahromi <mja-
farni@usc.edu>.

Proceedings of the 37" International Conference on Machine
Learning, Online, PMLR 119, 2020. Copyright 2020 by the au-
thor(s).

and model-free. Model-based algorithms maintain an es-
timate of the underlying MDP and use that to determine
a policy during the learning process. Examples include
UCRL2 (Jaksch et al., 2010), REGAL (Bartlett & Tewari,
2009), PSRL (Ouyang et al., 2017b), SCAL (Fruit et al.,
2018b), UCBVI (Azar et al., 2017), EBF (Zhang & Ji, 2019)
and EULER (Zanette & Brunskill, 2019). Model-based algo-
rithms are well-known for their sample efficiency. However,
there are two general disadvantages of model-based algo-
rithms: First, model-based algorithms require large memory
to store the estimate of the model parameters. Second, it is
hard to extend model-based approaches to non-parametric
settings, e.g., continuous state MDPs.

Model-free algorithms, on the other hand, try to resolve
these issues by directly maintaining an estimate of the op-
timal Q-value function or the optimal policy. Examples
include Q-learning (Watkins, 1989), Delayed Q-learning
(Strehl et al., 2006), TRPO (Schulman et al., 2015), DQN
(Mnih et al., 2013), A3C (Mnih et al., 2016), and more.
Model-free algorithms are not only computation and mem-
ory efficient, but also easier to be extended to large scale
problems by incorporating function approximation.

It was believed that model-free algorithms are less sample-
efficient compared to model-based algorithms. However, re-
cently Jin et al. (2018) showed that (model-free) Q-learning
algorithm with UCB exploration achieves a nearly-optimal
regret bound, implying the possibility of designing algo-
rithms with advantages of both model-free and model-
based methods. Jin et al. (2018) addressed the problem
for episodic finite-horizon MDPs. Following this work,
Dong et al. (2019) extended the result to the infinite-horizon
discounted-reward setting.

However, Q-learning based model-free algorithms with low
regret for infinite-horizon average-reward MDPs, an equally
heavily-studied setting in the RL literature, remains un-
known. Designing such algorithms has proven to be rather
challenging since the Q-value function estimate may grow
unbounded over time and it is hard to control its magni-
tude in a way that guarantees efficient learning. Moreover,
techniques such as backward induction in the finite-horizon
setting or contraction mapping in the infinite-horizon dis-
counted setting can not be applied to the infinite-horizon
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Table 1. Regret comparisons for RL algorithms in infinite-horizon average-reward MDPs with S states, A actions, and 7" steps. D is the
diameter of the MDP, sp(v*) < D is the span of the optimal value function, V3 , := Vary ., (.|s,o)[v*(s")] < sp(v*)? is the variance of
the optimal value function, tmix is the mixing time (Def 5.1), 4; is the hitting time (Def 5.2), and p < ¢y is some distribution mismatch
coefficient (Eq. (5)). For more concrete definition of these parameters, see Sections 3-5.

Algorithm Regret Comment

REGAL (Bartlett & Tewari, 2009) O(sp(v*)v/SAT) no efficient implementation

UCRL2 (Jaksch et al., 2010) O(DSVAT) -

PSRL (Ouyang et al., 2017b) O(sp(v*)SVAT) Bayesian regret
Model-based | OSP (Orter, 2018 OWImSAT) | et implementaton

SCAL (Fruit et al., 2018b) O(sp(v*)SVAT) -

KL-UCRL (Talebi & Maillard, 2018) | O(, /S, , V£, T) | -

UCRL2B (Fruit et al., 2019) O(SVDAT) -

EBF (Zhang & Ji, 2019) O(VDSAT) no efficient implementation

POLITEX(Abbasi-Yadkori et al., 2019a) t%ixthitMT i ergodic assumption

Model-free | Optimistic Q-learning (this work) (5(sp(v*) (SA)sT3) | -
MDP-OOMD (this work) O(\/13 pAT) ergodic assumption

lower bound (Jaksch et al., 2010)

‘ ]

average-reward setting.

In this paper, we make significant progress in this direc-
tion and propose two model-free algorithms for learning
infinite-horizon average-reward MDPs. The first algorithm,
Optimistic Q-learning (Section 4), achieves a regret bound
of O(T?/3) with high probability for the broad class of
weakly communicating MDPs.! This is the first model-free
algorithm in this setting under only the minimal weakly
communicating assumption. The key idea of this algorithm
is to artificially introduce a discount factor for the reward,
to avoid the aforementioned unbounded Q-value estimate
issue, and to trade-off this effect with the approximation
introduced by the discount factor. We remark that this is
very different from the R-learning algorithm of (Schwartz,
1993), which is a variant of Q-learning with no discount
factor for the infinite-horizon average-reward setting.

The second algorithm, MDP-OOMD (Section 5), attains
an improved regret bound of O(+/T') for the more restricted
class of ergodic MDPs. This algorithm maintains an in-
stance of a multi-armed bandit algorithm at each state to
learn the best action. Importantly, the multi-armed bandit
algorithm needs to ensure several key properties to achieve
our claimed regret bound, and to this end we make use of the
recent advances for adaptive adversarial bandit algorithms
from (Wei & Luo, 2018) in a novel way.

"Throughout the paper, we use the notation 5() to suppress
log terms.

To the best of our knowledge, the only existing model-free
algorithm for this setting is the POLITEX algorithm (Abbasi-
Yadkori et al., 2019a;b), which achieves O(T3/ 4) regret for
ergodic MDPs only. Both of our algorithms enjoy a better
bound compared to POLITEX, and the first algorithm even
removes the ergodic assumption completely.’

For comparisons with other existing model-based ap-
proaches for this problem, see Table 1. We also conduct
experiments comparing our two algorithms. Details are
deferred to Appendix D due to space constraints.

2. Related Work

We review the related literature with regret guarantees for
learning MDPs with finite state and action spaces (there
are many other works on asymptotic convergence or sam-
ple complexity, a different focus compared to our work).
Three common settings have been studied: 1) finite-horizon
episodic setting, 2) infinite-horizon discounted setting, and
3) infinite-horizon average-reward setting. For the first two
settings, previous works have designed efficient algorithms
with regret bound or sample complexity that is (almost)
information-theoretically optimal, using either model-based
approaches such as (Azar et al., 2017), or model-free ap-
proaches such as (Jin et al., 2018; Dong et al., 2019).

2POLITEX is studied in a more general setup with function
approximation though. See the end of Section 5.1 for more com-
parisons.
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For the infinite-horizon average-reward setting, many model-
based algorithms have been proposed, such as (Auer &
Ortner, 2007; Jaksch et al., 2010; Ouyang et al., 2017b;
Agrawal & Jia, 2017; Talebi & Maillard, 2018; Fruit et al.,
2018a;b). These algorithms either conduct posterior sam-
pling or follow the optimism in face of uncertainty principle
to build an MDP model estimate and then plan according to
the estimate (hence model-based). They all achieve O(+/T)
regret, but the dependence on other parameters are subop-
timal. Recent works made progress toward obtaining the
optimal bound (Ortner, 2018; Zhang & Ji, 2019); however,
their algorithms are not computationally efficient — the time
complexity scales exponentially in the number of states. On
the other hand, except for the naive approach of combin-
ing Q-learning with e-greedy exploration (which is known
to suffer regret exponential in some parameters (Osband
et al., 2014)), the only existing model-free algorithm for this
setting is POLITEX, which only works for ergodic MDPs.

Two additional works are closely related to our second algo-
rithm MDP-OOMD: (Neu et al., 2013) and (Wang, 2017).
They all belong to policy optimization method where the
learner tries to learn the parameter of the optimal policy
directly. Their settings are quite different from ours and
the results are not comparable. We defer more detailed
comparisons with these two works to the end of Section 5.1.

3. Preliminaries

An infinite-horizon average-reward Markov Decision Pro-
cess (MDP) can be described by (S, A, r, p) where S is the
state space, A is the action space, r : S X A — [0,1] is
the reward function and p : S? x A — [0, 1] is the transi-
tion probability such that p(s’|s,a) :=P(s;41 = 8" | 8¢ =
s,a; = a) for sy € S,;a; € Aandt = 1,2,3,---. We
assume that S and A are finite sets with cardinalities S and
A, respectively. The average reward per stage of a determin-
istic/stationary policy m : & — A starting from state s is
defined as

1
J™(s) := liminf TE

T—o0

T
Zr(st,w(st)) ‘ s1 = s]

where s;y1 is drawn from p(-|s¢, 7(s¢)). Let J*(s) :=
max,c4s J7(s). A policy 7* is said to be optimal if it
satisfies J™ (s) = J*(s) forall s € S.

We consider two standard classes of MDPs in this paper: (1)
weakly communicating MDPs defined in Section 4 and (2)
ergodic MDPs defined in Section 5. The weakly communi-
cating assumption is weaker than the ergodic assumption,
and is in fact known to be necessary for learning infinite-
horizon MDPs with low regret (Bartlett & Tewari, 2009).

Standard MDP theory (Puterman, 2014) shows that for these
two classes, there exist ¢* : S x A — R (unique up to an

additive constant) and unique J* € [0, 1] such that J*(s) =
J* for all s € S and the following Bellman equation holds:

J*+ q*(sv a) = 7"(8, a) + ]Es’wp(~|s,a) [’U* (S/)]a (D

where v*(s) := max,e4 ¢*(s,a). The optimal policy is
then obtained by 7*(s) = argmax, ¢*(s, a).

We consider a learning problem where S, A and the reward
function r are known to the agent, but not the transition
probability p (so one cannot directly solve the Bellman
equation). The knowledge of the reward function is a typi-
cal assumption as in (Bartlett & Tewari, 2009; Gopalan &
Mannor, 2015; Ouyang et al., 2017b), and can be removed
at the expense of a constant factor for the regret bound.

Specifically, the learning protocol is as follows. An agent
starts at an arbitrary state s; € S. At each time step
t = 1,2,3,---, the agent observes state s; € S and
takes action a; € A which is a function of the history
S1,a1,82,02, ** ,8t_1,0t—1,S¢. The environment then
determines the next state by drawing s;41 according to
p(+|s¢, at). The performance of a learning algorithm is eval-
uated through the notion of cumulative regret, defined as the
difference between the total reward of the optimal policy
and that of the algorithm:

T

Ry := Z (J* — r(st,at)).

t=1

Since r € [0, 1] (and subsequently J* € [0, 1]), the regret
can at worst grow linearly with 7. If a learning algorithm
achieves sub-linear regret, then Ry /T goes to zero, i.e., the
average reward of the algorithm converges to the optimal
per stage reward J*. The best existing regret bound is
O(v DS AT) achieved by a model-based algorithm (Zhang
& Ji, 2019) (where D is the diameter of the MDP) and it
matches the lower bound of (Jaksch et al., 2010).

Throughout the paper, we assume that 7" is known. When
it is unknown, one can simply apply the standard doubling
trick to obtain the same regret bound up to a constant (see
e.g., (Shalev-Shwartz, 2011, Section 2.3.1)).

4. Optimistic Q-Learning

In this section, we introduce our first algorithm, OPTI-
MISTIC Q-LEARNING (see Algorithm 1 for pseudocode).
The algorithm works for any weakly communicating MDPs.
An MDP is weakly communicating if its state space S can be
partitioned into two subsets: in the first subset, all states are
transient under any stationary policy; in the second subset,
every two states are accessible from each other under some
stationary policy. It is well-known that the weakly commu-
nicating condition is necessary for ensuring low regret in
this setting (Bartlett & Tewari, 2009).
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Algorithm 1 OPTIMISTIC Q-LEARNING

Parameters: [ > 2, confidence level § € (0,1)
Initialization: v =1— 4, Vs:Vi(s)=H
Vs,a: Q1(s,a) = Ql(s,a) =H, ni(s,a)=0

Define: V7, oy = £+L, b, = 4sp(v*)y/Z In 2f

fort=1,...,Tdo
Take action

a; = argmax,c 4 Qt(st, a). 2)

Observe s441.
Update:

N1 (Se,ar) <= ne(se,a) +1
T nyr1(8e, ar)
Qi41(s¢,at) — (1 — o) Qe(5¢, at)
+ar [T(Sh at) + ’Y‘A/t(5t+1) + b‘ri| (3)
Qi+1(5t,at) < min {Qt(sta a), Qt+1(staat)}
Vt+1(8t) < Zﬂgf‘( Qt+1(3t7a)~

(All other entries of n¢y1, Q¢41, Qt-{-h Vtﬂ remain the
| same as those in 1y, Q¢, Q¢, V;.)

Define sp(v*) = max, v*(s) — ming v*(s) to be the span
of the value function, which is known to be bounded for
weakly communicating MDPs. In particular, it is bounded
by the diameter of the MDP (see (Lattimore & Szepesvari,
2018, Lemma 38.1)). We assume that sp(v*) is known and
use it to set the parameters. However, in the case when it is
unknown, we can replace sp(v*) with any upper bound of
it (e.g. the diameter) in both the algorithm and the analysis.

The key idea of Algorithm 1 is to solve the undiscounted
problem via learning a discounted MDP (with the same
states, actions, reward function, and transition), for some dis-
count factor vy (defined in terms of a parameter H). Define
V* and Q* to be the optimal value-function and Q-function
of the discounted MDP, satisfying the Bellman equation:

V(S, a)7 Q*(S, a) = T(S, a) + ’VES’Np(-\s,a) [V*(S/)]
Vs, V*(s) = max Q" (s,a).

The way we learn this discounted MDP is essentially the
same as the algorithm of Dong et al. (2019), which itself is
based on the idea from (Jin et al., 2018). Specifically, the
algorithm maintains an estimate V, for the optimal value
function V* and Qt for the optimal Q-function Q*, which
itself is a clipped version of another estimate ();. Each
time the algorithm takes a greedy action with the maximum
estimated Q value (Eq. (2)). After seeing the next state, the

algorithm makes a stochastic update of (); based on the
Bellman equation, importantly with an extra bonus term
b, and a carefully chosen step size . (Eq.(3)). Here, 7 is
the number of times the current state-action pair has been
visited, and the bonus term b, scales as O(1/H/7), which
encourages exploration since it shrinks every time a state-
action pair is executed. The choice of the step size . is also
crucial as pointed out in (Jin et al., 2018) and determines a
certain effective period of the history for the current update.

While the algorithmic idea is similar to (Dong et al., 2019),
we emphasize that our analysis is different and novel:

o First, Dong et al. (2019) analyze the sample complexity
of their algorithm while we analyze the regret.

e Second, we need to deal with the approximation effect
due to the difference between the discounted MDP and
the original undiscounted one (Lemma 2).

e Finally, part of our analysis improves over that of
(Dong et al., 2019) (specifically our Lemma 3). Follow-
ing the original analysis of (Dong et al., 2019) would
lead to a worse bound here.

We now state the main regret guarantee of Algorithm 1.

Theorem 1. If the MDP is weakly communicating, Algo-

1
. . . * 3
rithm I with H = min { Sp(;A)T, (SAITI; %) } ensures

that with probability at least 1 — 6, Rt is of order

] (\/W+Sp(v*) (T% (SAIn %)% + \/YTH%))

Our regret bound scales as (5(T2/ 3) and is suboptimal com-
pared to model-based approaches with @) (\/T) regret (such
as UCRL?2) that matches the information-theoretic lower
bound (Jaksch et al., 2010). However, this is the first model-
free algorithm with sub-linear regret (under only the weakly
communicating condition), and how to achieve O(v/T) re-
gret via model-free algorithms remains unknown. Also note
that our bound depends on sp(v*) instead of the potentially
much larger diameter of the MDP. To our knowledge, ex-
isting approaches that achieve sp(v*) dependence are all
model-based (Bartlett & Tewari, 2009; Ouyang et al., 2017b;
Fruit et al., 2018b) and use very different arguments.
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4.1. Proof sketch of Theorem 1

The proof starts by decomposing the regret as

Ry = (J* —r(st,a))

M=

o~
Il

1

Il
™=

(J" = (L =7)V7"(s1))

1

B

+ ) (V*(st) — Q" (51, a1))

t

1

E

+ > (@ (st,at) — vV (s1) — 7(s¢,a1)) -

t

1

Each of these three terms are handled through Lemmas 2, 3
and 4 whose proofs are deferred to the appendix. Plugging
iny=1- % and picking the optimal H finish the proof.
One can see that the O(T'/3) regret comes from the bound
% from the first term and the bound v/ HT" from the second.

Lemma 2. The optimal value function V'* of the discounted
MDP satisfies

LT = (1 =)V*(s)] < (1 = 7)sp(v
2. sp(V*) < 2sp(v*).

), Vs €S,

This lemma shows that the difference between the optimal
value in the discounted setting (scaled by 1 — <) and that
of the undiscounted setting is small as long as -y is close to
1. The proof is by combining the Bellman equation of the
these two settings and direct calculations.

Lemma 3. With probability at least 1 — 0, we have

M=

(V*(st) = Q" (st,ar))

4HSA + 24sp(v*)\/HSAT In 2L

This lemma is one of our key technical contributions. To
prove this lemma one can write

~
Il

\ /\

[M]=

(V*(s¢) — Q" (s, a1))

T
+ E Staat
t=1

using the fact that V;(s;) = Qy(s¢, a;) by the greedy policy.
The main part of the proof is to show that the second sum-
mation can in fact be bounded as Zthgl (Vi(se) — V*(s1))
plus a small sub-linear term, which cancels with the first
summation.

-
Il

MSH

(V*(s¢) Q" (st,at)),

t=1

Lemma 4. With probability at least 1 — 0,

M=

(Q" (s, at) =YV ™ (st) — (s, ar))
1

2sp(v*)y/2T In % + 2sp(v*).

This lemma is proven via Bellman equation for the dis-
counted setting and Azuma’s inequality.

H
Il

IA

5. O(v/T) Regret for Ergodic MDPs

In this section, we propose another model-free algorithm
that achieves O(v/T) regret bound for ergodic MDPs, a
sub-class of weakly communicating MDPs. An MDP is
ergodic if for any stationary policy 7, the induced Markov
chain is irreducible and aperiodic. Learning ergodic MDPs
is arguably easier than the general case because the MDP
is explorative by itself. However, achieving O(v/T) regret
bound in this case with model-free methods is still highly
non-trivial and we are not aware of any such result in the
literature. Below, we first introduce a few useful properties
of ergodic MDPs, all of which can be found in (Puterman,
2014).

We use randomized policies in this approach. A randomized
policy m maps every state s to a distribution over actions
m(:|s) € Aa, where Ay = {z € RY : Y, z(a) = 1}.
In an ergodic MDP, any policy 7 induces a Markov chain
with a unique stationary distribution ™ € Ag satisfying
(u™)TP™ = (u™) ", where P™ € RS*S is the induced tran-
sition matrix defined as P7(s,s") = > 7(a|s)p(s'|s, a).
We denote the stationary distribution of the optimal policy
T by p*.

For ergodic MDPs, the long-term average reward J” of
any fixed policy 7 is independent of the starting state and
can be written as J™ = (u™)"r™ where ™ € [0,1]°
such that 7™ (s) := > m(a|s)r(s,a). For any policy 7, the
following Bellman equation has a solution ¢™ : S x A — R
that is unique up to an additive constant:

T +q"(s,a) = 7(s,a) + Egnp(1s,a) [0 ()],

where v™(s) = Y, 7m(als)q"(s,a). In this section, we
impose an extra constraint: ) _ 4™ (s)v™(s) = 0 so that ¢™
is indeed unique. In this case, it can be shown that v™ has
the following form:

= (ef — ()T )

t=0
where e, is the basis vector with 1 in coordinate s.

Furthermore, ergodic MDPs have finite mixing time and
hitting time, defined as follows.
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Algorithm 2 MDP-OOMD

Algorithm 3 ESTIMATEQ

Define: episode length B = 16tyixthi(log, T)? and num-
ber of episodes K = T'/B
Initialize: 7} (a|s) = m (a|s) = &, Vs, a.
fork=1,2,..., K do
fort=(k—1)B+1,...,kBdo
| Draw a; ~ 71 (+|s¢) and observe s; 1.
Define trajectory T; =
(8(k—1)B+15 Q(k—1)B+1+ - - - » Sk B AkB)-
for all s € S do
Bk(& -) = ESTIMATEQ( Ty, 7k, S).
(®por ()i (1) =
OOMDUPDATE(7/,(+|$), Bk (s, -)).

Definition 5.1 ((Levin & Peres, 2017; Wang, 2017)). The
mixing time of an ergodic MDP is defined as

1
tmix 1= mMax min {t >1 ‘ [(P™)(s,-) — pu™ |1 < 4,V8} ,

that is, the maximum time required for any policy starting
at any initial state to make the state distribution i-close (in
{1 norm) to the stationary distribution.

Definition 5.2. The hitting time of an ergodic MDP is de-
fined as
1
thit == mfrxx msax MT(S)’
that is, the maximum inverse stationary probability of visit-
ing any state under any policy.

Our regret bound also depends on the following distribution
mismatch coefficient:

p = mgxz
S

which has been used in previous work (Kakade & Lang-
ford, 2002; Agarwal et al., 2019). Clearly, one has p <
thit Y s 14° () = thir. Note that these quantities are all pa-
rameters of the MDP only and are considered as finite con-
stants compared to the horizon 7. We thus assume that T’
is large enough so that #,,;x and ty; are both smaller than
T/4. Also, we assume that these quantities are known to
the algorithm.

1 (s)
p(s)

(&)

5.1. Policy Optimization via Optimistic OMD

The key to get (5(\/?) bound is to learn the optimal policy
7* directly, by reducing the problem to solving an adversar-
ial multi-armed bandit (MAB) (Auer et al., 2002) instance
at each individual state.

The details of our algorithm MDP-OOMD is shown in
Algorithm 2. It proceeds in episodes, and maintains an

1

N Nt AW

Input: 7,7, s

T : astate-action trajectory from ¢ to ty
(Stl,atl,. ey St27 atg)
m : a policy used to sample the trajectory T

s . target state

Define: N = 41 ,x log, 1" (window length minus 1)
Initialize: 7 < t1,7 < 0
while 7 < t5 — N do
if s, = s then
1—1+1
Let R = ZZ;FTN (8¢, a).
Let y;(a) = ﬁl[aT =al,Ya. (y; € RY)
T4 T+2N

else
L 7+ 717+1

ifi # 0 then
L return >0, ;.

else
L return O.

Algorithm 4 OOMDUPDATE

Input: 7' € Ay, B € RA

Define:

Regularizer ¢(z) = % 2;421 log ﬁ, for z € R%
Bregman divergence associated with 1):

Dy (x,2) = p(x) = ¥(2') — (VY (2'), 2 — 2f)

Update:
/ o /
Tpext — argmax {<7Ta ﬁ> - D¢ (7T7 7T' )} (6)
TEA A
Tnext = argmax { <7T, B\> - Dw (7‘—7 Tr:zext)} (7

TEA A

!
return (7),..;, Tnext)-

independent copy of a specific MAB algorithm for each
state. At the beginning of episode k, each MAB algorithm
outputs an action distribution 7y (-|s) for the corresponding
state s, which together induces a policy 7. The learner
then executes policy 7 throughout episode k. At the end
of the episode, for every state s we feed a reward estimator
Bk (s,-) € R4 to the corresponding MAB algorithm, where
3;@ is constructed using the samples collected in episode
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k (see Algorithm 3). Finally all MAB algorithms update
their distributions and output 71 for the next episode
(Algorithm 4).

The reward estimator Ek(s, -) is an almost unbiased estima-
tor for

B (s,+) == q"*(s,-) + NJ™* (8)
with negligible bias (/V is defined in Algorithm 3). The
term NJ™ is the same for all actions and thus the cor-
responding MAB algorithm is trying to learn the best ac-
tion at state s in terms of the average of Q-value functions
q™(s,"),...,q"%(s,-). To construct the reward estima-
tor for state s, the sub-routine ESTIMATEQ collects non-
overlapping intervals of length N + 1 = O(¢mix) that start
from state s, and use the standard inverse-propensity scoring
to construct an estimator y; for interval ¢ (Line 5). In fact, to
reduce the correlation among the non-overlapping intervals,
we also make sure that these intervals are at least IV steps
apart from each other (Line 6). The final estimator Ek(s, )
is simply the average of all estimators y; over these disjoint
intervals. This averaging is important for reducing variance
as explained later (see also Lemma 6).

The MAB algorithm we use is optimistic online mirror
descent (OOMD) (Rakhlin & Sridharan, 2013) with log-
barrier as the regularizer, analyzed in depth in (Wei & Luo,
2018). Here, optimism refers to something different from
the optimistic exploration in Section 4. It corresponds to the
fact that after a standard mirror descent update (Eq. (6)), the
algorithm further makes a similar update using an optimistic
prediction of the next reward vector, which in our case is
simply the previous reward estimator (Eq. (7)). We refer the
reader to (Wei & Luo, 2018) for more details, but point out
that the optimistic prediction we use here is new.

It is clear that each MAB algorithm faces a non-stochastic
problem (since 7y is changing over time) and thus it is
important to deploy an adversarial MAB algorithm. The
standard algorithm for adversarial MAB is EXP3 (Auer
et al., 2002), which was also used for solving adversarial
MDPs (Neu et al., 2013) (more comparisons with this to fol-
low). However, there are several important reasons for our
choice of the recently developed OOMD with log-barrier:

e First, the log-barrier regularizer produces a more ex-
ploratory distribution compared to EXP3 (as noticed in
e.g. (Agarwal et al., 2017)), so we do not need an ex-
plicit exploration over the actions, which significantly
simplifies the analysis compared to (Neu et al., 2013).

e Second, log-barrier regularizer provides more stable
updates compared to EXP3 in the sense that 7 (a|s)
and 7;_1(als) are within a multiplicative factor of
each other (see Lemma 7). This implies that the corre-
sponding policies and their Q-value functions are also
stable, which is critical for our analysis.

o Finally, the optimistic prediction of OOMD, together
with our particular reward estimator from ESTIMATEQ,
provides a variance reduction effect that leads to a
better regret bound in terms of p instead of tp;. See
Lemma 8 and Lemma 9.

The regret guarantee of our algorithm is shown below.

Theorem 5. For ergodic MDPs, with an appropriate chosen
learning rate 1 for Algorithm 4, MDP-OOMD achieves

E[R;] = O (W) .

Note that in this bound, the dependence on the number of

states .S is hidden in p, since p > > ZE;; = S. Compared
to the bound of Algorithm 1 or some other model-based algo-
rithms such as UCRL2, this bound has an extra dependence
on tmix, a potentially large constant. As far as we know, all
existing mirror-descent-based algorithms for the average-
reward setting has the same issue (such as (Neu et al., 2013;
Wang, 2017; Abbasi-Yadkori et al., 2019a)). The role of ¢x
in our analysis is almost the same as that of 1/(1 — ) in the
discounted setting (7 is the discount factor). Specifically,
a small ¢,ix ensures 1) a short trajectory needed to approx-
imate the Q-function with expected trajectory reward (in
view of Eq. (12)) and 2) an upper bound for the magnitude
of ¢(s,a) and v(s) (Lemma 14). For the discounted setting
these are ensured by the discount factor already.

Comparisons. Neu et al. (2013) considered learning er-
godic MDPs with known transition kernel and adversarial
rewards, a setting incomparable to ours. Their algorithm
maintains a copy of EXP3 for each state, but the reward
estimators fed to these algorithms are constructed using
the knowledge of the transition kernel and are very dif-
ferent from ours. They proved a regret bound of order

0] (\ /tgixthitAT>, which is worse than ours since p < t.

In another recent work, (Wang, 2017) considered learn-
ing ergodic MDPs under the assumption that the learner
is provided with a generative model (an oracle that takes
in a state-action pair and output a sample of the next
state). They derived a sample-complexity bound of or-

~(t2 12SA - . .
der O (%) for finding an e-optimal policy, where

w ()’ /s \? ,
7T = 1ax < maxg ( 75 ) ,MaXy (m) , which
is at least max, max; % by AM-GM inequality. This
result is again incomparable to ours, but we point out that
our distribution mismatch coefficient p is always bounded

by 7.5, while 7 can be much larger than p on the other hand.

Finally, Abbasi-Yadkori et al. (2019a) considers a more
general setting with function approximation, and their algo-
rithm POLITEX maintains a copy of the standard exponential
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weight algorithm for each state, very similar to (Neu et al.,
2013). When specified to our tabular setting, one can verify
(according to their Theorem 5.2) that POLITEX achieves
tiixthiIMT% regret, which is significantly worse than

ours in terms of all parameters.

5.2. Proof sketch of Theorem 5

We first decompose the regret as follows:

T
Ry = z J* — (s, ar)
t=1
K

K

("= T™)+ Y > (T™ =r(si,a), 9)

k=1 k=1teIy

=B

where 7, := {(k — 1)B + 1,...,kB} is the set of time
steps for episode k. Using the reward difference lemma
(Lemma 15 in the appendix), the first term of Eq. (9) can be
written as

s k=1 a

K
BY u*(s) D> (n(als) —m(as))qﬂ(aaﬂ :

where the term in the square bracket can be recognized as
exactly the regret of the MAB algorithm for state s and
is analyzed in Lemma 8 of Section 5.3. Combining the
regret of all MAB algorithms, Lemma 9 then shows that in
expectation the first term of Eq. (9) is at most

(10)

~ (BA TN?
O(+77 £
n B

+ 773TN6) .

On the other hand, the expectation of the second term in

Eq.(9) can be further written as

E Z Z(J”’“ - T(st,at))]

k=1teZy

[ K
=k Z Z (ESINP("St7at)[Uﬂ’k(sl)} —q"™ (54, at))]
Lk=1teT)

(Bellman equation)

rK
=E Z Z (Egrmp(-fse,an) [0 (8")] — Uﬂk(stﬂ))}

Lk=1teTy
+E Z Z (V™ (s¢) — q™* (st,at))]
k=1tcTy
K
FE|D D (0™ (se41) — 0™ (St))]
k=1teTy

I
] =

(V™ (skpi1) — Umﬂ(s(k—l)B+1))‘|

e
I

1

(the first two terms above are zero)

K1
=B Z (V™ (skpt1) — vTFH (SkB+1))]

k=1

+E[v”K(sKB+1) —v’”(sl)]. (11

The first term in the last expression can be bounded
by O(@N3K) = O(nN3T/B) due to the stability of
OOMDUPDATE (Lemma 7) and the second term is at most
O(tmix) according to Lemma 14 in the appendix.

Combining these facts with N = (5(tmix), B = (5(tmixthit),
Eq. (9) and Eq. (10) and choosing the optimal 7, we arrive
at

mix

~ 3 1
=0 (, [t3. PAT + (3 tniA) P T3 + t?mthnA> )

5.3. Auxiliary Lemmas

~(BA  t3. oT
E[RT]:O(T] +7]7mlep +773t6 T)

To analyze the regret, we establish several useful lemmas,
whose proofs can be found in the Appendix. First, we show
that 8y (s, a) is an almost unbiased estimator for 57 (s, a).
Lemma 6. Let Ey[x] denote the expectation of a random

variable x conditioned on all history before episode k. Then
forany k, s, a (recall B defined in Eq. (8)),

Bi [Buls,@)] = 8™ (s,0)| <O (;) , (12)

13)
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The next lemma shows that in OOMD, 7 and 7,_; are
close in a strong sense, which further implies the stability
for several other related quantities.

Lemma 7. Forany k, s, a,
[mi(als) — me—1(als)| < O(Nm_1(als)), (14)
|J™ — J™-1| < O(nN?),
0™ (s) — ™ (s)| < O(N?),
4™ (s,a) — g™ (s,a)| < O(N?),
87 (s,a) — ™ (s,a)| < O(N?).

The next lemma shows the regret bound of OOMD based
on an analysis similar to (Wei & Luo, 2018).

Lemma 8. For a specific state s, we have

ZZM als) (ﬁk s,a) —

k=1 a

als) — m(als))Bi(s, a)| < o(f“;T

5k 18(1 1)

where we define Bo(s, a) = 0 for all s and a.

+nE

Finally, we state a key lemma for proving Theorem 5.
Lemma 9. MDP-OOMD ensures

K
E[BY Y > u(s)(x(als)

k=1 s a

(BAlnT

— mi(als)) g™ (s, a)]

TN3p
B

=0 + 773TN6) :

6. Conclusions

In this work we propose two model-free algorithms for
learning infinite-horizon average-reward MDPs. They are
based on different ideas: one reduces the problem to the
discounted version, while the other optimizes the policy
directly via a novel application of adaptive adversarial multi-
armed bandit algorithms. The main open question is how to
achieve the information-theoretically optimal regret bound
via a model-free algorithm, if it is possible at all. We believe
that the techniques we develop in this work would be useful
in answering this question.

We also remark that to run our algorithms, prior knowledge
on parameters such as sp(v*), tpi, and tpix (or their up-
per bounds) is required. In practice, they can be viewed
as hyperparameters and tuned with standard techniques; in
theory, this kind of assumption is made in almost all pre-
vious works on average-reward MDPs, except for some
attempts in (Bartlett & Tewari, 2009) (unfortunately, their
algorithm is not computationally tractable). Thus, how to
learn an average-reward MDP without knowing the problem-
dependent quantities still largely remains open.
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