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2 S. Guo, R. Zhang

1 Introduction and statement of main results

Fixd,s > 1 and k > 2. We use x to denote the vector (x1, ..., x7) € R?, and
ito denpte the d-tuple (iy, ..., iz) of non-negative integers. The monomial
x’l' . x;d will be abbreviated to x. Consider the integer solutions

X17X2’"'7XS9y19y27°"7yS (1'1)

of the Parsell-Vinogradov system of Diophantine equations
xi+ooxl =yl 4yl (1.2)

Here 0 < iy,i2,...,ig < k range through all possible integers such that
1 <ii+iy+---+i4 < k. Moreover, d refers to the dimension of this system,
and k refers to its degree. For instance, when d = 1, the system (1.2) consists
of the following k equations

xi+...+x;=yi+---+y;’ Withlflfk, (1'3)

known as the classical Vinogradov system.

For a large constant N, we let Js 4 «(N) denote the number of integer solu-
tions (1.1) of the system of equations (1.2) with 1 < xq j, ..., xq4,j, y1,j,--->
va,j < N foreach 1 < j <s. Denote

-k (k+ ]
Kiw =2 ( .J>. (1.4)
JHIN

We prove

Theorem 1.1 Foreveryd > 2, s > 1 and k > 2, we have an upper bound

d
Jodk(N) Sakse NYT€ 4y - NGOt Rjicte, (1.5)
j=l1

for every integer N and every € > 0, with an implicit constant depending on
all the parameters d, k, s and €.

The upper bound (1.5) is sharp up to N€. Parsell, Prendiville and Wooley
[30] obtained the lower bound

d
Jsd k(N) Zaps N4> NODIH e (1.6)
j=1
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On integer solutions of Parsell-Vinogradov systems 3

for every d, s and k, which is also conjectured to be an upper bound. When
d = 1, the conjecture was resolved, up to N€, by Wooley [40] and Bourgain
etal. [11] (see also Wooley [42]). Moreover, Wooley [37,38,41] and Ford and
Wooley [16] have also recorded significant partial progress towards the final
resolution of the problem in dimension one.

In the present paper we provide an affirmative answer to the conjecture of
[30] in every dimension d > 2. A few special cases in dimension d = 2
are previously known: The case d = 2, k = 2 was solved by Bourgain and
Demeter [9], and the case d = 2, k = 3 by Bourgain, Demeter and the first
author [10]. Moreover, in a general dimension d, bounds (1.5) have also been
obtained by Parsell, Prendiville and Wooley [30] for “large” s, improving
earlier results due to Parsell [28,29] and a related result due to Arhipov et
al. [1]. We refer to Theorem 1.1 in [30] for the precise statement. Indeed, the
authors of [30] handled a much more general class of systems, the translation-
invariant systems, in their paper.

The quantity Js 4 x(N) with d = 1 has been extensively studied, partly
because of its close connections to Waring’s problem [36] and to the Riemann-
Zeta function [15].

The investigation of the quantities J; 4 x(N) for d > 2 was initiated by
Parsell in [29]. This paper also explains some of the motivation behind con-
sidering such quantities. For instance, one motivation comes from counting
rational linear subspaces of a given dimension lying on the hyper-surface
defined by

C1Z1f+"'+cs2§:07 (1.7)

for given cq,...,cs € Z. In order to apply the Hardy-Littlewood circle
method, one needs a good upper bound for Jg 4 (V).

A second motivation, which is akin to Waring’s problem and already
appeared in [1], is from representing homogeneous polynomials of multi-
ple variables by sums of linear forms raised to a power given by the degree
of the polynomial. Let us take the example of two variables. Let k > 2 be
a positive integer. What is the least number s of linear forms of #; and #, we
need, such that every W (¢1, f2), a degree kK homogeneous polynomial of integer
coefficients, can be written as

N
W, ) =Y (xt+y0)k (1.8)
j=1

for some integers {x; };.:1 and {y; }j.: 1? By expanding the right hand side, this
amounts to finding integer solutions of
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4 S. Guo, R. Zhang

N
Zx;’-‘yf_“ = the coefficient of tf‘té‘_o‘, forevery0 <o < k. (1.9)
j=1

Again if one intends to attack this problem using the Hardy—Littlewood circle
method, good upper bounds on Js 4 «(N) will become crucial.

In the end, we mention a third application of our result. Bounds for the num-
ber of solutions of Parsell-Vinogradov systems (in one or more dimensions)
have recently been discovered to play an unexpected role in proving Burgess-
type bounds for short mixed character sums. These generalize the so-called
Burgess bound, which led to a subconvexity bound for Dirichlet L-functions,
and has held an unbroken record for upper bounds for short multiplicative char-
acter sums since the 1950s. Precisely, recent work of Heath-Brown and Pierce
[21] and Pierce [31] proves bounds for short mixed multiplicative character
sums in arbitrary dimensions, in which the additive character is evaluated at a
polynomial; results on the Parsell-Vinogradov systems allow these bounds to
be equivalently sharp uniformly in the degree of the polynomial.

Closely related to the number of solutions (1.1) of the system of equations
(1.2) are several sharp decoupling inequalities. For d > 1 and k > 2, let Sy «
be the d dimensional surface in R" with

n=ngq(k) = (d:k> -1, (1.10)

defined by
Sik ={Par(ti,ta,....10) : (t1, 12, ..., 1g) € [0, 119}, (1.11)

where the entries of &, (t1,12,...,14) consist of all the monomials
0t withl <iyp4is+ -+ +ig <k, that s,

2 2
(Dd,k(t17 t27 ceey td) = (t19 t27 ceey tdv t19 t1t27 L) tltdv t29 t2t37 .. )
(1.12)

For a subset R C [0, l]d, define the extension operator associated to the set R
by

d.,k
Ex Vg(x) = / g(t) exp(x - D x(D)dr. (1.13)
R
Also, for a ball B C R" of radius rp centered at ¢, we will use the weight

M>_C’ (1.14)

wp(x) = (1 + .
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On integer solutions of Parsell-Vinogradov systems 5

where C is a large constant whose value will not be specified. For each p > 2,
we denote by V(@K (8, p) the smallest constant such that

1/p
d.k d.k
IES ey < VPG, p) S UESR g, | s
A: cube in [0,1]¢
1(A)=5

for each ball B c R" of radius 8 %. Estimates of the form (1.15) will be
referred to as [” L? decouplings. Moreover, define

Ty x(p) := max {(% - %)d, max, {(1 - %)j — %}} (1.16)

By a standard argument (see page 638 of [11]), Theorem 1.1 follows from

Theorem 1.2 Foreveryd > 1,k > 1 and p > 2, we have
VARG, p) Sakp.e 87 P, (1.17)

for every e > Q.

In the rest of the paper, we will focus on proving Theorem 1.2. In other
words, to prove Theorem 1.1, we follow the approach of decoupling theory.
Decoupling theory originated from the paper [35] by Wolff, and was further
developed by Laba and Wolff [23], Laba and Pramanik [22], Garrigés and
Seeger [17,18] and Bourgain [5]. A breakthrough came with the resolution of
the /2-decoupling conjecture by Bourgain and Demeter [6]. For more recent
development, we refer to [7,8,14,26] and [24], and the reference therein. In
particular, in the work of Li [24], the author also obtained an effective bound
of the decoupling constant for the parabola.

Another potential approach of proving Theorem 1.1 is via efficient congru-
encing. This is a powerful tool a number of people have been developing in
recent years. We refer to Wooley [42] for a complete overview of the most
recent development. We also refer to Wooley [39] and Brandes and Woo-
ley [13] concerning systems of Diophantine equations that are not translation
invariant. Moreover, one can also consult the review paper [32] by Pierce for a
detailed discussion on the efficient congruencing method and the decoupling
method in Vinogradov’s Mean Value Theorem.

At the end of the introduction, we mention a few novelties of the present
paper. In an earlier attempt of trying to push the argument of [11] to higher
dimensions, by Bourgain, Demeter and the first author [10], one major dif-
ficulty one encounters is the linear algebra that is involved in checking the
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6 S. Guo, R. Zhang

validity of the Brascamp—Lieb inequalities, see Conjecture 1.3 [10]. By invok-
ing some complicated linear algebra, a special case d = 2,k = 3 of this
conjecture was resolved in [10]. Here we completely resolve this conjecture
in every dimension d and for every degree k (see Theorem 2.1), by using
some elementary algebra and some combinatorics argument, in particular, a
Schwartz-Zippel type counting argument.

A second novelty comes from the way how the induction-on-scales argu-
ment is carried out, see Sect. 7. If we compare the case d = 1 with the case
d > 2 in (1.5), the most obvious difference is that in the latter case, the upper
bound becomes much more complicated in the sense that it contains more
terms. Indeed, when d = 1, there are only two terms involved in the upper
bound. Hence to prove (1.5) for all s > 1, it suffices to prove it at the critical
exponent s = k(k + 1)/2. Everything else follows from “interpolating” with
trivial bounds at s = 2 and s = oo. In the case of a general dimension d, there
are about d/2 terms that truly appear on the right hand side of (1.5). Hence
there are about d/2 many critical points we need to find out. Afterwards, we
need to prove a sharp upper bound at each critical point. Our induction-on-
scales argument is designed carefully such that all critical exponents (indeed
all exponents s > 1) can be handled uniformly.

A third novelty is in the ball-inflation lemma (see Lemma 4.4). The idea of
ball-inflations originated from the work of Bourgain, Demeter and Guth [11].
To deal with the Parsell-Vinogradov systems in higher dimensions, a variant
was proposed in [10]. However, to apply that ball-inflation lemma, one needs
to prove sharp /9 L? decoupling estimates as an intermediate step, for certain
g < p. Here by an [7L? decoupling, we mean an estimate similar to (1.15),
but with an /9 sum over cubes A in place of the /” one. In the present paper,
we manage to get rid of this technicality, and make use of [” L? decouplings
only. We postpone the more detailed discussion to Sect. 4.

Remark In a later paper by Zorin-Kranich and the first author [19], certain
arguments in the current paper have been simplified. In particular, the “tree-
growing” procedure in Fig. 2 is viewed from a different perspective. As a
consequence, certain algebraic calculations in Sect. 8 can be simplified (see
Section 3.6 and Section 3.7 in [19]). Moreover, the argument in Sect. 9 of the
current paper has also been slightly simplified. We refer to Section 5 of [19].
This simplification does not have much to do with the new perspective men-
tioned above. It is also slightly more robust for general translation-invariant
systems.

Notation Throughout the paper we will write A <, B to mean that A < CB
for a certain implicit constant C that depends on the parameter v. Typically,
this parameter is either € or K. The implicit constant will never depend on the
scale § or on the balls we integrate over. Most of the time it will, however,
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On integer solutions of Parsell-Vinogradov systems 7

depend on d, k and on the Lebesgue index p. Since these can be thought of
as being fixed parameters, we will in general not write Sq4k,,. We use the
following notation for averaged integrals:

1 » 1/p
||F||L5(w3)=(ﬁ FIPwg) .

Here B is ball in R”. For a set A, the symbol |A| will refer to either the
cardinality of A if A is finite, or to its Lebesgue measure if A has positive
measure. For a real number x, we use [x] to denote the largest integer that is
smaller than or equal to x.

2 A theorem of linear algebra

Foreacht € [0, 1] and 1 < < k—1, welet MV (¢) denote the ny (k) x ng(l)
matrix whose columns are the vectors CDS)f,)( (1), with & running through all the
multi-indices with 1 < || <[, that is

MD = @@y, ..., 3aPak, 011 Pak, 112Dk,
ey 01 Pak, 02Pu i, 023Pa ks ). (2.1

Take alinear space V = span{vy, v2, ..., Vgim(v)} C R™ (&), For convenience,
we let all v; be column vectors in R"®)_ Define

!
MP @) = i, v, .., vaimery)” x MO ).

Here “x” refers to the product of two matrices. Hence for each ¢ € [0, 119,
Mg) (t)isadim(V) x ng(l) matrix. We prove

Theorem 2.1 Foreachd > 2 andk > 2, each 1 <l < k — 1 and each linear

subspace V.C R™®) | the matrix /\/lg) (t) has at least one minor of order

[dim(V)-nd(l)

——r— ] +1, 2.2)

whose determinant, viewed as a function of t € [0, 1]d, does not vanish iden-
tically.

Proof We postpone the proof to Sect. 10, where we prove the equivalent The-
orem 10.8. o

The result described in the above theorem is almost the minimal requirement
if one intends to prove Theorem 1.2 via the multi-linear approach initiated by
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8 S. Guo, R. Zhang

Bourgain and Demeter [6]. If Theorem 2.1 were false, then there would not
exist any collection of sets from [0, 119 that are “transverse”, in the sense of
the Brascamp-Lieb transversality condition (4.3).

The statement of Theorem 2.1 was conjectured by Bourgain, Demeter and
the first author [10]. The special cases d = 2,k > 2 and [ = 1 were first
conjectured by Bourgain and Demeter [9]. Moreover, in [9] the authors verified
thecasesd =2,/ =1and2 <k <4.Thecasesd =2,k =3and1 <[ <2
were verified in [10]. Here we completely resolve the conjecture.

3 Parabolic rescaling

We will repeatedly use the following result (see Proposition 7.1 from [9]),
which will be referred to as parabolic rescaling.

Lemma 3.1 Letk >2,d > 1landlet0 < § < o < 1. Then for each p > 2,
each cube R C [0, 11 with side length o and each ball B C R" with radius
8§~ we have

1/p
dk 1) d.k
1EG glron < VOR(Zp) | X IER 80,
R'CR: I(R)=$§
(3.1

The sum on the right hand side runs through a collection of cubes of side-length
38 that cover R and have disjoint interiors.

To prove this lemma, we apply a change of variables to turn the cube R to
the unit cube [0, 1]¢, and then apply the definition of V@h) from (1.15). We
refer to [9] for the details.

4 Ball-inflation lemmas

The proof of Theorem 1.2 is via inductions on scales. To prove Theorem 1.2
for given d > 2 and k > 2, we assume that we have obtained (1.17) for every
pair (d’, k') # (d, k) withd’ < d and k¥’ < k. In this section, we will state a
crucial lemma that allows us to pass from scales to scales.

Let m be a positive integer. For 1 < j < m, let V; be a linear subspace of
R" of dimension ng which is independent of j. Alsolet r; : R" — V; denote
the orthogonal projection onto V. Define

A Faceeed) = [ TTA0my @
j=1
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On integer solutions of Parsell-Vinogradov systems 9

for fj : V; — C. We recall the following theorem due to Bennett, Carbery,
Christ and Tao [3].

Theorem 4.1 ([3]). Given p > 1, the estimate

AL fan oo FLS [T 4.2)

j=1

holds if and only ifnp = nom and the following Brascamp—Lieb transversality
condition is satisfied

1 m
a’im(V)f—E dim(wj(V)), for each linear subspace VCR". (4.3)
p - '
j=1

An equivalent formulation of the estimate (4.2) is

1/m 1/m
m m
[1siom S TTeslz| (4.4)
j=1 j=1
with g = ,21—” The restriction that p > 1 becomes nom > n. Throughout

the proof, the parameter m will always be chosen large enough. Hence this
condition is always satisfied. The transversality condition (4.3) becomes

m
dim(V) < —— " dim(w;(V)), for cach subspace V C R". (4.5)
nom <=

For a fixed degree k > 2 in the definition of Sy in (1.11), we will choose
n=ngk) and ng=ng() foreachl/ e {1,2,...,k—1}. (4.6)

Here n is the dimensional of the space that we are working in. The different
choices of ng come from the fact that at difference stages of our proof, we will
view our d-dimensional surface Sy  as a “no-dimensional” surface in R" (see
Lemma 4.4). In another word, we will look at the /-th order tangent space of
Sa.k» given by

VO () := span{®@ (1)} 1<qj<; atapointt € [0, 119, 4.7)

and this results in a linear space of dimension ng as above. Moreover, m will
again be a large constant that will be chosen later.
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10 S. Guo, R. Zhang

To work with the Brascamp—Lieb transversality condition (4.5), we intro-
duce the following notion of transversality.

Definition 4.2 Let M be a large number. The M sets Ry, ..., Ry C [0, 14
are called v-transverse, if for each polynomial P (¢) with deg(P) < k1004t and
|| P|| = 1, we have that for each choice of % different sets R;,, ..., R; ,, ,

there exists at least one set R; i such that
|P(t)] > v, foreacht e R;;. (4.8)

Here ©4  is a large constant depending only on d and k that will be determined
later. Moreover || P|| denotes a norm of the polynomial P which is given by
the /! sum of all the coefficients of P.

Intuitively, a collection of sets is called transverse, if the zero set of an
arbitrary normalised polynomial of a “small” degree passes through only a
tiny portion of the given collection of sets.

Based on Theorem 2.1, we are able to show that the notion of transversality
introduced in Definition 4.2 is stronger than the Brascamp—Lieb transversality
condition. Indeed, we will prove the following slightly stronger result, which
is an essential ingredient in deriving the following crucial ball-inflation lemma
(Lemma 4.4).

Let K be a large number. By K -cube we mean a dyadic cube of length K ~!
insidedthe unit cube [0, 1]. Let Colg denote the collection of all K -cubes in
[0, 1]¢.

Lemma 4.3 Let K be a large integer. Suppose we have a collection of M many
K-cubes Ry, ..., Ry, which are vk -transverse for some vg > 0. If M > K,
then for eacht; € Rj and each 1 <1 < k — 1, the collection of linear spaces
(v ) 1<j<m satisfy the Brascamp—Lieb transversality condition (4.3) with
no = nq(l).

Proof Fix a linear space V C R (®) given by span{vy, va, ..., Vgim(v)}. We
need to show that

dim(V) < —4 (k)(l) Z dim(z;(V)). (4.9)

By the rank-nullity theorem, dim(w;(V)) equals the rank of the matrix
Mg) (7). By Theorem 2.1 and a simple compactness argument, there exists a
small constant 6 x > 0, such that the matrix M g) has at least one minor deter-
minant of order given by (2.2), denoted by P, that satisfies ﬁ > || Pl = 64k
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On integer solutions of Parsell-Vinogradov systems 11

Moreover, we know that the degree of the polynomial P is smaller than

k - ([M] + 1) < J100d! (4.10)

ng (k)
Recall that Ry, .. RM are vk -transverse. By definition, we know that there
exists at least M (1 — —) different sets from {R;}i<;<pm, on each of which

the polynomlal P does not Vanlsh Th1s is the same as saying that on these

v has rank at least

dim(V)-ng(l
[M] +1. 4.11)
nq (k)
Hence the right hand side of (4.9) is greater than
k 1 dim(V) -ng(l
ra(t) (1— )([ im V) ”"()]H). (4.12)
nq(l) Od k nq (k)
By choosing ®4 i large enough, the last display is easily seen to be bigger
than or equal to dim (V). This finishes the proof of the estimate (4.9). |
We are ready to state one main lemma.
Lemma 4.4 (Ball-inflation lemma). Let Ry, ..., Ry be M cubes from Colg

that are v-transverse for some v > 0. Fixk > 2 andn = ng(k). Fix 1 <1 <
k — 1. Let B be an arbitrary ball in R" of radius p~ V. Let B be a finitely

overlapping cover of B with balls A of radius p~". Then for each p > 2’;1;((113)’

for each g : [0, 119 — C, we have

nd(k(;) ﬁ
M png) png
EPI NS SR
1] i
AeB | i=1 \JicRil(J)=p L, wa)
ng®) 4
i Ak png) g
_ ( ng (k)
S}E P ¢ l_[ Z ”Ejl g” pngd) ’ (413)
i=1 \JiCRi.I(J)=p LY (wp)

for every e > 0.

The proof of Lemma 4.4 relies on multilinear Kakeya inequalities, and
is almost the same as that of Theorem 6.6 in [11] (see also Lemma 6.5 in
[10]). Moreover, the required multilinear Kakeya inequalities can be proven
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12 S. Guo, R. Zhang

by applying the Brascamp-Lieb inequalities in Theorem 4.1 and the induction
argument in [20] and [2]. Here we leave out the details.

The idea of ball-inflations originated from the work of Bourgain, Demeter
and Guth [11] (see Theorem 6.6 there): Fix dimension d = 1. Under the same
assumptions as in Lemma 4.4, the authors of [11] proved

M 1271 P/M
! d.k
18| 1_[ Z ”ES,-’ ell? png ()
AeB | i=1 \J;CR;,I(J;))=p L#nd(k) (wa)
p/M
M 1/2
- d.k
sP l_[ Z ”E(Ji )gllzp‘nd(l) . (414

i=1 \JiCRi.I(J)=p LY (wp)

Notice that on both sides of (4.14) we have /2> summations over J; C R;,
which is different from that of (4.13).

Moreover, in an earlier attempt of pushing the analysis of [11] to higher
dimensions, by Bourgain, Demeter and the first author, the case d = 2,k =3

was considered. There an estimate similar to (4.14), with / 5 sum over J; C R;
in place of the /2 sum, was proposed to use. The exponent % plays a crucial
role in the analysis in [10], see Page 833 for a detailed discussion. The use
of this exponent brought in a whole host of extra technicalities. For instance,
it forces us to understand sharp /9 L” decoupling inequalities associated with
Sy i for an exponent g (< p) that is as small as possible.

One new feature that is introduced in the current paper is that no any magical
number like % is necessary. Moreover, we do not need to invoke any [9L?
decoupling with ¢ < p either. This will be explained in detail when we come
to applying the ball-inflation lemma, in the iteration argument in Sect. 7.

Remark 4.1 1t is worth mentioning that, for generic d and k, even if one man-
ages to prove sharp [>L? decouplings for the surface (1.11), they usually do
not imply sharp /P L? decouplings. Perhaps one simplest case is when d = 2
and k = 2, as was considered by Bourgain and Demeter [9]. In this case, in
order to obtain Theorem 1.2 with d = k = 2 via an [>L? decoupling, one
would need to prove

12
d.k - d.k
IEO g, Spes™ | X IE@ReR| L @as)
A: cube in [0,1]¢
1(A)=5
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On integer solutions of Parsell-Vinogradov systems 13

for p = 8 and for every € > 0. However, the above estimate is not true at
p = 8: The surface S>> contains a piece of a parabola, and for a parabola, an
estimate of the type (4.15) can hold only for p < 6.

5 The Bourgain—-Guth argument

For a large number K € N, for K < M < K%, we denote by
V(d’k)(é, p, vk, M) the smallest constant such that

M M
d.k
(n )

i=1

L?(wg)
M 7
d.k
<veOGS pve. T Y 1EY e, | - 6D
i=1 \JCR;;I(J)=5
Here B C R” is an arbitrary ball of radius 87k and Ry, ..., Ry are vg-

transverse cubes from Colg, with a constant vg depending only on K.
Moreover, we define

VARG, povg) = sup VRS, p vk, M). (5.2)
K<M<Kd

As can be seen from the definition of the multi-linear decoupling constant
in (5.2), the degree of the multi-linearity M is no longer a fixed constant,
but takes values in an interval depending on K. This kind of multi-linear
decoupling constant first appeared in [10]. In previous works [9] and [11],
only a fixed degree M is used. This use of multi-linearity is forced, on one
hand by an incomplete understanding of the geometry of transverse sets, and
on the other hand, by the needs of running the Bourgain—Guth argument [12]
more efficiently.

In Theorem 2.1, we only proved that transverse sets exist. In another word,
given a collection of K -cubes, if a “large” portion of them do not sit near the
zero set of any polynomial of degree less than k94", then they are transverse.
This should be considered as a qualitative, but not quantitative understanding
of transversality. However, even this qualitative version requires some compli-
cated linear algebra and combinatorics. It will be of interest to know whether
one can work with a fixed degree M of multi-linearity which depends only on
k (asin [11]).
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14 S. Guo, R. Zhang

A second place where a range of degrees of multi-linearity is required is
in the forthcoming Bourgain—Guth argument. There this subtle point will be
explained in detail.

Theorem 5.1 For each p > 2, € > 0 and K € N, there exists Cg p e > 0
and B(K, p,€) > 0 with

Klim B(K, p,e) =0, foreach pande, (5.3)
— 00

such that for each small enough 8, we have
V(d’k)(S, p) < 5§ BK.p.e)—e=Ta—1k(p)
1
+ Ck . p.elogg ~ max (8/8) Ta-1xP)=ey @Ry 4y 55,
e 8 5<8'<l1

5.4)

The proof of this theorem is a variant of that of Theorem 5.7 in [10], which
is built on the Bourgain—Guth argument. Theorem 5.1 will be obtained by
iterating the following Proposition 5.2. This iteration has been standard, hence
we leave it out.

Proposition 5.2 For each p > 2, each € > 0 and each K > 1, we have

d.k
IEQ ugllLraup)

1/p
1-24¢ d,k) . p
Sep KT DT MER 8l by
ReColg
1/p
Ta—1,k(P)
e dky . p
S DS 12 a1
ﬂEC()lKl/k
1/p
d.k
+ KlOOk!d!v(d,k)(a’ P, VK) Z ”E(A )gllip(wB) (55)
AECOZ(S_l
for each B C R"® of radius § % with § < 1/K.
Proof of Proposition 5.2 We start by writing
(d k) (d k)
Ej 8 = > Egs. (5.6)

RGCOZK
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On integer solutions of Parsell-Vinogradov systems 15

By the uncertainty principle, on each ball B of radius K, the function | E ;d’k) gl
is essentially a constant. We use |E§3d’k) g(Bg)| to denote this constant, and
we write |E§ed’k)g(x)| ’r% |E§ed’k)g(BK)| for x € Bg. The reader is invited
to consult [24] for a rigorous argument. We temporarily fix Bg. Denote by

R* = R*(Bg) the cube that maximises |E§ed’k)g(BK)|. Let Colk be those
cubes R € Colk such that

d.k — d.k
|EW P g(Bg)| = KM EWP g (By)|. (5.7)

There are no particular reasons why we used K ~'%¢ on the right hand side. It
can also be K 109 or even smaller. Initialise

STOCK = Col%.

We repeat the following algorithm. Throughout the algorithm, STOCK will
always be a subset of Col% .

If |STOCK]| < 10K, then the algorithm terminates. We can write on each
x € Bk

d.k d.k
Edhsw]=| 3 E¢Ps0

RGC()IK

d,k) (d,k)
S max |EF e+ Y B e

ReColy

: (5.8)

We integrate both sides on Bg and apply an L? orthogonality argument, to
obtain

1/p

2 d.k
ol IER s, | 69
ReColg

<K'”
LP(wpy)

(d,k)
H Eips8

We raise both sides to the power p and sum over a finitely overlapping cover
of B using balls Bk to recover the desired (5.5).

If M := |STOCK| > 10K and if for every given polynomial Q(¢) with
IOl = 1 of degree less than k1004 " at most [%] of the cubes in STOCK

intersect the IK—O neighborhood of the zero set of Q, then the algorithm termi-
nates. Here ©4  is the large constant given in Definition 4.2. Note first that in
this case the cubes in STOCK are vk —transverse for some vy > 0. Thus, by
(5.7) and the triangle inequality, we have for x € Bg
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16 S. Guo, R. Zhang

y 1/M
d.k d.k d,k
‘E[(O’l]),,g(x)‘ < K"max|E§e )g(BK)‘ < K20 (HlEﬁai )g(BK)|>
i=1
(5.10)

Integrating on By, then raising to the power p, summing over Bk as before,
and applying the definition of the multi-linear decoupling inequality as in (5.2)
lead to the inequality (5.5).

In the end, we assume that M := |[STOCK| > 10K and that there is a
polynomial Q(z) of degree less than k!9 and a subset G C STOCK with at
least [ M ] + 1 cubes, each of which intersects the 12 nelghborhood of the

zero set of Q. We denote by gK1 the collection of the cubes B from C ol 1

1

»—A»

which contain at least one element from G. Note that each cube in QK1

=~

be inside the 10K ~F neighbourhood of the zero set of 0. We write

Z Eg ‘ ‘ > > Eéd’k)g‘. (5.11)

B¢G | ReColg:RCp
Kk

(d.k)
‘E[O l]dg

>¢-

We reset the value

STOCK := STOCK\{R € Coly : R C B, forsomef € g 1.}

x.

and repeat the algorithm.

It is not difficult to see that this algorithm can only be repeated for at most
O (log K) times. Each repetition will add another term to the sum (5.11). Each
such term will be estimated using the following result.

Claim 5.3 Let K be a large number. Let P be a polynomial of d variables
with degree smaller than k109" gnd | P|| = 1. Let S denote the zero set of the
polynomial P that lies inside [0, 11%. Then for each p > 2, we have

L

BeCol 1 :BNSHEY
Kk

LP(Bk)

S|

Fa_ 1k(P) d.k
<K e Yoo ES e | o 612
BeCol 1 :BNS#W
Kk

for each small constant € > 0.
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On integer solutions of Parsell-Vinogradov systems 17

It remains to prove Claim 5.3. For a large integer Z, for 1 < d’ < d, and a
collection of Z-cubes, called Cz, we define the d’-multiplicity of Cz to be the
maximal number of cubes from C that a line parallel to the d’-th coordinate
axis can pass through. We use M (Cz) to denote the d’-multiplicity of the
collection Cz. Moreover, define the multiplicity M (Cz) of the collection Cz by

M(Cz) = 1gclli’r<lde/(CZ)' (5.13)

Lemma 5.4 Let Z be a large integer. Let P be a polynomial of d variables
with | P|| = 1. Let S denote the zero set of P that lies in [0, 11¢. Let C denote
the collection of all Z-cubes B such that 28NS # (. Then Cz can be split into
C(d, deg(P)) many disjoint collections, each of which is of multiplicity one.

Here we use C(d, deg(P)) to denote a constant that depends only on d and
the degree of P. Moreover, for a constant C > 1, we use Cf to mean the cube
of the same center as B but of side-length C times the side-length of B.

We postpone the proof of Lemma 5.4 until the end of this section, and first
finish the proof of Claim 5.3. By applying Lemma 5.4 to the collection of cubes
B e ColK% with B8NS # B, we obtain C (d, deg(P)) many disjoint collections

of K %—cubes, each of which is of multiplicity one. For each such a collection,
the corresponding (5.3) can be proven easily by applying Fubini’s theorem
and already established decoupling inequalities for the surface Sy_1 . This
finishes the proof of Claim 5.3. |

Proof of Lemma 5.4. The proof is via an induction on the dimension d. We
learnt this idea from Wongkew [34]. When d = 1, the proof is trivial. Suppose
we have proven Lemma 5.4 foralld € {1,2,..., D}. Nowtaked = D + 1.
Denote ¢ = Z~!. On the unit cube [0, 1]1°+!, draw the ¢-separated lattice
points, that is, points of the form

(K1¢, ... kpy1?) withky, ... kpe1 €{0,1,...,2Z}.  (5.14)

Let H be the collection of all hyperplanes that are parallel to one coordinate

plane and contain at leat one ¢ -separated lattice point. Without loss of general-

ity, we assume that our polynomial P does not vanish identically on any hyper-

plane in H, as otherwise we can apply an extremely small perturbation to P.
We apply the following algorithm. Initialise

=1 and S={te[0,11°T:Pr)=0}. (5.15)
Consider H,, the collection of all hyperplanes in H that are perpendicular to the

t-th coordinate axis e,. The polynomial P restricted to a hyperplane H, € 'H,,
denoted by P|py,, is a non-zero polynomial of degree < deg(P). Denote by
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18 S. Guo, R. Zhang

Colz(H,) the collection of all the Z-cubes (of dimension D + 1) that have
non-empty intersection with S N H,. We apply our induction hypothesis to
P|y,, and obtain that Colz(H,) can be split into at most C (D, deg(P)) many
sub-collections, each of which is of multiplicity one. This further implies that

U Col,(H,) (5.16)

H,eH,

can be split into at most 2C (D, deg(P)) many sub-collections, each of which
is of multiplicity one. Update

t=1+1 and §=5\(Upen, Colz(H)). (5.17)

This algorithm will terminate either when ¢t = D + 2 or when § = #J.
After the above algorithm terminates: If we are in the case S = ), then we
can take

C(D + 1,deg(P)) =2(D + 1)C(D, deg(P)). (5.18)

If we are in the case t = D + 2, then the remaining zero set S may still not be
empty. However, we must have

sN U U H | =0 (5.19)

This implies every connected component of S must live in the interior of a Z-
cube. A classic result in real algebraic geometry due to Oleinik and Petrovskii
[27], Thom [33] and Milnor [25] says that the number of connected compo-
nents can be bounded by a constant depending only on D + 1 and deg(P).
Hence we can take C(D + 1, deg(P)) to be the sum of 2(D + 1)C (D, deg(P))
and such an upper bound. This finishes the proof of Lemma 5.4. O

6 Proof of the main theorem: the case of small p

In this section, we focus on the case

< 2nall).
— ng(D)

6.1

This is the relatively easier case, compared with the case of p being large.
In the previous section we controlled the linear decoupling constant using the
multi-linear ones. This will allow us to apply Bourgain’s multi-linear argument
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On integer solutions of Parsell-Vinogradov systems 19

from [5], multi-linear restriction estimates due to Bennett, Carbery and Tao [4]
and Bennett, Bez, Flock and Lee [2], to conclude the desired linear decoupling
inequality in Theorem 1.2.

Recall that in Theorem 5.1 we prove that, for every large integer K and
every small € > 0, there exists Qg , > 0and B(K, p, €) > 0 with

lim B(K, p,e) =0, foreach pande, (6.2)
K—o0
such that for each small enough §, we have
V(d’k)(S, p) < S_ﬁ(KvPvf)—rd—l,k(P)_é

1
+ Ck.p.clogg 5ge}i(l(5/5’)‘”—%(?)—6v“’v’o(a/, P, VK).

(6.3)

We will prove that for each 2 < p < 2;;‘?5’;), it holds that

—~
o —

V@RS, p,vk) Sk (§> : (6.4)
This, combined with (6.3), will imply
V(d,k)((g’ p) < §—PK,p.e)=Ta—1x(p)—e

1 —d(i-1)_
+Ck pe logKEaggi;l((s/(;’)—l“zm,k(p)—e(5/) d(2 p) €

(6.5)
There are two cases:
1 1 1 1
Cootk(p) 2 d(5— =) and Tou(p) <d(3--)  (66)
2 p 2 p
In the former case, (6.5) becomes
V(dvk)(a, ») <k e §—PK.p)=Ta—1k(p)—€ (6.7)
In the latter case, it becomes
1\ _4(1_1)_
V@RS, p) Skope <10gK 5) s—d(3—3)— (6.8)

In either case, for every given small € > 0, we can always choose K large
enough so that
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20 S. Guo, R. Zhang

VAR (s p) <, 5—max{Fd—l,k@)’d(%—%)}—e, (6.9)

Under the assumption that p < 2ng4(k)/ng(1), it is always the case that

max { - 1.4(p), d(% - %)} = Tux(p). (6.10)

This finishes the proof of the desired linear decoupling estimate.
What remains is to prove (6.4). By (5.2), it suffices to prove that
1 d(* — *)"FE
y @R s, Pyvk, M) <k (E) , forevery K <M < K4,

6.11)

Recall that V @-%) (8, p, vk, M) is the smallest constant such that

M %
d.k
“ (1_[ Ef, )g>
i=1 LP(wg)
m i
d,k

<V poe. [T Y 1EY el | - 612)
i=1 \JCR;;I(J)=5

Here B C R" is aball of radius %, and Ry, ..., Ry are vg-transverse cubes

from Colg . Denote p. = zn";’((lk)). We will prove

1

H (1—[ ED )
1
M pe-M

L1
S(é)d( C)+€H > IEY gl ) . (6.13)

i=1 \JCR;;I(J)=8

LPe(wp)

By interpolation, this, combined with the trivial decoupling inequality at p =
2,

V@R, 2, vk, M) S 1, (6.14)
implies (6.11). We refer to Bourgain and Demeter [6] for such an interpolation

argument. In particular, it relies on the so-called “balanced functions” and on
a pigeonholing argument.
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It remains to prove (6.13). Under the assumptions on Ry, ..., Ry, Bennett
et al. [2] proved that

M #
d,k
H(fIEﬁi)g>
i=1

See Theorem 1.3 there. By Plancherel’s theorem, and by a simple localisation
argument, we obtain

M W
d.k
(fie)
i=1

Recall that d = n;(1) is the dimension of the surface, and n = ng4(k) is the
total dimension of the space that our surface lives in. By L? orthogonality, the
right hand side of the last display is further comparable to

M 1
Sk 8 [Jllelr 12" (6.15)
LPc(wp) i=1

(6.16)

dk

Lz(w )’
LPe(wp) i=1

M

— — d,k

57 ORI D0 IES 8l 2y (6.17)
i=1 \JCR;;I(J)=8

In the end, we apply Holder’s inequality to bound (6.17) by

1
M b7

- (d.k)y 2
8 6l_[ Z ”EJ g”ch(wB)
i=1 \JCR;;I(J)=5
L) M e
—d e d.k
ST FI Y HES e . (6.18)

i=1 \JCR;;I(J)=8

This finishes the proof of (6.13), thus the proof of the desired decoupling for

2n4 (k)
2<p=5m-

7 An iteration argument: the case of large p
In this section, we deal with the case

2nq(k)
>

— 7.1
nq(1) D
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22 S. Guo, R. Zhang

which we assume throughout the whole section. For fixed d and &, we define

2K
pa(k) == d"’k. (1.2)

This exponent is determined by letting

R S

These two terms are separately the first and last terms on the right hand side
of (1.17).

The desired decoupling inequalities (1.17) will be proven via an iteration
argument in the spirit of [11] (the case d = 1 and k > 1) and [10] (the case
d = 2 and k = 3). However the scenarios in [11] and [10] are relatively
simpler, because in the case d € {1, 2}, for every k > 1, there is only one
critical exponent for (1.17), given by p = pg4(k). Once the desired bound
(1.17) is proven for p = p4(k), by interpolations with trivial bounds at p = 2
and p = oo, everything else follows.

For d > 3, there are about d/2 many critical exponents, and to conclude
Theorem 1.2, we need to prove sharp decoupling inequalities at all these critical
exponents. Unfortunately, the distribution of these critical exponents is not
even entirely clear to us. Indeed, we do no even understand very well how
many these exponents there are.

In Fig. 1, we take the case of dimension d = 5 and degree k being large
(k = 10 is enough). The graph of I'y x(p) as a function 1/p is given by the
solid line segments Q1 Q> Q3 Q40s5. The kink points Q», O3 and Q4 give rise
to three critical exponents.

In the present paper, we propose to “ignore” all these critical exponents.
Instead, we choose the superficially more complicated approach, which is to
prove the desired bound (1.17) at each individual p > 2 separately, with-
out appealing to interpolations. Simply speaking, the reason of choosing this
approach is that, we believe all these so-called “critical exponents” are indeed
very misleading. They do not play any role, other than the negative role of
making our main theorem more complicated to prove.

However there is one exponent that plays a key role, which is the one given
by (7.2). Unfortunately for almost all combinations of d and k, the exponent
pa(k) is given by a “fake” kink point, which makes it more difficult for us to
discover it and realise its important role. See Fig. 1. We extend line segments
0107 and Q5 Q4 and let them meet at the point Q.. The horizontal coordinate
of Q. isexactly 1/pg(k).

The first major difficulty one confronts when applying such an approach
is how to choose various indices (see g4 x (/) in (7.4) and Fig. 2) to run the
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Yar(p)

Fig. 1 Kink points

iteration argument, as illustrated by Fig. 2. The key role that the “fake” kink
point plays is that it gives rise to pg4(k), which further helps us with finding
other critical indices as given by (7.4).

Remark 7.1 Our understanding of the role of the fake kink point Q. remains
to be improved. In our current approach, (generically) none of the “real” crit-
ical exponents plays any role, which is surprising since they all appear very
naturally when considering contributions from surfaces of intermediate dimen-
sions. In our decoupling machinery, it is exactly the fake kink point, rather than
any “real” kink points, that suggests a set of scales b; and exponents y; for
which the key Lemma 7.6 holds. See Remarks 7.2, 7.3 and 7.4 for more dis-
cussion on how we design this machinery inspired by the fake kink point.

To explain the idea of the iteration steps, we take the example of the case
(d, k) = (2,4), which is the first unknown case. This case may not be that
typical at first sight, as it only admits one critical exponent. However, let us
pretend that we do not know this fact, and for the purpose of explaining the
idea of the iteration, this case is already good enough.

We first introduce the terms that will appear in our iteration argument. For
given d and k, define

p - pa(l)

~® } withl = {1,2,....k—1}.  (7.4)
d

qd k() == max {2,
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For a positive number r, we use B” to denote a ball of radius §~". Let K be a
large integer. Let M be an integer in the interval [K, K 41, Let Ry, ..., Ry be
cubes from Col that are vk -transverse. Here v is the constant that appeared
in the Bourgain—Guth argument (see the line above (5.10)). It depends only
on K. Define

€
tM

ry . (dk) t
Dy(q. B") = H > MES 8N (7.5)
i=1J;4CR;
and
1/p
1
Ap@. B )= | e Y Deumn(@. B | . (7.6
BB 5

Here B (B") denotes a finitely overlapping collection of balls B* that lie inside
of a ball B”. In the notation J; 4, the index i indicates that this cube lies in R;,
and g indicates that the cube J; 4 has side length §9.

Terms similar to D;(g, B") and A, (g, B", s) with the same names already
appeared in both [11] and [10]. In [11], the term D; (g, B") is defined to be

1

2

l_[ > NS 6l | (1.7)

i=1J;4CR;

The reason of using an /2 sum is that, in [11] the sharp /2-decoupling inequality
associated with the one dimensional curve S i is still available and useful,
for every k > 2. When dimension d is bigger than one, sharp /?>-decoupling
inequalities will no long be able to imply sharp bounds on numbers of integer
solutions of Parsell-Vinogradov systems.

In the case of dimension d > 1, instead of an [>L? decoupling, we will
prove an [” L? decoupling, as stated in (1.15). Hence it is very tempting to
define D;(¢q, B") to be

_L
M

193 VES 8 e | (7.8)

i=1J;4CR;

Using this term requires us to prove the following variant of the ball-inflation
inequalities in Lemma 4.4 and (4.14)
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" 1/p p/M
d.k) _p
|B| Z 1_[ Z ||Eji gll pg()

AeB | i=1 \UicRiI(J)=p L, (wa)

" 1/p p/M
_ d.k

SIO ¢ 1_[ Z ”E( )g”ppnd(l) : (7.9)

i=1 \J;CR;,I(Ji)=p L, S ()

However, counter-examples show that (7.9) is wrong, which prevents us from
iterating (7.8) in the forthcoming iteration argument. As an alternative for both
(7.7) and (7.8), we propose to iterate (7.5).

Before we start the first step of the iteration argument, we collect a few
lemmas that will be used several times there. Moreover, define o and g; such
that

1 o 1 —o 710
)~ gD T (7.10)
ng (k) ng (k) pa (k)
and
1 1 -8 Bi
2@ pal=D T g (7.11)
pa®  pa® g

Remark 7.2 The exponents {o;} and {f;} are chosen such that the infinite sum
(7.90) holds true. This identity is the most important algebraic identity in the
paper. It guarantees the whole iteration to work.

Lemma 7.1 (the First Holder inequality). For given d,k > 1 and 1 <[ <
k — 1, we have

dd al)(ppd(l) qu(l))
Dnyap (1, Bl+l) 5 <3) Dnd(1+1)p(1 Bl+l)

ng (k) ng (k)
I—a I+1
xDb (1, B, (7.12)
Proof of Lemma 7.1. Tn the case 22490 > 2 the desired estimate follows

immediately from the standard Hofder 1nequa11ty In the other case, we first
apply the standard Holder inequality to obtain

1_
Dy (1, B < DY, (1L, BT x D" (1, B (7.13)

p-pg()
1q ®) nq ) Pa®
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Next, we apply one more step of Holder to the second term on the right hand
side of the last expression,

1 ( pd(k&)_ l<Z>)
pra® " dqk
Dy (1, BH S (—) Dy, (1, B, (7.14)
7a® J '
This finishes the proof of the First Holder inequality. O

Lemma 7.2 (the Second Holder inequality). For givend, k > 1 and2 <1 <
k — 1, we have

I+1
quA,k(I)( ’ B >

[
< (l)‘wf‘(W‘%)—d“ﬂ(m—m>(l—ﬂ»
~AS
Bi I+1 4 1-p I+1
Dnd((lg < / ’ B ) X DCId,k(l_l)< i ) B ) (715)
nq

Proof of Lemma 7.2. There are two cases: g4 x(!) = 2 and g4 ¢ > 2. Let us
first work on the former case. In such a case, we also have g, (I — 1) = 2.
Hence the desired bound follows simply from the standard Holder inequality

l + 1 I+1 1 d(]?—l)'< l(l)_nnd((ll;))) l + 1 1+1
quyk(,)(—, B ) < (§> ok 4 Dnd(l)l?< , B )

l ng )

(7.16)

For the latter case, by the standard Holder inequality, we obtain

1 B (LA L 1-p (LD
Dgia) (T B ) S Dnlli(l)P (T B'* ) x D,,l,,dﬁzfn <T B )
ng k) Pq®

(7.17)

Hence the desired estimate follows from another time of applying Holder

[+1
D ppyu-1 <T BHI)

pd (k)
1 d(l+1)_(7‘pd(ki i ) .
< (g) I ppgU=1) " a4 (=T) DQd,k(l_1)<+T»Bl+l> (7.18)
This finishes the proof of the Second Holder inequality. O
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The first step of the ball-inflation argument Alongside, we will draw a
picture (see Fig. 2) to illustrate what we will be doing at each step.
In this step, we will start with

1/p

Z qu,k(])(la Bl)p . (7.19)

BleB(BK)

1
A,(1,B5, )= | ——
P |B1(BY)|

Recall that here we are working with k£ = 4. First, by the standard Holder
inequality,

1/p

1 1

1B1(BR)| Y Dy, BY?
B'eBl(Bk)
1/p

1\ elaim—7) (1

5 (5) qd,k( d(Dp m Z D"d(l)P(l, Bl)p
1 Blesphy "1
(7.20)

Second, applying Lemma 4.4 with / = 1 to the right hand side of (7.20), we
obtain

d( ) I/p
(l> 4a ™ nghp)*e ! E D pngy (1 BZ)p (7.21)
ng s . .

d B, (B 7
|Ba( )|32682(Bk) 2®

Here and in the rest, € is a real number that can be made arbitrarily small. Its
value may change from line to line. In Fig. 2, we draw the root node, denoted
by py;’;‘élg)l), to represent (7.21).

By the First Holder inequality with / = 1, the latter factor of (7.21) can be

bounded by

k)
8—d(l—d1)<p{)gd(1)_qd_,lc(l)) (7.22)
1-Holder with [=1
2l
P
1
X |B,(BX)| Z Dy (1, B*)P
2 BeByBhy Y
1—aq
P
—1 2
“\ 1B.(BY)] Y. Dy, B : (7.23)
2 B2eB,(BK)
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This step corresponds to the bifurcation of the root node into two nodes,

denoted by g4« (1) and p,',Z‘fzg) :

Remark 7.3 Here one may wonder why we do not introduce &; given by

L__a L=a (7.24)
png) — png(+1) 0’ '
i) a® qga.k ()

and bound the latter factor of (7.21) directly by applying the standard Holder
inequality, without losing the §-power (7.22). This idea may work as well, if

{ga.x( )};‘:_11 are adjusted appropriately. However it will generate a significant
amount of extra calculations after the iteration steps. Moreover, it will very
likely destroy the crucial algebraic identity (7.90). Here we artificially lose a
term (7.22), to make the iteration more trackable. For instance, see the iterative
formula (7.66). Most importantly, (7.90) remains unchanged.

We further process these two terms/nodes in (7.23). By L? orthogonality,
we bound (7.23) by

§Ta.1(qar(1))(1—a1)

L2orthogonality

: 7
N\ man X Deae B

2 Besgy) Y
I—ag

1 p

x Y Z Dy, (12, BH? . (7.25)
|B2(BY)]
BZeB,(BY)

We apply Lemma 4.4 with [ = 2 to the second last term in the last display,
and bound the whole term by

§Ta.1(qax(1)(1—a1)—e

L2orthogonality
1 1
x (|B (B9 Y. Dmod, B3)”> " A,Q, BX,2)l7 . (7.26)
3 BByl Y

The last term in (7.26) will not be further processed and will carry over directly
to the iteration procedure in the end.

It is the second last term in (7.26) that will be further processed. The current
frequency scale we are working with is 8. To pass to even smaller frequency
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scales, theideain [11]is to use a lower-degree decoupling inequality. Of course
the same idea is also hidden in Wooley’s efficient congruencing, just with a
different formulation. By the First Holder inequality,

pq (k) 1
—d(1-on) (747, ‘qd,k<2>)

Dyuger (1, B3) < 8
ng (k)

1-Hoélder with [=2

Dy, (1, B3)(1_°‘2)DLEIS)(1, B3, (71.27)
ﬂd

p&? bifurcates into two further nodes, denoted

During this step, the node

pnd(3)
by ga.x(2) and Z7E5=.

According to the definition (7.5), having the former term Dy, ,2)(1, B3)

means that we are working on || Eg, , g ||qu KDy By the uncertainty prin-
’ 4 (Wp3

ciple, such a ball of radius 3 does not distinguish the surface S ; from

(Pgo(t1,...,10),0,...,0). (7.28)

We refer to Lemma 8.2 in [11] to make such a statement precise. By applying
an [94k) 94.x(2) Jower-degree decoupling inequality for the two-dimensional
surface Sy 2 (see either [9] or [10]), (7.27) can be further bounded by

rq k) 1
S—d(l—“ﬂ(ip-pd(z) - i) s 2Ta2(@ar@)(1~02)

1-Holder with [=2 decoupling for S; >
3 (1—a2)
X D‘Id,k@)(i’ 33) Dp-n[glg)(ls B)™. (7.29)
nq

We need to further process the term Dy, (2 (%, B3). By the Second Holder’s
inequality with [ = 2 and the L? orthogonality,

3 3
D‘]d,k(z) (5’ B >

_ 4.3, | 1 0) 3. 1L pgk) _
<5742 (qd,k<2> gty ) -3 (qd,km iy ) A=F2)
~Y

2-Holder with /=2

3 3 1-pB2 3 3 B2
X qu,k(1)<§, B ) D pry) <5, B )

g )
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4.3, 1 pqk) ) .g.( 1 prak) ) _
S8 43 <f111$k<2> pa@5 ) T3 G0k pamp) p2)
2-Holder with [=2

3 B2
« §—3Ta1(@ax(1)(1-p2) XDy, (1)(3, B3)lfﬂ2Dp<niS) (5, B3> - (7.30)
nq

L? orthogonality

pna(2)
ng(k)

During this step, the node g4 x (2) bifurcates into two nodes g4 x (1) and

Remark 7.4 Here we make a comment on the Second Holder inequality in
Lemma 7.2. It is akin to Remark 7.3. One again may wonder why we did not
replace B; by B;, which is defined via

1 = L=h bi (7.31)
— png)’ ’
qa kD) qaxl —1) fati

and applied the standard Holder inequality in the proof of Lemma 7.2. This
way of applying Hélder’s inequality will not produce any loss in 8. The
reason is that we would like to keep {o;} and {§;} essentially unchanged when
we consider different values of p. Hence as long as we verify (7.90) for one
exponent p, it will be true for every p.

So far we have obtained

ng (k)
Ap(l, B4, <8¢ x S_d(qd,ll((l)_ndd(l)ﬂ)

o pdk) 1
s dd a1)<,,,,,d(1) qd,k(“)

1-Holder with I=1

_ _ rak) 1
o §~Ta1@ae)(1-ap)  g~4010 “2><p-pd<z> qd.k<2>)

L2orthogonality 1-Holder with [=2

% 8 2Ta2@ax@)(1~m)a1 o §=3Ta.1(qa (1)) (1—per(1-a2)

decoupling for S > L? orthogonality

_ _ 3. 1 pak) )_ 3. 1. rak) ) . ]
w5 d “2)[d 3 (qd,ka) pa@p) 43 (qd,ku) pamp ) 1=F2)
2-Holder with [=2

Ap2, B*,2)'"1 4,3, B*, 3@ (-e(-f)

aj(1-ap)pp

1 3 p P
X [m Z Dp.nd(Z) (E, B3> ] Dp.n%g) (1, B4)0{10{2
B3eBs(B%) "

(7.32)

Here the last term is obtained by applying Lemma 4.4 with / = 3.
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We further process the last term in the last display. Similar to the steps
from (7.27) to (7.29), we will first apply the First Holder’s inequality to

Dy (1, BY), and then apply an /9443 [94k3) decoupling inequality for
ng (k)

the surface S 3 and an [94+) L9442 decoupling inequality for the surface
&> o for the resulting terms. In the end, we obtain

Cd(—L B gy (a1
A,(1, B4 1) <57€ % 8 (g eks) d(1-an) (4~ giw)

X 6

1-Holder with [=1

_ _ pa®k) 1
% §—Ta1(@arM-ap) o g=derd o) (P o)

L2 orthogonality 1-Holder with [=2

% 5—%Fd,2(4d,k(2))(1—a2)a1 % 5—%Fd,1(4d.k(1))(1—/32)a1(1—012)

decoupling for S » L? orthogonality

_ _ 3. 1 pg®) \_ ;3 1 pak) _
w5 d “2)[‘12 (qd,km pd<2)~p) d-3 (qd,km Ml»p)“ ﬁ”}
2-Holder with [=2

_ —a)(Pd®_ 1
doyan(l 0‘3)(p~pd(3) qd_k(3)) % 8—%Fd,S([{d,k(?’))O‘laZ(l—OB)

X 8

1-Holder with /=3 decoupling for Sz 3

(k) k)
X 870[10{2(170{3)[(1'%'(%,}((3) - PZ%)‘P)*d'%'(qd,/lc(D - pz%)w)(l*ﬂ*g)]
2-Holder with [=3
Ap(2, B*,2)!"14,(3, B*, 3)n-e(-F)

1 3 ay(1-ap)By
3\? b
|y L e (58)]
B3eB3(B%Y)
(4 4)061112(1—0!3)/‘33

)

X Dpng3
ng (k)

x Dy, (22, B4)a1a2(1*a3)(1*ﬂ3)Dp(1’ B4)a1a2a3' (7.33)

This finishes the first stage of the ball-inflation argument.

Intermediate stages of the ball-inflation argument In the first stage, we
have obtained an estimate for A, (1, B*, 1) for each ball B*. To continue, we
choose an extremely large integer r, raise both sides of (7.33) to the p-th power,
and sum over B* € B4(B") on both sides of (7.33). As a consequence, we
obtain
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P ﬂd(l)
nd

/-\m

qar(1) na(k

1/.\
Pnd

qar(2

/'Y 1/ N

-,
i k) 1

\ Wy

qd.k 2) p Tl([

Fig. 2 Tree-growing

Ap(l, Br’ 1) S SCertainpowerAp(z’ Br’ 2)1—0(11417(37 Br’ 3)0:1(1—0:2)(1—;32)

1 3 a(1-a)fy
p »
B3R Dy (2)( B ) ]
BB, BZ(B, rag) (5
[ 1 4 aap(i-az)f3
4 p p
* |B4( "] Z D pny <§, B ) ]
B4€B ( )) nq (k)
[ 1 ajap(-a3)(1-p3)
P
* M Z reles B4)pi| D, (1, B")*1%2%3,
B B4cB4(B")

(7.34)

There are six terms on the right hand side. The first term A ,(2, B", 2) and the
second term A, (3, B", 3) have the same structure as the term on the left hand
side. Hence they are ready to be iterated. The last term D, (1, B") is already
of the shape of the decoupling inequality (1.15). Hence it will not be further
processed and will carry over directly to the iteration argument.

The remaining three terms will be further processed. The principle is very
clear: Nodes in Fig. 2 with the same name will be processed in a similar way.

The term with D ., (%, B3) will be processed in a way similar to that of
ng (k)
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Dy (1, Bz) in (7.25) and (7.26). The same principle applies to the other
ng (k)
remaining two terms.

After enough many steps of the ball-inflations We run the previous ball-
inflation argument for enough many steps. We will terminate at a step where
only terms of the forms

A, (bi, B", b;), Dp(d;, B"), (7.35)
1 I/l/' I\ P /p
L Dy (—’,B“i) 7.36
[|B"f(3r)| Z L\ 2 ] (7.36)
B"ieB,/ (B")
and
1 M{/ 7\ P 1/p
— Dpn (—’,B”">} 7.37
[|BMf<Br)| 2 D3 73D
B"i €B,(B")

are involved. Here b;, d;, u; and u} are fractions, in particular, u; and u_’ are
extremely large as real numbers. The symbol u; is reserved for later use. In
other words, we will terminate the ball-inflation at a step where no terms
involving Dy, . (2) or Dy, ,(3) appear.

Let us pause and explain why we can allow terms involving D .., and
ng (k)
D p., ) to be only of the forms (7.36) and (7.37), respectively. We can guar-
ng (k)
antee that for every such term, its predecessor in Fig. 2 is either g4 x(2) or

qa.k(3). Let us take the example of g4 x(2). Recall that at such a node, similar

to (7.29), we treated our surface as a quadratic surface, and applied a sharp

194.x2) [ 94.42) decoupling inequality to it. Afterwards, we applied a Second

Holder inequality. This will result exactly in a term of the form (7.36).
Suppose we arrive at

r r2
A,(1,B" 1) <§77¢ (]_[ A, (bi, B’,bi)%‘) (]‘[ D, (d;, B’)fi) (7.38)

i=0 i=0
3o / 6;/p
1 u. NP |
— Dymso (—’,B”i) ] (7.39)
i LIBY(B")| Z T \ 2
- B"ieB,/ (B")
ry " 6! /p
1 u. avas
— Dynss) (—’,B”i) ] . (7.40)
i=1 -|Bui (Br)| ” Z pnd(ék) 3
B"i B,y (B")
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Here r,r{, r3, r3 and r4 are extremely large numbers that are irrelevant to
us, and the individual values of b;, d;, u;,u;, y;, 7;, 6] and 6 will not be
important. The quantities that matter will appear soon.

The following lemma shows that A will still stay controlled whenr, r1, r2, 13

and r4 become larger and larger.

Lemma 7.3 There exists a constant Ag < 400 such that
A< Agk. (7.41)

In particular, Ay is independent of r, r1, r2, r3 and r4.

The proof of Lemma 7.3 is postponed to the forthcoming section. We first
use this lemma to show that the contributions from (7.39) and (7.40) are “neg-
ligible”. Let us again take the example of (7.39). By the standard Holder
inequality,

1 M/- "\ P 9,«//[7 1 nt I/l/~ 9,‘/

[—, > Duma (3 BY) ] S 67D, (S B

|B“i(B")| ng® N 2 2
B“ieB, (B")

(7.42)

We will prove

Lemma 7.4 Under the above notation, for every € > 0, we can run our ball-
inflation argument for enough many steps, depending on €, such that

> ujp] <e. (7.43)

i

We apply Lemma 7.4 to (7.38)—(7.40). For a given small positive € > 0, we
run the ball-inflation appropriately such that

Zugei’ < €. (7.44)

i

Hence we obtain

A,(1,B", 1) S §777¢ (]_[ A, (bi, B’,bl-)%‘> (]‘[ D, (d;, B’)ff) (7.45)

i=0 i=0

o) flo )
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We rename u;, u;/, 6 and 6;" and write (7.45)—(7.46) as

ri rn
A,(1,B", 1) <87 (]_[ A,(bi, B, bi)”> (]_[ D, (d;, B’)ff)

i=0 i=0
rs
x (]_[ D, (u;, B’)Q") . (7.47)
i=0

Later in Lemma 7.7 we will see that the contribution from (7.46) will also be
“negligible”.

Proof of Lemma 7.4. From Fig. 2 and the step of (7.30), we see that whenever

! / . . .
a term D pa,0 (”7’ B”i) is produced, there is always one companion term
ng (k)
Ap(u;, B", u}) thatis also produced. These two terms correspond to two nodes
in Fig. 2 which bifurcate from a node g4 x(2). To be precise, at this step, we

applied once the Second Hélder inequality

/ some irrelevant power /

u. / 1 u; /
1 u; B2 i u;
D‘1d~k<2>(_2 ,B ) < (3) D (—, B )

/
1-B (Y u}
xquyk(1)<E, B"). (7.48)
Afterwards, we applied an L? orthogonality argument, and the term Dy, (1)

/
(%, B”;) evolved into A, (u;, B, ug). Hence we are able to find a large con-
stant L, depending on r, r1, 12, r3 and r4, such that

> ouig) <100 Y biyi |- (7.49)

i i:b;j>L

Moreover, L — oo asr, ry, a2, r3, r4 — 00. Hence Lemma 7.4 follows if we
can prove

Il

Jim ;bi Vi < 00, (7.50)
1=

as every b;y; is positive. Indeed, we will prove something much stronger in
Lemma 7.6. For the purpose of deriving Lemma 7.4, the statement of (7.50)
is enough.
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Let us recall how Dy, ,,, (4. B"/) was generated. First of all, it bifurcated

from a node denoted by pr'l'; ‘f g) through a First Holder inequality. Afterwards,

we applied a decoupling inequality for the surface Sy 2:

u; / _Y4 u' ,
D‘]d,k(2) (?l, Bui) N Fd'Z(qd-k(z))qu_k(z) (E’, B”i). (7.51)

Hence it follows that

r
Jim > biyi < 1004 (7.52)

i=0
In end end we apply the uniform bound for A obtained in Lemma 7.3. m|

We calculate the value of A. Notice that A will increase as r, ry, r2, r3 and
r4 increase. Moreover, Lemma 7.3 implies that

A=  lm A (7.53)

r\F1,12,13,I4—> 00

is a finite number. We bound A by Ag and calculate the value of Ag. We turn
to Fig. 2. As previously we were iterating the estimates from (7.19) to (7.33),
the value of 1¢ will consequently be given by an iterative formula.

We let wi be a weight attached to the root of the tree in Fig. 2. It collects
all the losses in 87! that are generated after the root node p};Z‘Z,g) is created.
Hence

! na (k) ) (7.54)

o =wi +d -
0=wi (qd,k(n na(Dp

The weight w1 collects both contributions from 71 and w,. We first applied
the First Holder inequality in (7.22) and lost a power

pa(k) 1
aa _“1)<p pa(l) qd,ka)) (7:59)

in . Secondly, associated to 71, we applied an L? orthogonality argument
in (7.25) and lost a power

La1(qa k(1) —ar) (7.56)
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in 1. Hence we obtain

k 1
wi = Tg1(qax(D)A —ap) + o1 - wa +d(1 - a1)<p[-);(d()1) 4 k(l)).

(7.57)

For w;, we first applied the First Holder inequality with / = 2 in (7.27), and
lost a power

(7.58)

patk) 1
da - “2)<p pa@ qd,k<2>)

in8~!, and then applied one step of a lower-dimensional decoupling inequality
as in (7.29), and lost a power

1
;Ta2(qa ()1 = a2) (7.59)

in §~1. Hence

1
wy = =y 2(qax(2)(1 —az) + (1 —a2)n2 + a2 - w3

2
pd (k) 1
+d(1 — ) - (7.60)
’ <p P2 qd,k<2)>
Similarly, we obtain an equation for w3,
1
w3 = grd,3(Qd,k(3))(1 —a3) + (1 —a3)n3
pa(k) 1
+d(1 — a3) — . (7.61)
’ (p pa3® qd,k<3)>

Now we derive equations for #;. First of all, n; is associated to the term
A, (2, B, 2), which does not contribute to 8§~*0_ Hence n1 = 0. Next, for 2,
in the estimate (7.30), we applied the Second Holder inequality with [ = 2,
which contributes

3 1 k 3 1 k
d-—-( B Pd())_d'_'< 3 Pd())(l_ﬁz).

2 \qak@ pa®-p 2 \gax(1)  pa(D)-p
(7.62)
We also used an L? orthogonality argument, which contributes
3
5Ta,1(qa k(D)1 = B2). (7.63)

2
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Hence

3 3
n = Erd,l(Qd,k(l))(l — B2) + Eﬂzwz

+d,§,( 1 pd(k))

2 \qax(2) pa2)-p
3 1 pa(k) >

—d->. - 1- 7.64
2 (Qd,k(l) pa-p) TP (7.69

Similarly, for 13, we have
2 4 4
n3 = grd,z(Qd,k(z))(l — B3) + 5(1 — B3)n + 5,33103

i d. 4 < L pak) )
3 \qax(3) pa@)-p
4 1 pa(k)

—d--- — 1-— 7.65
3 (qd,k@) Pa(2) - p> (=5 (7:6%)

By the equations from (7.57) to (7.65), we are able to calculate the constant
Ag for the case k = 4.

For the more general dimension d and degree k, we obtain

1
w; = jrd,l (qax D) (1 —ap) + (1 — ap)m + cqwig

pa (k) 1oy o
+d(1_“’)(p-pd<l)_qd,ka))‘lflfk b

I+1 ( 1 pa(k) )
l qax)  pa)-p

41 ! pak) )
—d- . B .
! <Qd,k(l -1 pal—=1-p (I—-p8n

+1
|- [—1D)d —
+l(l—1) d1-1(qax @ = 1) (1 = Byp)
[+1 I+1
+Tﬁ171(1—ﬂ1)+7ﬂ1w1:2§l§k—1;
n =0, w; =0,

(7.66)

By solving this system of linear equations, we will be able to find the exact
value of Ag.

Remark 7.5 In Remark (7.3) and Remark (7.4), we commented on two Holder
inequalities proved in Lemma 7.1 and Lemma 7.2 separately, and why we
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applied Holder in those particular ways. The price we need to pay is that the
iterative formula (7.66) looks a bit complicated.

The last round of iterations So far we have obtained

Ap(1, B, 1)

< gThoe (1_1[ A,(b;, B, b,‘)”) (1_2[ D, (d;, B)n) (l_S[ Dy (ui, Br)e’) .

i=0 i=0 i=0
(7.67)

Recall that Lo can be calculated by the iterative formula (7.66). The estimate
will be iterated. To avoid producing unnecessarily long terms, we introduce
some further notation to simplify (7.67). Define

diyr, '=u; and T4, =6;. (7.68)

Under this notation, (7.67) can be rewritten as

r r6
Ap(1,B", 1) S8770¢ (]"[ Ap(bi, B,b,-)%) (H D,(d;, B)’f>, (7.69)

i=0 i=0

withre = rp+rs. Letu be a small positive number. By renaming our frequency
scales, we also obtain

ri r6
Ap(u, Bu) S 874%07¢ (H Ap(ub;, B, ub»%‘) (1_[ D (ud;, B)’f) :

i=0 i=0
(7.70)

for every ball B with a large enough radius. Moreover, if we take u to be small
enough, then B can be taken to be a ball of radius § k.
Now we iterate the above estimate W times, and obtain

r1
Ap(u, Bou) Seppg 871H07€ (]‘[ §uhobj) Vn)
j1=0

X ..

roon ri
X (l_[ l_[ 1—[ s_uxobflhfz"'hfw1)’/11’./'2'“7/./'W1)

J1=0 =0 jw-1=0

re re r
’ (1_[ Dp(udjl’B)rh) (H [1 Dp(u'dj.bjzﬁB)mm)

J1=0 J1=0 j2=0
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X oo,

e Tl r
% (H [T 11 Dp(udjlbjz,.,bjW,B)flejz---ij)

J1=0jo=0  jw=0

'l 'l Il

b:b: . b:b: . Y YigVi

x([] [T 1 Ap@-bjbjy...bjy. Bou-bjb, .. by, )YV Yiw
J1=0jp=0  jw=0

(7.71)

We start to process the long product (7.71). It is similar to the calculation in
Page 864865 in [10]. We will divide the analysis into three steps. In the first
step, we collect all the powers of % In the second, we use a rescaling argument

to handle all the D -terms. In the last step, we deal with the remaining A -
terms.

Collecting the powers of % We obtain

W—1
8 2!

ury + ukro ij)/j 4+ -+ urp ij)/j
j=0 j=0

1= (Z;Lobjw)W
1= (Zobims)

The contribution from the D ,-terms. By parabolic rescaling (Lemma 3.1), the
product of all these D ,-terms can be controlled by

=uro -

(7.72)

r6
(l_[ V(81T oy (1, B)Tfl)

J1=0

r6 Tl
x (1_[ 1_[ Vp(gl—“djlb./z)fh Y D,(1, B) V./‘z)

J1=0 j2=0

J1=0jp=0  jw=0

re re ri
< (1‘[ Vp((gl—udn)fn) x (l_[ l_[ V(8171 bz yTin V.iz) x ...

J1=0 J1=0 j2=0

16 r r
X - X (]_[ l_[ 1_[ V(81 4 biabiw YT Vi Yiw D (1, B)leyjz“'ij)

re r r
« (l‘[ l‘[ 1‘[ Vp(sl_”djlbjz“-bjw)fjlV/‘z'~-7/jw)

J1=0 =0 jw=0

w
— "1 .
wame<Zﬂm> (7.73)
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The contribution from the A ,-term. By invoking Holder’s inequality this term
can be bounded by

1_[ l_[ < )du e e [Dp(bj] -.-bjwu’ B)]th-)’fw . (7.74)

=0 jw=0

To control the D), term, we again invoke the parabolic rescaling, and bound
the last expression by

1

(g)du _0 /VJ 1—[ l—[ V (31 ubj, ... ,W))le Yiw

j1=0 jw=0
x(Dp(1, B))" 1w, (7.75)

We summarize what we have proven so far as follows.

Proposition 7.5 Fix d > 2 and k > 2. For each p > %l”dd((lk)), each ball B of

radius 8%, and each sufficiently small u, we have

. W
é—i—ukqwﬁ-du(z;l:o ijj)W
Ap(u, B,u) S (5) () Dy(1, B)

re
x 1_[ Vp(alfudjl)l’jl

J1=0
re6 8l
x l_[ l_[ V(8171 Pia )i Vi
J1=0 j>=0
r6 r ri
1_[ 1_[ l_[ Vp((gl—udnbjz~-bjw)f/1w2~~-ij
J1=0 =0 jw=0
rl r
|1 TI (V,,((sl—ubn-~-bjw)>y“"'y"'w . (7.76)
J1=0  jw=0

Here ry and rg are two extremely large numbers that will be chosen later.

The final step of the proof Now we come to the final step of the proof for the
desired decoupling inequality at the exponent p. We will combine Theorem
5.1 with Proposition 7.5. Let n,, be the unique number such that
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V@RS, p)
;E}I}) W = O, for each m > 0, (777)
and
V@R (g,
lim sup 4. p) = o0, foreach u > 0. (7.78)

50 8~ mp—w

Let B have radius 8 ¥. We substitute the bound V(4K (8, p) < o ~p+10) into
the right hand side of (7.76), and obtain

Ap(u’ Bv u) SJI’],}’G,K,H,,W S_HP’H’MJIJ&WDp(lv B)’ (779)

where

Np,p,u,ri,re, W

w w
— g — (Ziaton) du (ibm)
1—(2;-1:0’711/1') =

n " ’s = (X7 b577) '
Htap) [ T=u- | Y objyi | —u| D djr rl
1= (S biv;)

(7.80)
Recall that M is an integer from [K, K 4] and Ry, ..., Ry are cubes from
Colk that are vk -transverse. By Cauchy—Schwarz,
1 1
M M M ad k(OM
H [1Erze <5 T X IEg,,sl%+D
i=I L{(wp) i=1R; ,CR; LY (wp)
I 7
1 M W M-qq (1)
< g—du Ep. olddk
~ B (B)| B,,e;m 131 R,-chR,- Bkt
“ ! Li(wlgu)
(7.81)
By Holder and Minkowski, this can be further bounded by
1
1
§—du > Dyy@. BY? | =8""A,u, B,u). (1.82)

1Bu(B) 4. 55 )
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Moreover, in the above step, we have used the fact that |Eg, , g| is essentially
a constant on each ball of radius § . So far we have obtained

(o)

We recall that both sides depend on g and R;. By taking the supremum over
g RiandK <M <K d (with fixed K) in the above estimate, we obtain

rSr],r(,,K,M,W 5_d“_””'“'"*’1"‘6’wDp(l, B). (7.83)

LY (wg)

VARG, pvk) Srrre ko w 8P mnire W (7.84)

where

ﬁp,u,u,r|,r6,W = Np,u,u,ri,re, W +du. (785)

We move 7, from the right hand side of the expression (7.80) to the left hand
side, and then divide both sides by u to obtain

1 .
;(np,u,u,m,r@,W - np)

1= (X0 bivi)" !
o +d bjy;
1_(Zjl=0bj)’j) JX_:O .

w

=d+Z 40
u

w

! i L= (X b))
—(u+np) ij)/j + Zdj‘[j 1_( j=0"J j)
j=0 j=0

( Z;‘l:o bjyj )
(7.86)

Our goal is to show that

n, < max {(% . %)d, max, {(1 . %)j . %}} (7.87)

We argue by contradiction. Suppose for contradiction that

n, > max {(% = %)d, max, {(1 = %)j = %}} (7.88)
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We rewrite the right hand side of (7.86) as

6 1—<Zr.l Oij/J')W
j:
Ao — (n+np) Zdjfj "
j=0 1= (Zobsm))
*)
w
n d
td+ =+ d—p—np) | D bjvi| - (7.89)
u oy

It transpires that the term (x) is dominant. Next we will calculate the crucial
quantity Z?io bjy;. The two crucial features for this quantity are as follows.

Lemma 7.6 Under the previous notation,
o0
> by =1. (7.90)
o

In addition to this, we have that

Lemma 7.7 Under the above notation,

Ao 1 1 1y, Kjk
S ~——)d, 1——)j——LE (701
s e = mex| (5 =) e, (1) =S4 oo

These two lemmas will be proven in forthcoming sections.

Choose now rp, rg and W large enough, and then p small enough. By com-
bining (7.88), (7.90) and (7.91) we obtain that for these values of p, r{, rg, W
and u, the expression appearing in (7.89) is negative. Going back to (7.86),
for these values of p, u, r1, r¢ and W, we conclude that

NpoearyreW < Np- (7.92)

For K large enough, Theorem 5.1 implies that

8"\ Ta-1k(p)+e
VDG, p) Shpe 8 max (5) T VNG po). (193)
8<§y/<1 \ 4§

We have two possibilities. First, if
Np.arire.w < La—1k(p) + €, (7.94)
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then (7.93) combined with (7.84) forces

vene,p < (5)T (7.95)
This contradicts (7.88).
Second, if
Np.urrreW = Ta—1,6(p) + €, (7.96)
then again (7.93) combined with (7.84) forces
VAR (p 8) <, (§)€+ﬁ”’“'"”l”6’w. (7.97)

This contradicts (7.92). Since both cases lead to a contradiction, it can only be
that our original assumption (7.88) is false. This finishes the proof of (7.87).

8 Proof of Lemmas 7.3 and 7.6

In this section we will prove Lemmas 7.3 and 7.6 simultaneously. Define a
(2k — 3) x (2k — 3) matrix M = (m; ;) by

i+2 i+2
1— M : ;o =
i+1( Bi+1), MmM2it1,2i—1 P

moi2it1 =1 —aip1, miiq2 =ai41, Wwithl <i <k —2;

mait1,2i = Bi, with2 <i <k —-2;

3
miy=oy, m3p= 5,32, and m; j = 0 elsewhere. (8.1)

The linear system of equations (7.66) becomes

(Wi, w2, M2, - ooy Wity Mee1)”
=M (w,w2,n,..., Wr_1, nk_l)T + some non-homogeneous term.
8.2)
Here n1 = wi = 0 can be incorporated into the non-homogeneous term.

Hence Lemma 7.3 will follow from

Lemma 8.1 For everyd > 1 and k > 2, all eigenvalues of M have moduli
strictly smaller than one.

Proof of Lemma 8.1. This lemma is proven via studying the quantity Z?O:O
bjyj, which is the main object of study of Lemma 7.6. Similar to how Aq
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can be calculated by the formula (7.66), we also have an iterative formula for
o
> j=0 bjyj.
We turn to Fig. 2. Assign w) to the root node % and let it collect the
contributions from all terms that come after it and contain b; and y;. Hence

0
wi = bjy;. (8.3)
j=0

Moreover, foreach2 <[ < k, assign w; to the node an ‘(Ik(i) and let it collect the

contributions from all terms that come after it and contain b; and y;. Similarly,
foreach2 </ < k — 1, assign n; to the node g4« (1).
From (7.22) to (7.26), the root node bifurcates into two nodes. Hence
w) = ajw) + (1 —ap)n). (8.4)
Similarly we obtain
wy =aqqwy, + (1 —a)n foreach2 <l <k—1. (8.5)

Next we derive relations for 7. They satisfy

[+1 [+1
r]; = +Tn;_1(1 — B + %ﬂlwf foreach2 </ <k—-1. (8.6)

We also observe that
ny=2 and w; =0. (8.7)
Using the matrix M given by (8.1), we obtain
(Wi, wh, 0y - wi ) =M i wh ny . wi )T
(=0}, 0,201~ om0, 0). 53)
In the following, to simplify notation, we will abbreviate
pa(j)top; and ng(j)ton;, forl < j <k, (8.9)
as dimension d is always fixed. Moreover, define so = 0 and
sji=ny+ny+---+n; withl <j <k. (8.10)

We will prove
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Lemma 8.2 Under the above notation,

ping(sj—1 — (j — Dnj)

wi =1+ . forl1<j<k, (8.11)
nj(nypr — ping)
, JH+1pjmipk — pink) + pi(sj—1pxk — (j — D)pjnk)
= J pj(n1pr — ping)
forl<j<k—1, (8.12)

satisfy equations (8.4)—(8.7).

Here we remark that without Lemma 8.1, we are not able to conclude Lemma
7.6 directly from Lemma 8.2 directly. This is because we do not know the
uniqueness of solutions to the system (8.4)—(8.7). Moreover,

Wy =Wy =0y = = W =N =00 (8.13)
also satisfies (8.4)—(8.7), which should also be ruled out before concluding
Lemma 7.6 from Lemma 8.2.

The proof of Lemma 8.2 is postponed to the end of this section. We first
finish the proof of Lemma 8.1. Denote

W= (Wi, wh,nh, .. w_ )T, with w;- given by (8.11)
and n;- by (8.12). (8.14)

Moreover, denote

3 T
wh = (1= o0}, 0. 5(1 = B0} 0.....0) . (8.15)
Hence Lemma 8.2 says that
W =Muw' 4wy (8.16)

Next we claim that the vector W' is positive entry-wise. To prove that w’/. >0
forevery 1 < j < k — 1, it is equivalent to prove ‘

nj(nipx — ping) > ping(=sj—1+( — Dnj). (8.17)
This is further equivalent to
njnipx + pingSj—1 > jn;jping. (8.18)
We prove
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Claim 8.3 We have the identity

pjni + pisj—1 = jpinj, (8.19)
foreveryl < j <k

By applying Claim 8.3 to (8.18), we see that it is equivalent to show

njpk > pjnk, (8.20)
which follows via a direct calculation.

Proof of Claim 8.3. We prove this claim via an induction on j. The case j = 0
follow immediately by recalling that so = 0. Now assume we have proven
(8.19) for j. We need to verify

pj+int +pi1s;— (G +Dpinjy =0. (8.21)

Writing s; = s;_1 + n}, and applying (8.19), we obtain the following equiv-
alent form

(J+Dpi(njs1 —nj) =ni(pjt1 — pj)- (8.22)
However (8.22) follows via a straightforward calculation. O

So far we have proven that w; > O forevery 1 < j <k — 1. The proof that
77;. > (0 forevery 2 < j < k — 1 is very similar, hence we leave it out. This

finishes the proof that the vector W' is positive entry-wise.

After all these preparations, we are ready to prove that all eigenvalues of
M have moduli strictly smaller than one. This is the same as saying that every
entry of M” will tend to zero as r — +o00. To prove this, we iterate (8.16) for
r many times, and obtain

W =MT +M 7+ T s)wy. (8.23)

Here Z5x—3 denotes the identity matrix of rank 2k — 3. Moreover, it is not
difficult to see that when r > 2k, the vector

M+ D)W (8.24)

also becomes positive entry-wise. By iterating (8.23) with r = 2k, we obtain
that

lim M%*™ =0 entry-wise. (8.25)

m— 00
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Similarly, by iterating (8.23) withr = 2k andr =2k + j for 1 < j < 2k, we
obtain that

lim M?*"+/ =0 entry-wise. (8.26)

m—0o0

A very similar argument first appeared in Bourgain, Demeter and Guth [11],
in a sightly different context. See page 680 there. This finishes the proof of
Lemma 8.1. O

Proof of Lemma 7.6. Lemma 8.1 implies that the solution to the system (8.4)—
(8.7) must be unique. Hence (8.11) and (8.12) must be the unique solution. In
the end, we just need to notice that w| = 1. This finishes the proof of Lemma
7.6. O

Proof of Lemma 8.2. That n| = 2 is straightforward to check. Next we check
(8.4) and (8.5). Basic calculation yields

_ Nj41 njpk— pjNk (njt1 —nj)pjng

' nj Njy1Pk — Pjhk ’ ﬂj(nj+1Pk—Pjnk)
6 = pnjpj—pi-0) _ g, = Pizl PR TPk g agy
T pinjpk— pj-imu T pj opnj—pj-ink

Hence what we need to check is equivalent to

njy1 njpk — pjnkg njr1(n1pe — ping) + ping(s; — jnji1)
nj Nj+1pk — Pjnk nj+1(nipx — ping)
(njy1 —nj)pjng
nj(nj+1px — pjnk)
y J+1pj(mipr — ping) + pi(sj—1pe — (j — Dpjng)
J pj(n1pk — p1hg)
nj(nypr — ping) + pink(sj—1 — (j — Dnj)

= (8.29)
n;(nipx — ping)

By cancelling same terms on numerators and denominators or on both sides,
the above display can be simplified to

(njpr — pjni)njr1(nipx — ping) + ping(sj — jnjt1)]
Nj+1Pk — PjNk
4 (njy1 —npnlpj(nipr — pra)+p1Gsj—1pk— (G — Dpjn)] j+1
(nj+1pk — pjnk) J
=nj(nipx — p1nk) + ping(sj—1 — (j — Dnj). (8.30)
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Write the first term from (8.30) as

njpk —Nj41Pk j
<1 + %) [nj+1(n1px — pink) + pine(s; — jnj+1)l
Nj+1Pk — Pjlk

(8.31)

and subtract from it the right hand side of (8.30). We observe that there is
factor (nj41 — nj) coming out. Cancelling this factor on both sides of the
equation, we obtain an equivalent form

(mipk — (J + Dping)(njr1px — pjni) — pelnj+1(nipr — ping)
+ ping(s; — jnjyr)]

ne(j+1) :
+ f[pj(mpk — ping) + p1(sj—1pk — (G — Dpjn)] = 0.
(8.32)
Expanding all brackets, we obtain
PjPkN1Nk + P1PkSj—1Nk = jpP1 Pk jNk. (8.33)

However this is an immediate consequence of Claim 8.3.

Also from Claim 8.3 it follows immediately that w; = 0. Hence it remains
to check (8.6). The proof is slightly more tricky as we need to apply Claim 8.3
much earlier. First let us write down what we need to check:

j+1pj—1 prnj—ping
J  pj pknj—pj—ingj—1
y Pj—1(m1pk — p1ng) + p1(sj—2pxk — (J —2)pj—1nk)
pj—1(n1pk — ping)
+ JH+1pinj(pj —pj-1)
J Pjnjpk— pj—1nk
g nj(nipx — ping) + pink(sj—1 — (j — Dnj)
nj(nypx — pink)
J+1pimipr — ping) + pi(sj—ipe — ( — Dpjng)
J pj(nipx — ping) .

(8.34)

We cancel same terms on numerators and denominators, and obtain

pknj — pjng
Pklj — pj—1nk j —

I[ijl(nlpk —ping) + pi1(sj2pe — (J —2)pj—1ni)]
(8.35)
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k(pj — pj-1) .
+ M[ﬂj(mpk — ping) + ping(sj—1 — (j — Dnj)]
njpk — Pj—1nk
(8.36)
= pj(nipx — pini) + pi(sj—1pk — ( — Dpjng). (8.37)

Our goal is to find out that (p; — p;j—1) factors the difference between both
sides of the equality in the last expression. In this step we need Claim 8.3.
Taking the difference between (8.35) and (8.37), we obtain

(pj—1—pjnk j
Pinj — pj—1ng j —

1[Pj—1(”llpk —pink) + pi1(sj—2pe — (J —2)pj—1mi)]
+ j]Tl[pj—l(nlpk — ping) + pr(sj—apk — (J —2)pj—1ni)]
—[pj(nipr — p1nk) + p1(sj—1px — (j — Dpjnp)]. (8.38)
This is further equal to

(pj—1—pjnk J
Py — pj—1ng j —
+ (= Dpink(pj — pj—1) — mipr — p1ni)(pj — pj—1)- (8.39)

1[P,;71(H1Pk —ping) + p1(sj2pe — (J —2)pj—1ni)]

In this step we applied Claim 8.3. What we need to check becomes
(8.39) 4+ (8.36) = 0. (8.40)

Multiply both side by (j — 1)(pxnj — pj—1ny) and expand all brackets. In the
end, everything is reduced to

(j — Dngnj_1p1px —niSj—2p1px —ningpj—1pk =0, (8.41)

which immediately follows from Claim 8.3. O

9 Proof of Lemma 7.7

In the proof of this lemma, let us first write down a system of equations that
> 20d;t; satisfies.

In Fig. 2, for each 1 < [ < k, assign w]’ to the node %‘(ig) and let it
collect the contributions from all terms that come after it and contain d; and
;. Similarly, for each 2 <1 < k — 1, we define n;/ and assign it to the node

qa4.x(1). We obtain
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w; =oqw)y + (1 —ap)n; foreachl <1 <k —1;

[+1 [+1
N = %n;/_l(l — B+ %ﬂ;wf’ foreach2 <[l <k —1;
nf=0 and w; =1. 9.1)

Recall

(G5)e ol (=3) -
I'yx(p) = max — — —]d, max 1l——)j——1¢: .2
2 p l<j=d p p

Lemma 7.7 amounts to proving

o
r— | ditj | Tax(p) <0. 9.3)
j=0

Recall that A is given by (7.54) and (7.66). Before proving (9.3), let us write
down a second linear system of equations that also produces Ag.

Lemma 9.1 Define

A

Cai(qax) d 1 1
= —lddr ) 2 - ). 9.4
1o S

Consider the linear system of equations

w={0—-a)(Ar+n) +oqwpy: 1 <1 <k—-1;

_ [+1 _ [+1 _

n= T(’?lfl + A1 —B)+ T,Blwl 2<1<k-1;

n =0, w; =0. (9.5)
This system admits a unique solution (wi, w2, N2, ..., Wk—1, Nk—1). More-

over,
A0 = W1. 9.6)

The proof of this lemma is postponed to the end of this section.
To prove (9.3), we will use the system (9.5) instead of (7.66). The relation
(9.3) becomes

w; — Cax(p) - wi <0. 9.7
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Define

W =w; — Lax(p)-w/ withl <l <k—1, (9.8)
and

m=1m—Tax(p)-n with2 <l <k-—1. 9.9
By (9.5) and (9.1), we obtain the following system of equations:

W =0—a)Ar+m) +awi 1<l <k-—1;

- 1+1 [+1, -
m:T(UT—T+A1—1)(1—/31)+T[31WI325151‘_1;
m = 0; wx = —Tqr(p). 9.10)

Our goal now is to prove that
w; < 0. 9.11)
Consider a variant of the system (9.10)

W =0 —o)Ar+m) +oqwrr 1 <1 <k—1;

~ I+1 I+1
771=T@T—T+Al—1)(1—ﬂz)+7ﬂzwz22§l§k—1;
m=0;w; =6. 9.12)

Here we treat wy, as a free parameter 6.

Claim 9.2 Let wi(0) be the unique solution of (9.12). There exists A; > 0
and Ay € R such that

wi(0) = A6 + A,. (9.13)

That is, w1(0) is strictly monotone increasing with respect to 6.

Proof of Claim 9.2. A claim of this form already appeared in Bourgain, Deme-
ter and Guth [11], see equation (89) in page 680. Here we present a proof using
the language of matrices, which is much cleaner.

Recall the definition of the matrix M by (8.1). The linear system (9.12) can
be formulated as
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(ﬁ’@’%7---’u/)-]€\_—/lam{\:)T :M(ﬁ7%7%7---,mam€\:)T
+ Gk ek, (L—a) A+, 0T
(9.14)

Here each * represents an irrelevant constant. Solving this linear system, we
obtain

(ﬁ?uf)\iﬁ Tf)\é?""u/);{\__/l’ﬁ;\;/l)’[‘
= Doz — M) Gy, (L— DA + a8, 0T (9.15)

Here 75,3 represents the identity matrix of rank 2k — 3. Notice that every
entry of (Zpr—3 — M)~ Lis non-negative as

T3 — M) ' =Ty 3+ M4+ M*+... (9.16)

This proves (9.13) with some A; > 0. Hence what remains is to prove that
A1 > 0. We argue by contradiction, and assume that A; = 0. In other words,
when we send & — +00, the solution w7 (@) stays as a constant. We will prove
that every w; and 7; with 2 < [ < k — 1 also stays as a constant. It further
implies that every entry in the second last column of (Z;_3 — M)~ is zero,
contradicting the fact that Zp;_3 — M is invertible.

To prove that every w; and 7; with 2 < [ < k — 1 stays as a constant as
6 — 400, we apply inductions. First of all, notice that w; and 7; are linear
and non-decreasing in 6. Suppose so far we have proven that w; and 7 are
constant in 6 for every 1 < [’ < [. From the first equation in (9.12) we see that
wj 11 is also constant in . In the end, the second equation from (9.12) tells us
that 7; is also constant in 6. This finishes the proof of Claim 9.2. O

In order to prove (9.11), from Claim 9.2 we conclude that it suffices to
consider the following linear system

W =0 —a)(Ar+m) +oqwirr 1 <1 <k—1;

~ [+1 I+1
m=T@:JrAl—l)(l—ﬁl)JrTﬂlwl325157‘_1;
=00 =0 (9.17)

and prove that its solution satisfies
wr > —Tar(p). (9.18)

Here to save some notation, we are still using the same names for variables.
The advantage of working with (9.17) is that one can solve it directly, without
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invoking inverses of matrices. Observe that (9.17) must have a solution of the
form

k—1
— =) MAL (9.19)
=1

because of the initial conditions 77 = w; = 0. Here {kl}zlz_ll is a sequence of
real numbers. We prove

Lemma 9.3 Under the above notation, we have

k—1 by
=1 !

=1. (9.20)

In other words, if we let Aj = 1/1 and solve the linear system (9.17), then its
unique solution must satisfy —wy = 1.

Once we have proven Lemma 9.3, Lemma 7.7 will follow immediately from

Lemma 9.4 Forevery 1 <[l <k — 1, it holds that

1
——) =T ©21)

[A1 =Ta1(qax(1) + d(qcz kO p

forevery2 < p < oo.

Proof of Lemma 9.1. Recall that Ag is given by (7.54) and (7.66). To prove
Lemma 9.1, we subtract the linear system (7.66) for the system (9.5). It suffices
to prove that for the linear system

wy = ad l_al) <qd,1(l) - %) + ( —apn + w4
- _“”(pl?io(le) B qd,ia)) slskeh
"= Lli((lljll)) . (61d,k(ll— - %) =m
b (qd,k(zl—l) N pdfi(li))-p)(l_ﬁ”

_d(l+1)< - Pd(k)>
l qa k) pal)-p
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[+1 [+
+T771 1(1_,31)+—,31wl 2<l<k-1;
n = 0; wy =0. (9.22)

its unique solution satisfies

L
=d — . 9.23
w1 =4 ) N

To prove this, we “decompose” the system (9.22) into the sum of three simpler
systems:

d
w = —ap(nf? = =)+ 1=k 1
P

2) .

[ +1
n,@):L( @ D <l<k—1:

2y~ )= )+
[ =0 pa =1
1@ =0, w® = d/p: (9.24)

and

3 d(—oa) pa(k)
w,” =
I pa)-p
@ _dl+D  pak)
NOTI0=) pal—1p

+(1—a)n(3)+a1wl(43_)1 1<l<k-1;

(1 —ﬁ)+—n(3)(1—ﬂz)

l+1ﬂl Dio<r<k-1;
n§3)—0w(3) —d/p: (9.25)
and
wi = (1 —anf” + w1 <1<k -1
n}“)—lT O - g 2 <<k,
2@ = By w® = o, (9.26)

where in the last system we have applied a “change of variable”

n® - n® 4B (9.27)
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with
did+1 k 1
B = I+ )(_ pa (k) ) 9.28)
l p-pal)  qax)
To prove (9.23), it suffices to prove
Claim 9.5 It holds
wi® =0, (9.29)
k k
w® =d( pa(k) — na(k) ) (9.30)
p-pal) ngd)-p
and
k 1 B
wit = a( — 20 )= 9.31)
p-pa(l)  qax(l) 2

We begin with the proof of (9.31). Notice that the system (9.26) is exactly
the same as the system of linear equations that Z?o:o bjy; satisfies, that is,
the system given by (8.4)~(8.6). The only difference is between 7, = 2 and
ni‘” = Bj. However, by homogeneity of these two equations, we are able to
conclude immediately that

w® =5V 2, (9.32)

from the fact that w| = »/ /2. This finishes the proof of (9.31). By applying
Lemma 9.3 and a similar homogeneity argument, we also immediately obtain
(9.29).

It remains to prove (9.30). It suffices to prove that the solution is of the form

<d<pl.)io(dk()1) — n:("l()k?p), T *) (9.33)

Indeed, one can verify that

w® _ 4 Pana(®)(pa(Mng (k) —nq(1)pa k) +na (1) pa k) (na (1) pa (k) —na k) pa 1))
Lo pa(Dng () (ng (1) pg (k) — pa(Hng (k)

(9.34)
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with1 <[ <k and

4@ = 4UFD pak) a0 pa() =na() patk) +ina ) patk) ~lpaOinatk)
! pl  pa() na(1)pa(k)— pa(Dna (k)

(9.35)

with 2 <[ < k — 1 is indeed the unique solution to (9.25). The calculation
looks very similar to that in the proof of Lemma 8.2, hence we leave it out. O

Proof of Lemma 9.3. To simplify our proof, we will again adopt the notation
pa(j) — pj and ng(j) — n;, forl <j <k. (9.36)

By the uniqueness of solutions, it suffices to prove that, when A; = 1/ for
every 1 <[ < k — 1, the system (9.17) has the solution

~ _ m(nipj = pin;)
nj(nypr — ping)

;= with | < j <k, (9.37)

and

~ nilmj—n)pr— G —D(pjsr1 — pjngl
nj = ;
Jmjy1 —nj)(npr — ping)

with2 < j <k — 1.

(9.38)

First of all, let us verify the first equation in (9.17). By applying (8.27), it
becomes

_ Mg nipj— pinj
njniypk — ping
_ ping(nji1 —nj) (1 n nil(nj—np)pr — (G —D(pj+1 — Pj)nk])
nj(nj+1pr — pjnk)

J Jmjs1 —nj)(mipr — piak)
Myl njpr — pjnk m(Mipj41 — pinjt1)
nj njyipx— pink njy1(nipx — ping)

(9.39)

Multiplying both sides by j(n1pr — pini)(njy1pk — pjnk), and expanding
all brackets, we obtain

ningpjpj —Ningpjpj+1 = —jmnjpjr1pk — (j + Dnjringpip;j
+ (G + Dminjripjpe + (J + Dnjngpip;
—ninip;pk- (9.40)
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By applying (8.22) to the left hand side, we see that (9.40) is equivalent to

—Jjnjpj+1+ (G +Dnjp; —nipj=0. (9.41)

This can be verified via a direct calculation.
Next, let us verify the second equation in (9.17). We need to show

J nilnjpr —nipr —(j — Dni(pj+1 — pj)l
Jj+1 Jmjy1 —nj)(nypr — pink)
<n1[(nj—1 —n)pr— (G —2(pj — pj-1)nl 1 )
= - + =
(J—Dmj—nj_1)(n1px — p1ng) J—1
y pj—1(pknj —pjm)  pnj(pj —pj—1) ng(nipj — pin;)

pj(pinj — pj—ink)  pj(njpx — pj—ing) nj(nipx — ping)
(9.42)

In the above expression, we have not found much cancellation. Hence we
proceed as follows: Let

d+ i
sz( +J> (9.43)
J
We express every term involving j by T, and obtain
2j d+j+1
nj=T;—1 Pj=—d+1Tj; = T Ty -1
I CET LS PO SR
T
2jG =D
Dj—1= (9.44)

d+Dd+ )

Moreover, n1 = d and p; = 2. By substituting (9.44) into (9.42) and expand-
ing all brackets, we can check easily that (9.42) indeed holds true. This finishes
the proof of Lemma 9.3. O

Proof of Lemma 9.4. In the proof, we continue to use a set of simplified nota-
tion

pi for pg(l) and ¢g; for gy x(]). (9.45)

We are proving
1 1
Pai(a) +d(— = —) < Tax(p). (9.46)
q P
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From now on we fix an / in the argument below. If / = 1, then

Fai(p) = d<1 — %) (9.47)
Hence
T L A Oy
< Tar(p). (9.48)

Hence in the following we always assume [ > 2.
If g = 2, then I'y 1 (2) = 0. The desired estimate (9.46) is trivial. Next we
assume that g; > 2. If

1o
Tau(q) =d(5 — =), (9.49)
1qi (2 qz)
then by definition
11
Lauta) +d(— = —) = Tax(p). (9.50)
a p

Hence we assume from now on

Iy, K .
Cu(q) = (1 - —)J _ 2 forsome j = j() €[1,d]. (9.51)
qi qi

If j <d/2, we claim that
1
Fartan +d(———) =d(5--). 9.52)
qQ p
Indeed, this claim is equivalent to
j—————=<=--—, (9.53)

which can be checked easily. Indeed the above inequality is linear in 1/q;.
Moreover it is very easy to verify it for both ¢; = 2 and ¢; = co. Hence in the
rest of the proof, we assume that j > (d + 1)/2.

Now we claim that
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which clearly implies (9.46). First of all, (9.54) is equivalent to

il = DIk +d)! Jk+ DG +D! di = DIk +d)!
k—D!d+ D! (J+ Dk —DId+D! k— D!+ D!
Y
SRR Ay yra T 023

which is further equivalent to

d — j)((l — DItk +d)! — (k — DI(d + 1)!)

=

G =g paar). 036

To proceed, we define

(k 4+ = Did +1)!

Asi=k+dI -1 —

(I +s)!
k+s+ DI —DII+d)!
—(k+d)!I -1 — , 9.57
(& +ara—n (+s+1) ). o
for—1 <s<d-—1,and
k+m!IAI—DIAI+4d)!
Sp=k+d\I -1 — = Ay, (9.58
pi=(k+d)l 1) ] > A (958)
h<s<d
for —1 < h < d. Observe that
As > As—l, (959)
since k > [ + 1. Hence
d+1
S 1< ——5;. 9.60
l_d_j Jj ( )

This implies that the left hand side of (9.56) is

(k+ NI — DI+ d)!)
I+ ))!

((k LA+ ) — k+ N+ d)!). 9.61)

<@+ 1(tk+d10 -1t -

B d+1
U+ D+ )
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It remains to prove

d+1 j
— =< — . (9.62)
[+10D---d+j — (G+D!
Moreover this is indeed the case since
l---(+] i +2)! d+1
.(+])Z(].+ ) Zj+22L_. (9.63)
(+ D! (j + D! J

This finishes the proof of our lemma. m|

10 Verifying the Brascamp-Lieb condition

In this section we prove Theorem 10.8 which is equivalent to Theorem 2.1.

Let a positive integer d be the dimension in our question. We usually fix
it in this section unless otherwise stated. For any positive integer / we define
[{] ={0,1,...,1} for short. Note this is slightly different from the standard
convention in combinatorics by also including 0.

Definition 10.1 For a d-tuple a = (a, ..., ag), we define |a| = Y9, |a;].
For any positive integer [, define §; = Sld = {a = (a1,...,aq) €
74 ay,...,aq > 0,1 < |a] < 1} = {(1,0,0,...,0),(0,1,0,...,0),
©,0,...,0,1,...,,0,0,...,0,(-1,1,0,...,0),...,(0,0,...,0,D}.
By elementary counting we have |S5;| = (le) — 1. Recall ng(l) = |5 =
) .
For example, when d = 2 we use the following diagram to denote Ss:

(1, 0)[(2, 0)[(3, 0)

O, D, D2, 1)

(0, 2)|(1, 2)

(0,3)

We are interested in subsets of S;. Hence we introduce a bit more notations.

Definition 10.2 We introduce a partial order on d-tuples of real numbers. For
any (b1, by, ..., bg) and (b}, b}, ..., b)) satisfying by < b}, by < b),...,and
by < bl we say (b1, b2, ..., bg) < (b}, b,,...,b)). And those are the only
partial order relations in our definition of “<”.
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Definition 10.3 For positive integers / < I’ and a subset T C S;, we denote
the “positive extension” Tlfr C Sy of T atlevel I’ to be

T,F = {(al,az,---,ad) € Sy :3(by, by, ..., bg)

eT st (b1,by,...,by) <X (ay,ay, .. .,ad)}. (10.1)

For example, whend = 2,1 = 3,1' = 4,if T = {(1, 1), (3,0)} is the

following red colored subset in S3: , then T4Jr is the

(0,2)((1,2)
©,3)

(1,0)(2,0)
©, D

following red colored subset in Sy: |(0, 2)

0, 3)

(0, 4)

We sometimes want to study cube-like objects before looking at the more
strange-looking and more complicated S;. Hence we introduce the following
definition.

Definition 10.4 For any positive integer /, define C; = Cld ={(ai,...,aq) €

740 < a; < [}. For positwive integers [ < [’ and a subset T C C;, we denote
the “positive extension” TI,Jr C Cptobe

T,F = {(al,az,--.,ad) € Cp:3(b1,by, ..., bg)

eT st (b1,by,...,by) < (a1,a2,...,ad)}. (10.2)
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We look at an example similar to the one above. If d =2, assuming 7' ={(1,

(0,0)|(1, 0)|(2, 0)

©, 1) (2, D3, D
1), (3, 0)} is the following red colored subset in C3: A
(0,2)|(1, 2)|(2, 2)(3, 2)

(0, 3)|(1, 3)|(2, 3)|(3, 3)

then T, is the following red colored subset in C4:

Lemma 10.5 Let k > 0 be a positive integer. Assuming subsets A, B C
Sk UL(0,0, ..., 0)} satisfy that: For any b = (by,...,bg) € B, there is a
family of inductively defined subsets as the following:

Rap € [k], |Ra;p| = ba.

Forng ¢ Ry.p, we have Ry_1.,,:6 S [k, [Ra—1;n4:0] = ba—1.

For ng_, ¢ Rd—l;nd;b and ng ¢ Rd,b we have Rd—Z;nd_l,nd;b C [k],
|Rd—2;nd_1,nd;b| = by, etc.

Finally for no & Ro.py....ng:b-13 € R3ny..ng:bs - and ng & Rg.p we
have Rl;ng,.,.,nd;b C [k], |Rl;n2,...,nd;b| = by.

Moreover the above defined sets have the following property: if some

a = (ai,...,aq) € A and some b € B satisfy ag ¢ Ry.p,aq—1 ¢
Rd—l;ad;b, o,an ¢ Rz;a3,...,ad;b, then a; € Rl;az,a3,.,.,ad;b~
Then
|A] < ng(k) +1—|B]|. (10.3)

Remark 10.1 We claimitis possible to take A tobe (S [ J{(0, 0, ..., O)})\B,;".
Infactif (ay, ..., ag) isin such an A then by definition for any (by, ..., bg) €
B, one of the inequalities 0 < a; < b; has to hold. Therefore taking all
Ri.«:p = [b; — 1] suffices (as a convention [—1] = ). Hence the above set is
a possible candidate of A with (ng(k) + 1 — |B,j' |) elements. Thus (10.3) is
actually sharp.
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Still taking the previous example, when 7" = 2, B = {(1,1), (3,0)} €
S4+U{(0,0)} being the red colored pairs as the following:

(0, 0)|(1, 0)|(2, 0) 4,0)

(0, 1).(2, D|G3, 1)

(0, 2)|(1, 2)((2, 2) , then we can take A to be the set of all blue

(0, 3)|(1, 3)

()

colored pairs shown in the following diagram (where we have already colored

all pairs in BI to be red):

Lemma 10.5 on &; and S can be deduced from the following similar Lemma
10.6 on C; and C.

Lemma 10.6 Let k > 0 be a positive integer. Assuming subsets A, B C Cy
satisfy that: For any b = (by,...,bg) € B, there is a family of inductively
defined subsets as the following:

Ra:p C [k], |Ra;p| = ba.

Forng ¢ Rg.p, we have Ry_1.54:0 < k], [Ra—1;n4:6] = ba—1.

For ng—1 ¢ Ra—1;ng0 and ng ¢ Ry we have Rg—2:ny_yngb < k],
|Rd—2;nd,1,nd;b| = b2, etc.

Finally for ny ¢ Ro:ns...ongib» 3 & R3iny,..., na;bs -+ - > and ng ¢ Rg;p we
have Rl'n2 na;b C [k], |R1;n2,...,nd;b| =by.

Moreover the above defined sets have the following property: if some

a = (ai,...,aq) € A and some b € B satisfy ag ¢ Ry.p,aq—1 ¢
Rd—l;ad;b, o.ay ¢ RZ;a3,...,ad;b: then a; € Rl;az,ag.,...,ad;b-
Then
Al < (k+1)? = |BFI. (10.4)
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Remark 10.2 We have a similar remark to Remark 10.1 showing that Lemma
10.6 is also sharp. Taking a previous example when d = 2, B =
{(1, 1), (3,0)} € C4 colored red as the following:

(0, 0)|(1, 0)|(2, 0).(4, 0)

O, 1).(2, D|(3, |4, 1)

(0, 2)|(1, 2)|(2, 2)|(3, 2)|(4, 2)|, then it is possible to take A to be the blue col-

(0, 3)|(1, 3)((2, 3)|(3, 3)|(4, 3)

0, 4|1, DH|2,4)|3,4)4,4)

ored subset in C4 shown in the following diagram (where we have already

colored all pairs in Bf to be red):

Proof that Lemma 10.6 implies Lemma 10.5 Assuming Lemma 10.6 holds.
We prove Lemma 10.5.

Take A in Lemma 10.6 to be the A we have in Lemma 10.5. We would like
to enlarge B and apply Lemma 10.6. To achieve this we exploit the constraint
A C S J{0,0,...,0)}.

We add all the elements b = (by, ..., ba) € Ck s.t. |b| > k into the set B in
Lemma 10.5 and form a new set B. We next check that we can apply Lemma
10.6 to A and B. Since A € S; | J{(0,0,...,0)} C Cy, iLsufﬁces to check
the assumption of Lemma 10.6 for any newly added b € B. Such b satisfies
|b| > k > |a| for any a € A. Hence just like we have noticed in Remark
10.1, one of the inequalities 0 < a; < b; has to hold. Therefore taking all
Ri.«.p = [b; — 1] suffices. _

Apply Lemma 10.6 to A and B, we deduce

Al < (d + 1)} — B, (10.5)

We now determine the elements of E,:NF by definition of ,:NL For any b’ €
C\(Sk (0,0, ..., 0)), |b| > k.Hence b’ € B.By b’ < b’ wehave b’ € B,
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For any b" € S (0,0, ...,0), [p'| < k. Hence if b” < b holds for some
b’ € B then |b”| < k hence b” € B. Therefore such b’ € E,j if and only if

b € B As a conclusion, B = B | |(C:\(Sk (0,0, ...,0))).
Hence

Al < (k+ D7 — |B]]
= (k+ D! = 1G\S [ J©,0,...,00)] — B
= (k+ 1) — |tk + 1) = ng(k) — 1] — | B{ |
=nq(k) +1—|B/| (10.6)

and (10.3) was proved. m|

Proof of Lemma 10.6 We prove (10.4) by induction on d and then on | B|. For
convenience, we denote the “deficient function” A(d, B) = min |Cx\A| =
min((k+ 1)? —| A|) where the minimum is taken over all A s.t. (A4, B) satisfies
the assumption of Lemma 10.6. Then (10.4) is equivalent to the statement

A(d, B) > |B}|. (10.7)

We verify the induction basis. Whend = 1 the assumptionrequiresalla € A
in a set of cardinality b for any b € B. Hence |A| < minpep b = |[b — 1]| =
|Ck\B,:r| =k+1-— |B,j| and the conclusion holds. When |B| = 1, we count
the number of possibilities of a € C;\ A. By assumption, the last component
of such an a can take (k + 1 — by) different possible values, and after fixing it,
the second last component can take (k + 1 — by_1) different possible values,
..., finally the first component can take (k + 1 — b;) different possible values
to ensure a ¢ A. Hence |A| < [C¢| — [1_,(k + 1 —b;) = (k+ D — |B/ .
The conclusion also holds in this case.

From now on we assume that (10.4) and hence (10.7) hold for all dimension
d' < d and |B’| < |B| in the dimension d case. We can assume d > 1 and
|B| > 1.

For j € [k], call the set U = {(-,~ ..., j)} € Cx = C{ to be the j-th
slice of Gy = C,f. It is isomorphic to C,fl_l. For any subset By € B, define the
projection PBy = {(b1, ..., bg—1) : Ibg s.t. (b1, ..., bg) € B1} C C,f_l. We
have |PB;| < |By]|.

We choose anelement by = (bo,1, . .., bo,q) € Bsuchthatbg g4 is the largest
possible. Let B = B\{bg}. We deal with the problem “slicewisely”. For each
J € [k], define B; C B to be the subset {b € B : j ¢ Ry.,}. We similarly
define B} from B’. By definition, A(U; € U; ~ Cg_l and PB; have to
satisfy the assumption of Lemma 10.6 in dimension d — 1 for each j € [k].
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Moreover, if some A C C,f such that A (U, and P B; satisfy the assumption
of Lemma 10.6 in dimension d — 1, then A satisfies the assumption of Lemma
10.6.

We learn from the last paragraph by the induction hypothesis for d — 1 that

A —1,ANU;) > |(PB))] . (10.8)

But from the analysis we have done and the earlier remark similar to Remark
10.1, it is possible to construct A slicewisely for each (10.8) to actually take

equality. Such an A would have A(d, A) = Z‘;:O |(PB;){"|. Replace B by B’
and run the entire set of reasoning, we get a set A’ such that A’ and B’ satisfy
the assumption of Lemma 10.6 and

d ~
A, A=) " |(PB)]]. (10.9)
J=0

Note that we have the induction hypothesis for B’, we deduce from (10.13)
that

d
> I®B)f| = 1(BH] . (10.10)
j=0

Note that j € Ry.p, except for (d + 1 — bg 4) different values of j. Hence
for exactly by 4 different values of j we have B; = B ; For all other j we have

Bj = B} U {bo}. When B; = B/, we surely have (PB)); = (PB}){. When
B; = B} U {bo} we have

(PB)){ = (PB))] U@bo))] = ®B)); L (o) \PB)]).
(10.11)

Hence in such cases

(B = PB)I |+ (P \®B)H])I
> [(PB)){ |+ [(P{boh) I \PB)))I. (10.12)

Sum (10.12) over all j such that B; = B} U {bp}, and invoke (10.10) and
(10.8). Using the fact

@ Springer



On integer solutions of Parsell-Vinogradov systems 69

d
A, A) =) AWd—1,ANU)), (10.13)
j=0

we deduce

Ad, A) > [(B)] |+ (d + 1 — bo.)[(PooD\PB)D)|  (10.14)

Since by 4 is the largest possible, we feel comfortable comparing (B’ )ZNF and

B, T . When we look slicewicely on each U/, we find that on the first by 4 slices
the two set coincide. While on the last (d + 1 — bg 4) shces the second set is

exactly equal to the union of the first set and ((P{bo}) i \(PB’ ) ). Hence the

right hand side of (10.14) is exactly |Bk+ |. We have proved (10.7) and hence
(10.4) for d and B, thus closing the induction. |

We will naturally have such an A as in Lemma 10.5 arise from the proof
of Theorem 10.8 (or the equivalent Theorem 2.1) in the end of this section.
We have done a great job understanding its size by the powerful Lemma 10.5.
The expression contains B,:r . We study it in the next lemma and prove a key
inequality.

Lemma 10.7 Assumingl < k are positive integers. For any nonempty B C S,
as long as Bl+ # S;, we have

|B,+| 1Sl na()

BF TS na)

(10.15)

Proof We do some preliminary reductions. First we claim that to prove (10.15)
it suffices to do the case k = [ + 1, i.e. proving

B+
|B,"| - S na@ (10.16)
|Bl+1| |Sl+1| ng(l +1)
when B+ # 3.
+
In fact once we have (10.16) we always have ||lf “ < Sf+1| and the equality
l+1
_ | 1+1| |Sp+1] B
holds only when B = §;. Similarly we have 5] < Sl B S

%. Taking the product of everything above we have (10.15).

In the rest of the proof we prove (10.16). In other words, the global maximal

||B ‘ over all possible ¢J ; B C & is achieved if and only if B = S;.
I1+1

of

@ Springer



70 S. Guo, R. Zhang

It seems hard to control |BlJr | or |B;f|_1 |. But we notice that the difference
of the two is a simpler object (a “layer” in |BIJ_“H |). Moreover, we find that
Bl+ can be decomposed into [ layers of such form. This inspires us to do

the following decomposition: For any positive integer m, define BJ, to be
B,j' ({b : |b| = m} for any sufficiently large k. We can alternatively use the
straightforward definition

- {b eZly: bl =m,3b € Bst b < b}. (10.17)

Hence B = |I,,_, B} B, = LIsE B 1B 1= X0 _ 1B, B,
Yoti 1Bal-

Next we explore the relationship between B ’s

For m > 1 define V,,, = V;’fl {b e Z>0, |b| = m}. We use the super-
script d — 1 to emphasize that V,”,l, lis a (d — 1)-dimensional object. As before
when there is no ambiguity about the dimension we suppress this superscript.

I+1 =

For example, Vi is the following setin green:

For m > 1 and any set T C V), we define its predecessor T~ = {b =
(b1,....bg) € Vy—1 : (b1,....bi—1,bj +1,biy1,...,by) € T,Vl <i <
d}.

For example if d = 2 and T C Vi is the following set in green, then

(0, 0)((1, 0)[(2, 0)|(3, 0)

0, D|(1, D2, 1)

T~ € V! is the setin yellow: |0, 2)|(1, 2)

(0, 3)((1, 3)
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We claim: for any m > 1,

B _ < (B (10.18)
In fact assuming b = (b1, ..., bg) € Bnt_l. Then there exists B 3 b’ < b.
Hence b’ <b < (by,...,bi—1,b; +1,bj11,...,bg) forall 1 <i < d. Thus
(b1, ....bi_1,bi + 1,bit1,...,bg) € B} forall 1 <i < d.By definition
(10.18) holds.
We will prove the following inequality:

d—1
7o)< Dol

< T IT|, Vm>1, T cpi! (10.19)
m

and prove that equality holds only when T = V¢~ or T = 0.

We claim that (10.19) along with its equality condition together imply
(10.16). Assuming we already have (10.19) and know that equality holds only
when T = V), for all m > 1. We now prove (10.16). In fact by (10.19) and
(10.18) we inductively deduce that

Vil

B]| < Y ||B,T+1|, (10.20)
V-1 Vi1l Vi Vi-1l
B B , 10.21
B = T B = T g Bl = [ Bl 1020
ey (10.22)
Wil
B]| < V' (10.23)

Summing over all the inequalities above we deduce

Vil gt S|
B+|—§:|BT|<—’" T Bl =0 ||Bz+1|
1S n
=—(B — |B;"]). 10.24
EREE il = 187D (1029

Elementary manipulations show that this is equivalent to (10.16) when we
replace “<” by “<” there. However when equality holds, all the above equal-
ities involving (10.19) and (10.18) have to hold. Note that B # J hence

1T+1 # (). By the equality condition of (10.19), we inductively see that each
B,L has to be the whole V,,, form = [,1 — 1,..., 1. Hence Bl+ = 5. A

@ Springer



72 S. Guo, R. Zhang

contradiction with the assumption we have for (10.16). Hence (10.16) holds
(without equality).

Therefore it suffices to prove (10.19) and prove that its equality holds only
when 7' = ¢ or V4~1. We do this in the rest of the proof.

We perform an induction on dimension d. When d = 1, each V9 is just one
point. In this case T~ = @ when T = @, and T~ = V,?l_l when T = V,%.
(10.19) holds in either case.

Assuming we already proved (10.19) for all dimensions < d with full knowl-
edge on the possible situations when we have equality (7 being a trivial subset).
We now handle the dimension d (> 2) case.

We further decompose V,‘j’l_l into (m + 1) pieces W;{;z, 0<j<masthe
following (again its superscript d —2 is so chosen to emphasize the dimension):

WEZ={b=(b1,....ba) € Zy: |bl =m, by =m — j)

={b=(b1,....b4-1, m—])€Z>0 [(b1,...,ba—1D)| = j}
~ vj—z. (10.25)

We denote od to be the isomorphism map shown in the last line of (10.25).
Hence Wd 2% Vd 2 It is realized simply by removing the last component.
We assume accordmgly that T = [ |*. j=0 Ij where T; = T N W42 and

j.m
T = |_|'j’.1:_01 (T7)jwhere (T7); =T~ N W;imz - In this way we can study
each (T7); separately.

For a fixed 0 < j < m — 1 and any (d — 1)-dimensional vector b* =
(b1, ..., ba-1) € V{7?, by definition of T~ we see that (b*,m — 1 — j) €
T™ & (b*,m —1—j) € (T7); holds if and only if the following two
conditions both hold:

(i) b*,m — j) e T,ie. (b*,m — j) € T;. Alternatively we can say b* €
od(T});
(ii) b* € (04(Tj41))". Note that here ()~ is a map from V¢, 7 to V72,

By (i) we have
[(T7);l = ITjl, (10.26)

where equality holds only when o4 ((T7) ;) = 04(T}).
By (ii) and the induction hypothesis we have

|Vd_2

(T7))1 < —L— |Tjl, (10.27)
VI
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where equality only holds when both (a) 04 ((T7);) = (04(Tj+1))” and (b)
Tiqim=0orTj = Wd 2
We now have the two key 1nequa11t1es (10.26) and (10.27). We need a bit of
numerical preparation before proving (10.19) with the above two inequalities.
Ford > 1 and ¢ > 0, define Ay 41 = IV(‘;_1 |. These are (d — 1)-
dimensional generahza‘uons of triangular numbers. As before for d > 1 we
know V=1 = | |7, W ? and each W;{;z ~ V;l_z. Hence

q
Aga—1=) Ajaa ¥d>1, q=0. (10.28)
Jj=0

We prove that for any d > 1, g > 0,

q . q+1 ,
Zj:O Ajd-1 o Zi=0 Aja-1

A (10.29)
g+1.d—1 Ng+2.d-1

or equivalently

q . q+1 i
Zj o Nj.d—1 j=0 Ajda-1

< . (10.30)
TN 2
YiloAja-1 XilgAjan

We prove (10.30) by inductionond. Ford = 1, (10.30) becomes qié qig
which is trivially true. We assume (10.30) is true for d < dg and prove it for

d = dy > 1. (10.30) is equivalent to

q .
Zj 0N judo—1 - Ag+1,dy—1

) (10.31)
Z"“ ANjdo—1  Dgt2.do—1
which was further implied by
0 Ajody— A -
L ) (10.32)

Nodo—1  Djyldy—1  Dj42.dy—1

But by (10.28), (10.32) is equivalent to the case d = dy — 1 which was already
proved. This closes the induction and thus (10.30) (and the equivalent (10.29))
holds.
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By (10.29), we have for each 0 < j < m — 1, Z’;:_ol Aga— —
Z;;%)Ap,d72A . L
—=——— A .4—2 > 0. With this in mind, by (10.26) and (10.27) we have

Aja—2

m—1
IT71 =) Tl
j=0

j—1
_ -1 > —o Ap.d—2
[ gm0 Aga—2— TR Ama2
=2 s (7)1
]:O q:O q,d—2
>0 Apa-2
Nida n,d—2 B
+ i y (7))l
Zq:() q,d—2
i—1
_ -1 D p—o Apd—2
m=1% 020 Ng.d—2 Ao Ama-2
< - |T;]
Y o Apa
m—1 Zp=0""P
Raa Dmd-2 Aja
+ Z A v 1 Tj411
j:0 Zq:O q,d—2 j+l,d—2
Jj—1
_ -1 > —oAp.d-2
gm0 Agd—2 — TR Ama2
=2 ’ 1751
m J
j=0 Zq:O Aq,d—Z
m oo Apd2
A]d y m,d—2
+ Z I Tj+1l
Zq =0 qd 2
Zq —0 Ng.d—2
Z 1731
- Yisohga-2
Am—1,d-1
=T (10.33)
Amd—1

Hence (10.19) holds. Moreover, the equality there implies the equality in
(10.33), which implies that the equalities of (10.26) and (10.27) both hold for all

0<j<m-—1.Wethus elther have inductively T, = Tjy—1 = --- = Ty = 0,
or T, = W,‘fi 2 T V\/m_1 mreo To = Wg,;z. The first case would

imply T = ¢ and the second would imply T = V,f[l. These together verify
the desired equality condition for (10.19).
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By the arguments in this proof, (10.16) and (10.15) hold. O

The next Theorem 10.8 is easily seen to be equivalent to Theorem 2.1. We
are now ready to prove it.

Theorem 10.8 Let | < k be positive integers. For any vector v =
(V(iy,oig))itseig=0,1<ij+-tig<k € R k) define a d-variate polynomial

Foran arbitrary nonzero subspace V C R4 (k) spanned by {vp}1<h<H=dim V,

define r (V) to be the rank of the following matrix over R(xy, ..., xq) (that is
obviously independent of the choice of the basis {vy}):
axlfvl 8xlfvz e axlva \
axzfvl axzfvz e axzva
ax(z fvl BXJ fvz e ach fUH
a)%lfvl 8/%1-](‘”2 e aflfUH
8x18x2fv1 8x18xzfv2 e axlaxzva
0y, 0 Oy, 0 <++ 0y 0
Mapa(Vy=| .)f%fvl H .{C%fvz o .x.3.fUH (10.34)
a)%dfvl agdeZ T agdfvﬂ
1... l... l...
axlfvl axlfUZ T axlva
8)lcl_lax2fv1 ajlcl_laxzfvz e a)lcl_laxzfvy
l... l... l...
axdfvl axdeZ T axdeH

Then when H = dim V < ng4(k), we always have

r(V) _ na()
> .
H — nq(k)

(10.35)

Proof We fix a lexicographical order on all d-variate monomials. We say that
the monomial x;"! - - - x4 is a lower order term than xlii . -xd"z/l if and only
if there is some i, < i[] and i; = i’ forall 1 < j < g. The lexicographical
order is a total order on the set of all monomials. Moreover it is well-known
that if nonzero monomials g1 and g; are of lower or equal order than nonzero
monomials g} and g}, respectively, then gg> is of lower or equal order than
g185- The equality holds if and only if g; is a scalar multiple of g/ for both
i=1,2.

We first observe that it is possible to choose a basis {vy}1<p<p of V such
thatevery f,, has a different highest order term from every other f,,, (h # h').
This can be done by choosing vy s.t. f, has the highest possible highest order
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term, then choosing v; s.t. f,, has the highest order term being (a) different
from the highest order term of f,, and (b) of highest possible order, and then
choosing v3, v4, ... in a similar way. As a remark, the set of highest order
terms of { f,,} satisfying the said condition is unique, but we do not need this
fact. We always take {v;} to be such a basis in the following discussion.

Note thatall f,, do not have constant terms, hence their highest order terms
do not contain constant either. For a nonzero polynomial f denote f to be
its highest order term. Replace each f,, by its highest order term f,, in the
expression of My x ;(V), we obtain a matrix

8x1fv1 ax1fv2 ax1va \
dfy  dufn v Oyt
Gfu fu o O fu
8x18x2fv1 axl axzfvg e axl axzva
Nagr)= | oo Uy (10.36)
axd fv] axd fU2 e axd fUH
5! f“ 5! ]7 ol J’fv
X1 V1 x1J 02 x1JVH
al..’:v 81..; 81../.\/
xdfvl xdfvz xdeH
over R(x1,...,x4). Let ri (V) be its rank. Then we claim r; (V) < r (V).
In fact, let
xlaxlfvl xla)q fvz xlaxlfvy
xdaxdfvl xdaxdfvz s xdaxdva
xlza)%l fUl 'x%a)%l fUZ e xlza)%l fUH
N x1x23x1 axz fm x1x28x1 8xz fvz ce x1x28x1 axz fvy
Mg (V) = 22 2... 2.2..
xd8dev1 )cd(’ixdfv2 xd8deUH
'x{ailfvl X{a)lq fUZ 'xiai]fUH
xbol fu, xbol fu, e xhol foy
(10.37)
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and
xla)qfvl xla}q fvz xlaXIfUH
xdaxdfv xdaxdfv cee xa'axdfv
xla)qfv1 xla)qfv2 xlaxlfUH
- xlxzaxl axzfvl xlxzaxl axzfvz e xlxzaxl axszH
Nagga(V) = s s L
axdfvl xdaxdfv2 e xdaxdeH
Lol 7~ Ial 7~ lal 7~
axlfvl xlaxlfvz e xlaxlfUH
[al 7 Lol 7~ [ql 7
Ao e T )

(10.38)

It is immediate that r(V) is the rank of Md k1(V) and r1(V) is the rank

of Nd k.1(V). Note that for any d- Varlate monomial g in x, ..., xg and any
differential operator axl X 8;‘[’,, xihxy 8;'1 K ° g 1s equal to a constant
multiple (depending only on iy, ..., iz and the powers of xj, ..., xg in g) of

g. We see that if we arbitrarily fix a column (say the /-th column) in Ny 4 ;(V),
then all entries in this column are the same up to a scalar. Indeed they are all
scalar multiples of f,, . For each such entry (note that it is possible to be zero),
its difference from the corresponding entry of My x (V) has to be a sum of
monomials of strictly lower order than f,,. Hence if some subdeterminant of
Nd k.1 1s nonzero, it will be a monomlal and has to be the highest order term of
the corresponding subdeterminant of Md k.- This implies the corresponding
subdeterminant of Md’k’l is nonzero. Hence the rank (r;(V)) of the former
matrix is not more than the rank (r(V)) of the latter.
Therefore, it suffices to prove

ri(V) - nq(l)
H na(k)

(10.39)

We remark that since it is possible for all f,, to be different monomials, we
do not lose any information by the reduction in the last paragraph.
Without loss of generality we may assume each f,, is a monic monomial

x{M e x " for some distinct (@i p, - . ., agp) € Sk
We use some elementary transforms that we just did on Nd,k,l(V). We
multiply the “(i1, . . ., ig)-th” row of Ny k,1(V), i.e. (35} -- ,’;; wps e e ey O oo

o ﬁ:,), by xil s x! ;" and then divide the 4-th column by fvh . This would not
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change the rank of the matrix and will result in a scalar matrix Sy x ; (V') of the
following form:

Sa ke, 1(V)
aj, i ai g
ag,\ aq.H
ai,1(ap,1 — 1) ar,gla,g — 1)
aj a1 aj,Hay H
ag1(aq;1 — 1) aqg qaqg.g —1)
aji(ag,p—H-lag—I+1) - argla,g—1--(a,g—1+1)
agi1(agi—1---(ag1—1+1) - agulagy—1---(agug—1+1)

(10.40)

Using a bunch of elementary row transforms we obtain the following cleaner
Ja k.1(V) from Sy ¢ (V) (this step is not necessary but it is good to have things
cleaner):

a1 aip X ai g
aq,1 aq,2 X ad.H

2 2 2
ai 1 ais T ar g

apdaz1 aipazp -+ Al,HAH

a1 ajn T ai g

i i i
apq aj s a1y

i i i
a1 agn ai. H

Let r2(V) be the rank of J2 (V). Then ro(V) = r1(V). It suffices to show
the following equivalent form of (10.39):

ra2(V) - nq(l)
H nd(k)'

(10.42)

Assuming Q = ng(l) — r2(V). We may assume Q > 0 since otherwise by
the assumption H < ng(k), (10.42) holds. Then there is a nontrivial subspace
W € R"® such that dim W = Q and that any vector w € W is orthogonal to
all columns of J; x ; (V). As we did before, we can take a basis {w, }1 <4< such
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that the highest order term of fy,, are mutually distinct. By our assumption,
we have

Jw, @ py o vaan) =0,V1<g<0Q,1 <h=<H. (10.43)

Moreover we always have fy, (0,0, ...,0) = 0 since f,, does not have a
constant term.
We are changing our problem towards one with purely combinatorics nature

in order to apply Lemma 10.5. We introduce a bit more notations. Let const -

b b :
X7 dd'q # 0 be the highest order term of fy,,. Hence when we fix x4

to be a real number, fy, is a polynomial in xi, ..., x4—1 whose highest order

. b ba- )
term is const - x; b xdd_ll’q # 0 except < by 4 possible values of x;. In any

non-exceptional case for the fixed x;, when we further fix x;_ after fixing
Xd, fw, becomes a polynomial in xi, ..., x4—2 whose highest order term is

b ba— . .
const-x, be ., ~xdd_22"’ # Oexcept < by, 4 possible values of x; 1 (which can

depend on the fixed x;). We can continue to do similar reasonings and finally,
in any non-exceptional case for the fixed x2, ..., x4, fu, is a polynomial in

x1 whose highest order term is const - xlbl‘q # 0. Hence there are no more
than by 4 different possible values of x1 (which can depend jointly on the fixed
X2, ..., Xxq) that can make Sw,(x15 .., xq) = 0.

We collect the constraints we got in the last paragraph for all pos-
sible g. Take A = {(a1.n,--->aa.n)}1<h<tr J{(©O,...,0)} and B =
{(b1,gs.-.,ba,q)}1<q<0 and we are in a position to apply Lemma 10.5. (10.3)
in Lemma 10.5 implies

H+1=|A| <nq(k) +1—|B]]. (10.44)
By (10.44) and (10.15) in Lemma 10.7, we have

+
Q ___ 1B < |B+| < IBl+| < na()
na(k) —H  nqg(k) —H ~— |B/"| — |B/| ~ na(k)

(10.45)

If the last two inequalities of (10.45) are both actually equalities, then by
Lemma 10.7 we have B = B;L = §; (note that Q > O means B # ¢). This and
(10.44) in turn imply 0 = H = dim V. A contradiction. Hence we actually
have

na) —rV) _ 0 - nq(l)
nq(k) — H ng(k) —H  ng(k)

(10.46)

which is equivalent to (10.42). By the discussion above we see (10.39) and
(10.35) hold. |
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