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Samia Kazemi and Ali Tajer , Senior Member, IEEE

Abstract— A broadcast strategy for multiple access communi-
cation over slowly fading channels is introduced, in which the
channel state information is known to only the receiver. In this
strategy, the transmitters split their information streams into
multiple independent information streams, each adapted to a
specific actual channel realization. The major distinction between
the proposed strategy and the existing ones is that in the
existing approaches, each transmitter adapts its transmission
strategy only to the fading process of its direct channel to the
receiver, hence, directly adopting a single-user strategy previously
designed for the single-user channels. However, the contribution
of each user to a network-wide measure (e.g., sum-rate capacity)
depends not only on the user’s direct channel to the receiver, but
also on the qualities of other channels. Driven by this premise,
this paper proposes an alternative broadcast strategy in which
the transmitters adapt their transmissions to the combined states
resulting from all users’ channels. This leads to generating a
larger number of information streams by each transmitter and
adopting a different decoding strategy by the receiver. An achiev-
able rate region and an outer bound that capture the tradeoff
among the rates of different information layers are established,
and it is shown that the achievable rate region subsumes the
existing known capacity regions obtained based on adapting the
broadcast approach to the single-user channels.

Index Terms— Broadcast approach, layered coding, multiple
access, successive decoding.

I. INTRODUCTION

R
ANDOM fluctuations of the wireless channel states

induce uncertainty about the network state at all trans-

mitter and receiver sites [1]. Slowly varying channels can

be estimated by the receivers with high fidelity, rendering

the availability of the channel state information (CSI) at

the receiver. Acquiring the CSI by the transmitters can be

further facilitated via feedback from the receivers, which

incurs additional communication and delay costs. The instan-

taneous and ergodic performance limits of the multiple access
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channel (MAC) with the CSI available to all transmitters

and the receiver are well-investigated [1]–[3]. In certain

communication scenarios, however, acquiring the CSI by

the transmitters is not viable due to, e.g., stringent delay

constraints or excessive feedback costs. In such scenarios,

the notion of outage capacity evaluates the likelihood for

the reliable communication for a fixed transmission rate [4].

When the actual channel realization can sustain the rate,

transmission is carried out successfully, and otherwise, it fails

and no message is decoded [1], [4]. The notions of outage

and delay-limited capacities are studied extensively for various

networks including the multiple access channel (c.f. [5]–[10]

and references therein).

Superposition coding is shown to be an effective approach

for circumventing CSI uncertainty at the transmitters. The

underlying motivation for this approach is that each transmitter

splits its data stream into a number of independently generated

coded streams with possibly different rates. These streams are

superimposed and transmitted by the designated transmitter,

and the receiver decodes as many streams as the quality of

the channel affords. The aggregate rate of transmission, sub-

sequently, is the sum of individual rates of the streams decoded

by the receiver. Motivated by superposition coding, and fol-

lowing the broadcast approach to compound channels [11],

the notion of broadcast strategy for slowly fading single-

user channel was initially introduced for effective single-user

communication [12]. In this approach, any channel realization

is viewed as a broadcast receiver, rendering an equivalent

network consisting of a number of receivers. Each receiver is

designated to a specific channel realization and is degraded

with respect to a subset of other channels. The broadcast

strategy is further generalized to single-user channels with

mixed delay constraints in [13], and single-user multi-antenna

channels in [14], where the singular values of channel matrices

are leveraged to rank and order the degradedness of different

channel realizations.

The effectiveness of broadcast strategy for multiuser chan-

nels is investigated in [15] and [16] for the settings in

which the transmitters have uncertainties about all channels,

and in [17] for the settings in which each transmitter has

uncertainties about the channels of other users. Specifically,

the approaches in [15] and [16] adopt the broadcast strat-

egy designed for single-user channels, and directly apply

it to the MAC. As a result, each transmitter generates a

number of information streams, each adapted to a specific

realization of the direct channel linking the transmitter to the
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receiver. An alternative scenario in which each transmitter

has the CSI of its direct channel to the receiver while being

unaware of the states of other users’ channels is studied in [17],

where a transmission approach based on rate splitting and

sequential decoding is proposed.

In this paper, we take a different approach based on the

premise that the contribution of each user to the overall

performance of the multiple access channel not only depends

on the direct channel linking this user to the receiver, but

also is influenced by the relative qualities of the other users’

channels. Hence, we propose a strategy in which the infor-

mation streams are generated and adapted to the combined

state of the channel resulting from incorporating all individual

channel states. In order to highlight the distinction with the

existing approaches, consider a two-user MAC in which each

channel takes one of the two possible states, referred to as

weak and strong channels. The approach of [16] assigns two

streams to each transmitter, one apt for the weak channel, and

the second one suited to the strong channel. Each transmitter

generates and transmits these streams without regards for the

possible states of the other user’s channel. In the proposed

approach, in contrast, we leverage the fact that the two chan-

nels take a combination of four possible states. Hence, every

transmitter generates four information streams, each suited to

one of the four possible states. The proposed approach leads

to an equivalent network with a number of receivers each

corresponding to one possible combination of all channels.

We provide an achievable rate region and an outer bound on

the capacity of this resulting multi-terminal network, and show

that the achievable rate region of this network is considerably

larger than the capacity region of the model presented in [16].

The proposed approach is further extended from the two-state

channel to the general finite-state channels, and the corre-

sponding achievable rate region is characterized. We remark

that the discrepancy and improvement in the capacity region

compared to [16] is due to modeling the channel differently,

which facilitates a finer resolution in adapting the codebooks

to the channel states as well as in decoding them.

The remainder of the paper is organized as follows. The

finite-state channel model is presented in Section II. The

layering (rate-splitting) and the successive decoding approach,

which constitute the proposed approach, as well as an achiev-

able rate region and an outer bound for the two-state channel

are presented in Section III. The proposed approach and

the achievable rate region are generalized to the finite-state

channels in Section IV, and Section V concludes the paper.

II. CHANNEL MODEL

Consider a two-user multiple access channel, in which

two independent users transmit independent messages to a

common receiver via a discrete-time Gaussian multiple-access

fading channel. All the users are equipped with one antenna

and the random channel coefficients independently take one of

the ℓ ∈ N distinct values, denoted by {√αm : m ∈ {1, . . . , ℓ}}.
The fading process is assumed to remain unchanged during

each transmission cycle, and can change to independent states

afterwards. Channel states are unknown to transmitters, while

Fig. 1. Equivalent degraded broadcast channel corresponding to a two user
four state multiple access channel with channel gains α1 and α2.

the receiver is assumed to have full CSI. The users are subject

to an average transmission power constraint P . By defining X i

as the signal of transmitter i ∈ {1, 2} and hi as the coefficient

of the channel linking transmitter i ∈ {1, 2} to the receiver,

the received signal is

Y = h1 X1 + h2 X2 + N, (1)

where N accounts for the additive white Gaussian with mean

zero and variance 1. Depending on the realization of the

channels h1 and h2, the multiple access channel can be in

one of the ℓ2 possible states. By leveraging the broadcast

approach (c.f. [12], [14], and [16]), the communication model

in (1) can be equivalently presented by a broadcast network

that has two inputs X1 and X2 and ℓ2 outputs. Each output

corresponds to one possible combinations of channels h1 and

h2. We denote the output corresponding to the combination

h1 = √
αm and h2 = √

αn by

Ymn = √
αm X1 + √

αn X2 + Nmn , (2)

where Nmn is a standard Gaussian random variable for all

m, n ∈ {1, . . . , ℓ}. Figure 1 depicts this network for the case

of the two-state channels (ℓ = 2). Without loss of generality

and for the convenience in notations, we assume that channel

gains {αm : m ∈ {1, . . . , ℓ}} take real positive values and are

ordered in the ascending order, i.e., 0 < α1 < α2 < · · · < αℓ.

We use the notation C(x, y)
△= 1

2
log2

(

1 + x

y+ 1
P

)

throughout

the paper.

III. TWO-STATE CHANNELS (ℓ = 2)

We start by analyzing the setting in which the channels take

one of the two possible values, i.e., ℓ = 2. This setting fur-

nishes the context in order to highlight the differences between

the proposed streaming and successive decoding strategy in

this paper and those investigated in [16]. By leveraging the

intuition gained from the two-state setting, we generalize the

codebook generation and the successive decoding strategies to

accommodate a fading process with any arbitrary number of

finite channel states in Section IV. Throughout the rest of this

section, we refer to channels α1 and α2 as the weak and strong

channels, respectively.
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TABLE I

SUCCESSIVE DECODING ORDER OF [12]

TABLE II

SUCCESSIVE DECODING ORDER OF [16]

A. Background: Adapting Streams to the Single-User

Channels

In order to motivate the proposed approach, we start by

reviewing the broadcast strategy concept for a single-user

channel introduced in [12], and its generalization for the two-

user multiple access channel investigated in [16]. When facing

a two-state channel, the single-user strategy of [12] splits the

information stream of the transmitter into two streams, each

corresponding to one fading state, and encodes them indepen-

dently. The two encoded information streams are subsequently

superimposed and transmitted over the channel. One of the

streams, denoted by W1, is always decoded by the receiver,

while the second stream, denoted by W2, is decoded only when

the channel is strong. The successive decoding order adopted

in this approach is presented in Table I.

This strategy is adopted and directly applied to the multiple

access channel in [16]. Specifically, it generates two coded

information streams per transmitter, where the streams of user

i ∈ {1, 2} are denoted by {W i
1, W i

2}. Based on the actual

realizations of the channels, a combination of these streams

are successively decoded by the receiver.

In the first stage, the baseline streams W 1
1 and W 2

1 , which

constitute the minimum amount of guaranteed information, are

decoded. Additionally, when the channel between transmitter

i and the receiver, i.e., hi is strong, in the second stage

information stream W i
2 is also decoded. Table II depicts the

decoding sequence corresponding to each of the four possible

channel combinations.

B. Adapting Streams to the MAC

Contribution of user i ∈ {1, 2} to a network-wide per-

formance metric (e.g., sum-rate capacity) depends not only

on the quality of the channel hi , but also on the quality

of the channel of the other user. This motivates assigning

more information streams to user i and adapting them to

the combined effect of both channels, instead of adapting

them only to channel hi . Designing and assigning more than

two information streams to each transmitter facilitates a finer

resolution in successive decoding, which in turn expands the

capacity region characterized in [16].

Fig. 2. Streaming and codebook assignments by user 1 and user 2.

TABLE III

SUCCESSIVE DECODING ORDER OF THE STREAMS ADAPTED TO THE MAC

We assume that each transmitter splits its message into four

streams corresponding to the four possible combinations of

the two channels. These codebooks for transmitter i ∈ {1, 2}
are denoted by {W i

11, W i
12, W i

21, W i
22}, where the information

stream W i
uv is associated with the channel realization in which

the channel gain of user i is αv , and the channel gain of the

other user is αu . These stream assignments are demonstrated

in Fig. 2.

The initial streams {W 1
11, W 2

11} account for the minimum

amount of guaranteed information, which are adapted to the

channel combination (h2
1, h2

2) = (α1, α1) and should be

decoded by all four possible channel combinations. When at

least one of the channels is strong, the remaining codebooks

are grouped and adapted to different channel realizations

according to the assignments described in Fig. 2. Specifically:

• The second group of streams {W 1
12, W 2

21} are reserved to

be decoded in addition to {W 1
11, W 2

11} when h1 is strong,

while h2 is still weak.

• Alternatively, when h1 is weak and h2 is strong, instead

the third group of streams, i.e., {W 1
21, W 2

12}, are decoded.

• Finally, when both channels are strong, in addition to all

the previous streams, the fourth group {W 1
22, W 2

22} is also

decoded.

The orders of successive decoding for different combina-

tions of channel realizations are presented in Table III. Based

on this successive decoding order, channel gain state (α1, α1)

is degraded with respect to all other states (i.e., the capacity

region of the MAC corresponding to receiver Y11 is strictly

smaller than those of the other three receivers), while (α1, α2)

and (α2, α1) are degraded with respect to (α2, α2). Clearly,

the codebook assignment and successive decoding approach

presented in Table III subsumes the one proposed in [16],

as presented in Table II. In particular, Table II can be recovered

as a special case of Table III by setting the rates of the streams

{W 1
21, W 2

21, W 1
22, W 2

22} to zero. This implies that the proposed

strategy should perform no worse than the one described

in Table II. This codebook assignment and decoding order

gives rise to the equivalent broadcast network with two inputs
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Fig. 3. Equivalent network with two inputs and four outputs.

{X1, X2} and four outputs {Y11, Y12, Y21, Y22}, as depicted

in Fig. 3.

Remark 1: Adopting the proposed broadcast approach

transforms the original two-user MAC to a multi-terminal

network consisting of two transmitters and four receivers,

where each receiver is designated to decode a pre-specified

set of codebooks. The resulting multi-terminal network model

is different from that of [16], and is expected to have a different

capacity region. In the following two subsections, we provide

an achievable rate region and an outer bound on the capacity

of the network depicted in Fig. 3.

Remark 2: For adopting the notion of broadcast approach

to the settings beyond the single-user single-antenna settings,

the key element to be borrowed and generalized is the concept

of degradedness, which allows for ordering the channels

based on their qualities. In multi-user settings, this notion

is not always as well-defined as in the single-user single-

antenna case, and often involves heuristic ways of ordering the

channels. In the approach proposed in this subsection, we use

the capacity region of the multiple access channels formed

from the transmitters to each of the four possible receivers,

where it can be readily verified that as for each of these four

multiple access channels, the capacity region expands as one

of the channels becomes stronger.

C. Achievable Rate Region

This subsection delineates the region of all achievable rates

Ri
uv for i, u, v ∈ {1, 2}, where Ri

uv accounts for the rate of

codebook W i
uv . We define β i

uv ∈ [0, 1] as the fraction of the

power that transmitter i allocates to streams W i
uv for u ∈ {1, 2}

and v ∈ {1, 2}, where we clearly have
∑2

u=1

∑2
v=1 β i

uv = 1.

For the convenience in notations, and in order to place the

emphasis on the interplay among the rates of different informa-

tion streams, we consider the case that relevant streams from

different users have identical rates, i.e., rates of information

streams W 1
uv and W 2

uv , denoted by R1
uv and R2

uv respectively,

are the same, and denoted by Ruv , i.e., Ruv
△= R1

uv = R2
uv .

The results can be readily generalized to arbitrarily different

rates for different streams.

Theorem 1 (Achievable Region): The achievable rate

region of the rates (R11, R12, R21, R22) for the channel

depicted in Fig. 3 is the set of all rates satisfying:

R11 ≤ r11 (3)

R12 ≤ r12 (4)

R21 ≤ r21 (5)

R12 + R21 ≤ r1 (6)

2R12 + R21 ≤ r ′
12 (7)

R12 + 2R21 ≤ r ′
21 (8)

R22 ≤ r22, (9)

where {r11, r12, r21, r22, r1, r ′
12, r ′

21} are defined in Appen-

dix A, over all possible power allocation factors β i
uv ∈ [0, 1]

such that �2
u=1�

2
v=1β

i
uv = 1.

Proof: The proof follows from the structure of the rate-

splitting approach presented in Fig. 2 and the decoding

strategy presented in Table III. Detailed proof is provided in

Appendix B.

In order to compare the achievable rate region in Theorem 1

and the capacity region presented in [16], we group the infor-

mation streams in the way that they are ordered and decoded

in [16]. Specifically, the streams {W 1
21, W 2

21, W 1
22, W 2

22} are

allocated zero power. Information streams W 1
11 and W 2

11 are

adapted to the weak channels, and the information streams

W 2
12 and W 2

12 are reserved to be decoded when one or both

channels are strong. Information streams adapted to the strong

channels are grouped and their rates are aggregated, and those

adapted to the weak channels are also groups and their rates are

aggregated. Based on this, the region presented in Theorem 1

can be used to form the sum-rates Rw
△= (R1

11 + R2
11) and

Rs
△= (R1

12 + R2
12).

Corollary 1: By setting the power allocated to streams

{W 1
21, W 2

21, W 1
22, W 2

22} to zero, the achievable rate region char-

acterized by Theorem 1 reduces to the following region, which

coincides with the capacity region characterized in [16].

Rw ≤ min{a3, a6, a9, a4 + a8}, (10)

and Rs ≤ C
(

α2β
1
12 + α2β

2
12, 0

)

, (11)

where {a3, a4, a6, a8, a9} are defined in Appendix B.

Proof: See Appendix D.

D. Outer Bound

In this subsection, we present an outer bound for the

capacity region of the network in Fig. 3 for our proposed

encoding and decoding strategy.

Theorem 2 (Outer Bound): An outer bound for the capac-

ity region of the rates (R11, R12, R21, R22) for the channel

depicted in Fig. 3 is the set of all rates satisfying:

R11 ≤ 1

2
a3, R12 ≤ 1

2
a24, R21 ≤ 1

2
a27, R22 ≤ r22,

where r22 is defined in Appendix A and constants

{a3, a24, a27} are defined in Appendix B.

Proof: See Appendix C.

Distance of this outer bound from the achievable rate region

depends on the values of the channel parameters, i.e., channel

coefficients, transmission power, and noise variance.
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Fig. 4. Comparison of the capacity region presented in [16] and achievable
rate region in Theorem 1 demonstrating the trade-off between Rs and Rw , and
R̄s and R̄w . Here, transmission signal-to-noise ratio (SNR) is 10, the channel
coefficients are (

√
α1,

√
α2) = (0.5, 1).

E. Numerical Evaluations

First, we assess and compare the achievable rate region for

the proposed approach in this paper (Theorem 1) with the

region provided by Corollary 1 and [16] in Fig. 4. Since the

latter ones evaluate the trade-off between the sum-rates of the

information streams adapted to the weak and strong channels,

we provide the comparison as the same trade-off. For this

purpose, corresponding to the coding scheme of [16] (Table II)

we have earlier defined the sum-rates

Rw = R1
11 + R2

11, and Rs = R1
12 + R2

12, (12)

and for the coding scheme proposed in this paper (Table III)

we define

R̄w
△= R1

11 + R2
11 + R1

21 + R2
21 + R1

12 + R2
12, (13)

and R̄s
△= R1

22 + R2
22. (14)

Figure 4 demonstrates the regions described by (Rw, Rs)

and (R̄w, R̄s), in which the transmission signal-to-noise

ratio (SNR) is 10, the channel coefficients are (
√

α1,
√

α2) =
(0.5, 1), and the regions are optimized over all possible power

allocation ratios. The numerical evaluation in Fig. 4 confirms

that the achievable rate region in Theorem 1 dominates that

of Corollary 1, and the gap between two regions diminishes

as the rates of the information layers adapted to the strong

channels increase i.e., Rs and R̄s increase.

Next, we evaluate the average rate as a relevant and proper

measure for characterizing the performance of the proposed

approach. The average rate is achievable with sufficient

number of transmission cycles, where each cycle undergoes

an independent fading realization. We consider a symmetric

model, in which the corresponding information streams are

allocated identical power, and have the same rate, and set

Ruv
△= R1

uv = R2
uv for u, v ∈ {1, 2}. Also, we consider a

symmetric distribution for h1 and h2 such that P(h2
1 = αi ) =

P(h2
2 = αi ) for i ∈ {1, 2}, and define p

△= P(h2
1 = α1) =

P(h2
2 = α1). By leveraging the stochastic model of the fading

process, the average rate is

Ravg
△= 2[R11 + (1 − p)(R12 + R21) + (1 − p)2 R22]. (15)

Based on the average rate in (15), we present the average

rate of the proposed approach and compare it with that yielded

Fig. 5. Average sum-rate versus α1 for different values of p (α2 = 1 and
SNR = 5).

by the approach of [16]. For the numerical evaluations we

consider a two-state channel in which we fix the strong channel

by setting α2 = 1 and let the weak channel α1 vary between

0 and 1. In all settings, we assume that the SNR is 5 dB.

Specifically, the results in Fig. 5 depict the variations of the

maximum average rate versus α1 ∈ [0.25, 1] for different

choices of the probability p. Based on these notations, Fig. 5

depicts the variations of the maximum average rate versus

α1 and for different values of p. It is observed that for a

wide range of α1 the proposed approach shows considerable

gains, and as p (i.e., the probability of encountering a weak

channel) decreases, the performance gaps becomes even more

significant. Small values of p, essentially, capture the settings

in which both channels have similar qualities with a high

probability. In Fig. 5, as α1 increases, the average rate ini-

tially decreases, and after reaching its minimum the trend is

reversed. This minimum point moves towards the lower values

of α1 as p, i.e., the likelihood of encountering a weak channel,

increases. The reason underlying this trend is that under

interference, the overall quality (e.g., sum-rate) depends on

the relative strengths of the direct and interfering links, rather

than their absolute values. Since each of the four receivers

decodes a number of codebooks from each transmitter, and

treat the rest as Gaussian noise, by changing α1 on the one

hand the codebooks to be decoded from transmitter 1 enjoy

a higher quality channel, and on the other hand, all the

remaining codebooks from the same transmitter impose higher

interference. Hence, overall, by monotonically changing α1,

we cannot expect to observe a monotonic change in the sum-

rate.

Figure 6 depicts the variations of the average sum-rate ver-

sus p and for different values of α1. The observations from this

figure also confirm that higher gain levels are exhibited as p

decreases. It is noteworthy that the results from Fig. 4 validates

the observations from Fig. 5 and Fig. 6 that improvement in

average rate is significant when probability of encountering

weak channel state is low since the rate distribution considered

in the achievable rate region comparison will correspond to

average rate if probability of observing α1 is zero.

Finally, we assess the relative proximity of the outer bound

defined in Theorem 2 to the achievable rate region presented

in Theorem 1 for two different levels of SNR. Figure 7 depicts

the variations of R̄w versus R̄s for SNR values 1 and 5, and
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Fig. 6. Average sum-rate versus p for different values of α1 (α2 = 1 and
SNR = 5).

the choice of (
√

α1,
√

α2) = (0.5, 1). Corresponding to each

SNR, the figure illustrates the capacity region obtained by the

approach of [16], as well as the achievable rate region and the

outer bound of the proposed approach in this paper.

IV. MULTI-STATE CHANNELS (ℓ ≥ 2)

A. Codebook Assignment and Decoding

In this section, we extend the proposed codebook assign-

ment and decoding strategy designed for the two-state channel

to the general multiple-state channel with ℓ ∈ N states. Similar

to the two-state channel, we follow the principle of assigning

codebooks based on combined network state, according to

which a separate stream of information is designated to each

combination of the individual channel states, which neces-

sitates ℓ2 codebooks per user. Hence, for i, j ∈ {1, . . . , ℓ},
the codebook assignment strategy for the users is summarized

as follows.

Corresponding to the combined channel state (h2
1, h2

2) =
(αq , αp) we assign codebook W 1

pq to User 1 and codebook

W 2
qp to User 2. By following the same line of analysis as in

the two-state channel, the network state (h2
1, h2

2) = (α1, α1)

can be readily verified to be degraded with respect to states

(α1, α2), (α2, α1), and (α2, α2) when α2 > α1. Additionally,

channel combinations (α1, α2) and (α2, α1) are also degraded

with respect to state (α2, α2). When a particular user’s channel

becomes stronger while the interfering channel remains con-

stant, the user affords to decode additional codebooks. Simi-

larly, when a user’s own channel remains constant while the

interfering channel becomes stronger, again the user affords

to decode additional information. This can be facilitated by

decoding and removing the message of the interfering user,

based on which the user experiences reduced interference.

Based on these observations, for the multiple-state channels

we order h1 and h2 in the ascending order and determine

their relative degradedness by considering multiple two-state

channels with α1 and α2 equal to any two adjacent realizations

from the ordered values of hi .

This strategy is illustrated in Table IV, in which different

channel coefficients h2
1 and h2

2 are listed in the ascend-

ing orders. In this table A p,q denotes the cell in the pth

row and the q th column, and it specifies the set of code-

books Upq to be decoded by the combined channel state

Fig. 7. Comparison of the capacity region of [16] and regions characterized
by theorems 1 and 2.

(h2
1, h2

2) = (αq , αp). In this table, the set of codebooks

to be decoded in each possible combined state is recur-

sively related to the codebooks decoded in the weaker chan-

nels. Specifically, the state corresponding to A p−1,q−1 is

degraded with respect to states A p,q−1 and A p−1,q . Therefore,

in the state A p,q , the receiver decodes all streams from

states A p−1,q−1 (included in Up−1,q−1), A p,q−1 (included in

Up,q−1), and A p−1,q (included in Up−1,q ), as well as one

additional stream from each user, i.e., W 1
pq and W 2

qp . When

both channel coefficients have the highest possible values, all

the streams from both users will be decoded at the receiver.

B. Achievable Rate Region

In this section, we extend the achievable rate region char-

acterized by Theorem 1 for the general multi-state channel.

It can be verified that the region characterized by Theorem 1

is subsumed by this general rate region as formalized in

Corollary 2 and shown in Appendix F. Similarly to the two-

state channel settings, we define Ri
uv as the rate of codebook

W i
uv for i ∈ {1, 2} and u, v ∈ {1, . . . , ℓ}. We also define

βuv ∈ [0, 1] as the fraction of the power allocated to the

codebook W i
uv , where

∑ℓ
u=1

∑ℓ
v=1 βuv = 1. Similarly to the

two-state channel setting, for the convenience in notations and

for emphasizing the interplay among the rates, we consider a

symmetric case in which Ruv
△= R1

uv = R2
uv .

Theorem 3 (Achievable Region): A region of simultane-

ously achievable rates

{Ruv : u < v and u, v ∈ {1, . . . , ℓ}}
for an ℓ-state two-user multiple access channel is characterized

as the set of all rates satisfying:

Ruv ≤ min

{

b1(u, v), b2(u, v),
b3(u, v)

2

}

(16)

Rvu ≤ min

{

b4(u, v),
b5(u, v)

2

}

(17)

Ruv + Rvu ≤ min

{

b6(u, v), b7(u, v),
b8(u, v)

2

}

(18)

2Ruv + Rvu ≤ b9(u, v) (19)

Ruv + 2Rvu ≤ b10(u, v) (20)

Ruu ≤ min

{

b11(u),
b12(u)

2

}

, (21)
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TABLE IV

SUCCESSIVE DECODING ORDER FOR THE ℓ-STATE MAC

where constants {bi : i ∈ {1, . . . , 12}} are defined in

Appendix E.

Corollary 2: By setting ℓ = 2, the achievable rate region

characterized by Theorem 3 reduces to the region character-

ized by Theorem 1.

Proof: See Appendix F.

V. CONCLUSIONS

We have proposed a broadcast approach for multiple access

communication over a slowly fading channel. While the

receiver knows the instantaneous channel states, the states

are assumed to be unknown to the transmitters. The existing

broadcast approaches applied to multiple access communica-

tion, directly adopt the approach designed for the single-user

channel in which information streams are adapted to the state

of the single-user channel. In this paper, we have proposed

an encoding strategy in which the information streams are

adapted to the combined states of the channels, and have

presented a successive decoding strategy for decoding as much

information as possible at the receiver, based on the actual

channel states. We have characterized the achievable rate

region and an outer bound, and have shown that the achievable

rate region subsumes the existing known regions in which the

information streams are adapted to the single-user channels.

APPENDIX A

CONSTANTS OF THEOREM 1

By defining β̄uv
△= 1−βuv , the terms used for characterizing

the achievable rate region specified in Theorem 1 are:

r11
△= min

{1

2
C

(

2α1β11, 2α1β̄11

)

, C
(

α1β11, (α1 + α2)β̄11

)

}

,

(22)

r12
△= min

{1

2
C

(

2α2β12, 2α2β22

)

,

C
(

α2β12, α1(β12 + β22) + α2(β21 + β22))
)

}

, (23)

r21
△= min

{1

2
C

(

2α2β21, 2α2β22

)

,

C
(

α1β21, α1(β12 + β22) + α2(β21 + β22)
)

}

, (24)

r1
△= min

{1

2
C

(

2α2(β12 + β21), 2α2β22

)

,

C
(

α1β21 + α2β12, α1(β12 + β22) + α2(β21 + β22)
)

}

,

(25)

r ′
12

△= C
(

α2(2β12 + β21) , 2α2β22

)

, (26)

r ′
21

△= C
(

α2(β12 + 2β21) , 2α2β22

)

, (27)

r22
△= 1

2
C

(

2α2β22 , 0
)

. (28)

APPENDIX B

PROOF OF THEOREM 1

Information Streams {W 1
11, W 2

11}: In this section, we first

prove that the successive decoding strategy outlined

in Table III for the two-user MAC with two states per channel

and no channel state information at the transmitter achieves

the region specified in Theorem 1. Without knowing the CSI,

each transmitter sends its message encoded in four separate

streams, as specified in Fig. 2. At the receiver side, the receiver

performs successive decoding by first decoding the streams

W 1
11 and W 2

11, which are adapted to the weak channels,

i.e., (h2
1, h2

2) = (α1, α1). At this decoding stage, all other

remaining streams are treated as noise. Under such a scheme,

successful decoding of these two streams requires that their

individual rates and sum rate are within a region characterized

by (R1
11, R2

11) and limited by a set of inequalities that forms

the boundaries of the capacity region of a two-user MAC.

Specifically, streams W 1
11 and W 2

11 can be decoded successfully

if their corresponding rates satisfy the following conditions

under various possible channel state combinations.

• Channel state (α1, α1):

R1
11 ≤ a1

△= C
(

α1β
1
11, α1(β̄

1
11 + β̄2

11)
)

, (29)

R2
11 ≤ a2

△= C
(

α1β
2
11, α1(β̄

1
11 + β̄2

11)
)

, (30)

R1
11 + R2

11 ≤ a3

△= C
(

α1(β
1
11 + β2

11), α1(β̄
1
11 + β̄2

11)
)

. (31)
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• Channel state (α1, α2):

R1
11 ≤ a4

△= C
(

α1β
1
11, α1β̄

1
11 + α2β̄

2
11

)

, (32)

R2
11 ≤ a5

△= C
(

α2β
2
11, α1β̄

1
11 + α2β̄

2
11

)

, (33)

R1
11 + R2

11 ≤ a6

△= C
(

α1β
1
11 + α2β

2
11 , α1β̄

1
11 + α2β̄

2
11

)

. (34)

• Channel state (α2, α1):

R1
11 ≤ a7

△= C
(

α2β
1
11, α2β̄

1
11 + α1β̄

2
11

)

, (35)

R2
11 ≤ a8

△= C
(

α1β
2
11, α2β̄

1
11 + α1β̄

2
11

)

, (36)

R1
11 + R2

11 ≤ a9

△= C
(

α2β
1
11 + α1β

2
11, α2β̄

1
11 + α1β̄

2
11

)

. (37)

• Channel state (α2, α2):

R1
11 ≤ a10

△= C
(

α2β
1
11, α2(β̄

1
11 + β̄2

11)
)

, (38)

R2
11 ≤ a11

△= C
(

α2β
2
11, α2(β̄

1
11 + β̄2

11)
)

, (39)

R1
11 + R2

11 ≤ a12

△= C
(

α2(β
1
11 + β2

11) , α2(β̄
1
11 + β̄2

11)
)

. (40)

From the inequalities in (29)-(40), by comparing all relevant

bounds and invoking that α1 < α2, we find the following

bounds on R1
11, R2

11, and R1
11 + R2

11.

R1
11 ≤ min{a1, a4, a7, a10} = a4, (41)

R2
11 ≤ min{a2, a5, a8, a11} = a8, (42)

R1
11 + R2

11 ≤ min{a3, a6, a9, a12, a4 + a8}
= min{a3, a6, a9, a4 + a8}. (43)

Furthermore, since the objective is to find the achievable rate

region when corresponding streams of the two users have equal

rates, and consequently, equal power, we set

βuv
△= β1

uv = β2
uv and Ruv

△= R1
uv = R2

uv . (44)

Based on this assumption, we find that a4 = a8. As a result,

the inequalities in (41)-(43) reduce to

R11 ≤ min
{

a4, a8,
a3

2
,

a4 + a8

2

}

= min
{

a4,
1

2
a3

}

(22)= r11,

(45)

which is the first constraint of the achievable rate region

specified in (3).

Information Streams {W 1
12, W 1

21, W 2
12, W 2

21}: Next we con-

sider the setting in which one of the two channels is strong.

Without loss of generality, assume that (h2
1, h2

2) = (α2, α1).

In such a setting, the streams W 1
11 and W 2

11 are already decoded

in the first stage of successive decoding at the receiver, and

in the second stage, streams W 1
12 and W 2

21 will be jointly

decoded. In the meantime, streams {W 1
21, W 1

22} from user 1,

and streams {W 2
12, W 2

22} from user 2 are treated as noise.

Successful decoding of these information streams is possible

if the rates of these streams are within the capacity region

of an equivalent MAC transmitting information streams W 1
12

and W 2
21 by user 1 and user 2, respectively, while treating

other streams as noise. Hence, by following the same line

of argument as in the case for weak channels, for various

possible states in which streams {W 1
12, W 1

21, W 2
12, W 2

21} should

be decoded, we obtain the following conditions.

• Channel state (α1, α2): In the second stage, information

streams {W 1
21, W 2

12} are decoded.

R1
21 ≤ a13

△= C
(

α1β
1
21, α1(β

1
12

+β1
22) + α2(β

2
21 + β2

22)
)

, (46)

R2
12 ≤ a14

△= C
(

α2β
2
12, α1(β

1
12 + β1

22)

+α2(β
2
21 + β2

22)
)

. (47)

R1
21 + R2

12 ≤ a15
△= C

(

α1β
1
21 + α2β

2
12, α1(β

1
12 + β1

22)

+α2(β
2
21 + β2

22)
)

. (48)

• Channel state (α2, α1): In the second stage, information

streams {W 1
12, W 2

21} are decoded.

R1
12 ≤ a16

△= C
(

α2β
1
12, α2(β

1
21 + β1

22)

+α1(β
2
12 + β2

22)
)

, (49)

R2
21 ≤ a17

△= C
(

α1β
2
21, α2(β

1
21 + β1

22)

+α1(β
2
12 + β2

22)
)

, (50)

R1
12 + R2

21 ≤ a18C
(

α2β
1
12 + α1β

2
21, α2(β

1
21 + β1

22)

+α1(β
2
12 + β2

22)
)

. (51)

• Channel state (α2, α2): In the second stage, information

streams {W 1
12, W 2

12, W 1
21, W 2

21} are jointly decoded. Based

on this, we obtain the following set of constraints on the

rates associated with these information streams.

R1
12 ≤ a19

△= C
(

α2β
1
12, α2β

1
22 + α2β

2
22

)

,

(52)

R1
21 ≤ a20

△= C
(

α2β
1
21, α2β

1
22 + α2β

2
22

)

,

(53)

R2
12 ≤ a21

△= C
(

α2β
2
12, α2β

1
22 + α2β

2
22

)

,

(54)

R2
21 ≤ a22

△= C
(

α2β
2
21, α2β

1
22 + α2β

2
22

)

,

(55)

R1
12 + R1

21 ≤ a23d f f C
(

α2β
1
12 + α2β

1
21,

α2β
1
22 + α2β

2
22

)

, (56)

R1
12 + R2

12 ≤ a24
△= C

(

α2β
1
12 + α2β

2
12,

α2β
1
22 + α2β

2
22

)

, (57)

R1
12 + R2

21 ≤ a25
△= C

(

α2β
1
12 + α2β

2
21,

α2β
1
22 + α2β

2
22

)

, (58)

R1
21 + R2

12 ≤ a26
△= C

(

α2β
1
21 + α2β

2
12,

α2β
1
22 + α2β

2
22

)

, (59)

R1
21 + R2

21 ≤ a27
△= C

(

α2β
1
21 + α2β

2
21,

α2β
1
22 + α2β

2
22

)

, (60)

R2
12 + R2

21 ≤ a28
△= C

(

α2β
2
12 + α2β

2
21,

α2β
1
22 + α2β

2
22

)

, (61)
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R1
12 + R1

21 + R2
12 ≤ a29

△= C
(

α2(β
1
12 + β1

21) + α2β
2
12,

α2β
1
22 + α2β

2
22

)

, (62)

R1
12 + R1

21 + R2
21 ≤ a30

△= C
(

α2(β
1
12 + β1

21) + α2β
2
21,

α2β
1
22 + α2β

2
22

)

, (63)

R1
12 + R2

12 + R2
21 ≤ a31

△= C
(

α2β
1
12 + α2(β

2
12 + β2

21),

α2β
1
22 + α2β

2
22

)

, (64)

R1
21 + R2

12 + R2
21 ≤ a32

△= C
(

α2β
1
21 + α2(β

2
12 + β2

21),

α2β
1
22 + α2β

2
22

)

, (65)

R1
12 + R1

21 + R2
12 + R2

21

≤ a33
△= C

(

α2(β
1
12+β1

21)

+ α2(β
2
12 + β2

21), α2β
1
22 + α2β

2
22

)

.

(66)

For the simplicity in notations, and in line with the desired

achievable rate region, we assume that the correspond-

ing information streams of the two users have identical

rates and powers, as specified in (44). Hence, based

on (47), (49), (52), (54), and (57) for R12 it can be easily

verified that a14 = a16 and a19 = a21 ≥ 1
2

a24. Hence,

we obtain

R12 ≤ min

{

a14, a16, a19, a21,
1

2
a24

}

= min

{

a14,
1

2
a24

}

(23)= r12, (67)

which is the constraint specified in (4). Similarly, based

on (46), (50), (53), (55), and (60), and by leveraging that

a13 = a17 and a20 = a22 ≥ 1
2
a27, for R21 we obtain

R21 ≤ min

{

a13, a17, a20, a22,
1

2
a27

}

= min

{

a13,
1

2
a27

}

(24)= r21, (68)

which is the constraint specified in (5). Next, for obtain-

ing the bound on the sum-rate (R12 + R21), we lever-

age (48), (51), (56), (58), (59), (61), and (66), and obtain

R12 + R21 ≤ min

{

a15, a18, a23, a25, a26, a28,
1

2
a33

}

= min

{

a15,
1

2
a33

}

(25)= r1, (69)

which follows the observation that a15 = a18 and a23 =
a25 = a26 = a28 ≥ 1

2
a33. By further invoking (67)

and (68) we obtain

R12 + R21 ≤ min {r12 + r21, r1} , (70)

which after dropping the redundant term simplifies to (6).

Next, based on (62) and (64) we have a29 = a31, and

subsequently,

2R12 + R21 ≤ a29
(26)= r ′

12. (71)

By further taking into account the constraints on the

individual rates R12 and R21, as well as the constraint

on (R12 + R21), we get

2R12 + R21 ≤ min{2r12 + r21, r12 + r1, r ′
12}, (72)

which after dropping the redundant terms, we obtain the

desired constraint in (7). Finally, based on (63) and (65)

we have a30 = a32, and subsequently,

R12 + 2R21 ≤ a30
(27)= r ′

21. (73)

By further taking into account the constraints on the

individual rates R12 and R21, as well as the constraint

on (R12 + R21), we get

R12 + 2R21 ≤ min{r12 + 2r21, r21 + r1, r ′
21}, (74)

which leads to (8).

Information Streams {W 1
22, W 2

22}: Information streams

{W 1
22, W 2

22} are jointly decoded only when both channels

are strong, i.e., (h2
1, h2

2) = (α2, α2). In this channel state,

these two information streams are decoded after the rest are

successfully decoded and removed. Hence, all the rates R1
22

and R2
22 that belong to a MAC consisting of two transmitters

with information streams {W 1
22, W 2

22} can be achieved simul-

taneously. This region is

R1
22 ≤ C(α2β

1
22 , 0), (75)

R2
22 ≤ C(α2β

2
22 , 0), (76)

R1
22 + R2

22 ≤ C(α2(β
1
22 + β2

22) , 0). (77)

Hence, under equal power allocation and equal rates in corre-

sponding information streams, we have

R22 ≤ 1

2
C (2α2β22 , 0)

(28)= r22, (78)

which establishes the constraint in (9).

APPENDIX C

PROOF OF THEOREM 2

In this section, we derive an upper bound for the capacity

region of the network corresponding to Theorem 1. This region

is derived by demonstrating that the rates outside this region

cannot be achieved with arbitrarily small error rate. Achievable

rate region presented in Theorem 1, may or may not coincide

with this outer bound depending on values of the power

allocation parameters, channel coefficients, and probability

distribution function of the codebooks.

Consider n channel uses, and consequently, codewords

with length n. Define W
1
i j

△= {1, . . . , 2
nR1

i j } and W
2
i j

△=
{1, . . . , 2

nR2
i j } as the set of indices of the messages in the

information streams W 1
i j and W 2

i j , respectively. M1
i j and M2

i j

are the inputs to the encoders drawn independently and uni-

formly from the set of messages W1
i j and W2

i j , respectively.

For ℓ ∈ {1, 2} and ∀Mℓ
i j , define Xℓn

i j

△= Xℓn
i j (Mℓ

i j ) as the output

of the encoder of user ℓ. Similarly, define (M̂1
i j (Y

n), M̂2
i j (Y

n))

as the output of the decoder. Also, we define X n △=
{X1 n

11 , X1 n
12 , X1 n

21 , X1 n
22 , X2 n

11 , X2 n
12 , X2 n

21 , X2 n
22 } as the set of

all encoder outputs corresponding to both users.

Information Streams {W 1
22, W 2

22}: To determine an upper

bound on the rates of W 1
22 and W 2

22, we can consider channel
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state (α2, α2) since this is the only channel condition where

these two codebooks are decoded. We denote the average error

probability by

Pn
△= P

(

(M̂1
22, M̂2

22) 	= (M1
22, M2

22)
)

. (79)

By Fano’s inequality, conditional entropy of (M1
22, M2

22) given

Y n
22 can be expressed as

H (M1
22, M2

22|Y n
22) ≤ n(R1

22 + R2
22)Pn + H (Pn)

△= nǫ22,n,

(80)

where Pn → 0, and subsequently, ǫ22,n → 0, as n → ∞.

Hence,

n(R1
22 + R2

22) (81)

= H (M1
22, M2

22) (82)

= I (M1
22, M2

22; Y n
22) + H (M1

22, M2
22|Y n

22) (83)

≤ I (M1
22, M2

22; Y n
22) + nǫ22,n (84)

≤ I (X1n
22(M1

22), X2n
22(M2

22); Y n
22) + nǫ22,n (85)

= I (X1n
22 , X2n

22 ; Y n
22) + nǫ22,n (86)

≤ I (X1n
22 , X2n

22 ; Y n
22 | X n\{X1n

22 , X2n
22 }) + nǫ22,n (87)

= h(Y n
22 | X n\{X1n

22 , X2n
22 }) − h(Y n

22|X n) + nǫ22,n (88)

=
n

∑

i=1

h(Y22,i |Xi\{X1n
22 , X2n

22 }) −
n

∑

i=1

h(Y22,i |Xi ) + nǫ22,n

(89)

=
n

∑

i=1

[h(
√

α2 X1
22,i + √

α2 X2
22,i + N22) − h(N22)] + nǫ22,n

(90)

where, Xi denotes a set consisting of the i th component

of each element of X n , (84) follows by applying inequal-

ity (80); (85) follows from data processing inequality; (89)

follows from the chain rule of entropy function and due to the

channel being memoryless. On the other hand, noting that

n
∑

i=1

h(
√

α2 X1
22,i + √

α2 X2
22,i + N22)

≤ n

2
log

(

2πe(2α2 P + 1)
)

(91)

implies that there exists constant β22 ∈ (0, 1) corresponding

to which

n
∑

i=1

h(
√

α2 X1
22,i + √

α2 X2
22,i + N22)

= n

2
log

(

2πe(2α2β22 P + 1)
)

. (92)

By noting that
n
∑

i=1

h(N22) = n
2

log(2πe) we find

n(R1
22 + R2

22) ≤ (93)

≤
n

∑

i=1

[h(
√

α2 X1
22,i + √

α2 X2
22,i + N22) − h(N22)] + nǫ22,n

= n

2
log

(

2πe(2α2β22 P + 1)
)

− n

2
log

(

2πe
)

+ nǫ22,n

= n

2
log

(

2α2β22 P + 1
)

+ nǫ22,n, (94)

and as a result

R1
22 + R2

22 ≤ 1

2
log

(

2α2β22 P + 1
)

= C(2α2β22, 0) = 2r22.

(95)

Information Streams {W 1
11, W 2

11}: By following the same

steps presented for the information streams (W 1
22, W 2

22) in the

previous part we have

n(R1
11 + R2

11) (96)

≤ I (X1n
11 , X2n

11 ; Y n
11) + nǫ11,n (97)

= h(Y n
11) − h(Y n

11|X1n
11 , X2n

11 ) + nǫ11,n

=
n

∑

i=1

[h(Y11,i) − h(Y11,i |X1
11,i , X2

11,i )] + nǫ11,n. (98)

Next, note that channel

Y11,i = √
α1 X1

i + √
α1 X2

i + N11,i (99)

is statistically equivalent to

Ỹ11,i
△= √

α2 X1
i + √

α2 X2
i + N22,i + Ñ11,i , (100)

where var(Ñ11,i ) = α2
α1

− 1, and Ỹ11,i = Y22,i + Ñ11,i .

Therefore,

n(R1
11 + R2

11)

≤
n

∑

i=1

[h(Ỹ11,i) − h(Ỹ11,i |X1
11,i , X2

11,i)] + nǫ11,n. (101)

Next, note that

n
∑

i=1

h(Ỹ11,i) ≤ n
2

log
(

2πe(2α2 P + α2
α1

)
)

, (102)

and
n

∑

i=1

h(Ỹ11,i |X1n
11 , X2n

11 ) =
n

∑

i=1

h(Y22,i + Ñ11,i |X1
11,i , X2

11,i )

≥
n

∑

i=1

h(Y22,i + Ñ11,i |X1
11,i , X2

11,i , X1
12,i , X2

12,i , X1
21,i , X2

21,i )

= n

2
log

(

2πe(2α2β22 P + α2

α1
)
)

. (103)

As a result, there exist β11 ∈ [0, 1 − β22] such that

n
∑

i=1

h(Ỹ11,i |X1n
11 , X2n

11 )

= n

2
log

(

2πe(2α2(1 − β11)P + α2

α1
)
)

. (104)

Therefore,

n(R1
11 + R2

11) ≤ n

2
log

(

2πe(2α2 P + α2

α1
)
)

−n

2
log

(

2πe(2α2(1 − β11)P + α2

α1
)
)

,

which implies that

R1
11 + R2

11 ≤ 1

2
log

(

1 + 2α1(1 − (1 − β11))P

1 + 2α1(1 − β11)P

)

= 1

2
log

(

1 + 2α1β11 P

1 + 2α1(1 − β11)P

)

= a3 (105)
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Information Streams {W 1
12, W 1

21, W 2
12, W 2

21}: Next,

we determine an outer bound on the rates of information

streams W i
12 and W i

21 for i ∈ {1, 2}. For this purpose,

we focus on the channel state (h2
1, h2

2) = (α2, α2) and we

obtain a set of outer bounds. By following the same line of

analysis, it can be readily shown that the constraints enforced

by other channel state combinations will be redundant.

n(R1
12 + R2

12) (106)

≤ I (X1n
12 , X2n

12 ; Y n
22) + nǫ22′,n (107)

≤ I (X1n
12 , X2n

12 ; Y n
22 | X n\{X1n

12 , X2n
12 , X1n

22 , X2n
22 }) + nǫ22′,n

= h(Y n
22 | X n\{X1n

12 , X2n
12 , X1n

22 , X2n
22 }))

−h(Y n
22|X n\{X1n

22 , X2n
22 }) + nǫ22′,n (108)

=
n

∑

i=1

h(Y22,i |Xi\{X1
12,i , X2

12,i , X1
22,i , X2

22,i }))

−
n

∑

i=1

h(Y22,i |Xi\{X1
22,i , X2

22,i }) + nǫ22′,n . (109)

Now, from (92) we obtain

n
∑

i=1

h(Y22,i |Xi\{X1
22,i , X2

22,i })

= n

2
log

(

2πe(2α2β22 P + 1)
)

. (110)

Also, since

h(Y22,i |Xi\{X1
22,i , X2

22,i })
= h(

√
α2 X1

22,i + √
α2 X2

22,i + N22), (111)

and

h(Y22,i |Xi\{X1
12,i , X2

12,i , X1
22,i , X2

22,i })
= h(

√
α2(X1

12,i + X1
22,i ) + √

α2(X2
12,i + X2

22,i ) + N22),

(112)

by comparing the variance values of arguments of the two

entropy terms we have

h(Y22,i |Xi\{X1
12,i , X2

12,i , X1
22,i , X2

22,i })
≥ h(Y22,i |Xi\{X1

22,i , X2
22,i }). (113)

Therefore, there exists β12 ∈ [0, 1 − β22] such that

n
∑

i=1

h(Y22,i |Xi\{X1
12,i , X2

12,i , X1
22,i , X2

22,i })

= n

2
log

(

2πe(2α2(β22 + β12)P + 1)
)

, (114)

and subsequently,

n(R1
12 + R2

12) (115)

≤
n

∑

i=1

h(Y22,i |Xi\{X1
12,i , X2

12,i , X1
22,i , X2

22,i }) (116)

−
n

∑

i=1

h(Y22,i |Xi\{X1
22,i , X2

22,i }) + nǫ22′,n (117)

= n

2
log

(

2πe(2α2(β22 + β12)P + 1)
)

−n

2
log

(

2πe(2α2β22 P + 1)
)

+ nǫ22′,n (118)

= n

2
log

(

1 + 2α2β12 P

1 + 2α2β22 P

)

+ nǫ22′,n. (119)

As a result,

R1
12 + R2

12 ≤ 1

2
log

(

1 + 2α2β12 P

1 + 2α2β22 P

)

= a24. (120)

Similarly, we can find the following upper bound for informa-

tion streams (W 1
21, W 2

21):

R1
21 + R2

21 ≤ 1

2
log

(

1 + 2α2β21 P

1 + 2α2β22 P

)

= a27, (121)

which concludes the proof.

APPENDIX D

PROOF OF COROLLARY 1

Similarity in rate splitting, superposition coding, and suc-

cessive decoding becomes apparent by directly comparing

the entries of Table II and Table III after setting the power

allocated to streams {W 1
21, W 2

21, W 1
22, W 2

22} equal to zero along

with a renaming of the information streams {W i
11, W i

12} to

{W i
1, W i

2} for i ∈ {1, 2}.
In the next step, we show that for the given power allocation

scheme specified in Corollary 1, the achievable rate region

characterized in Theorem 1 coincides with the capacity region

presented in [16]. We start by setting the power allocated to

the streams {W 1
21, W 2

21, W 1
22, W 2

22} to zero, i.e.,

β1
21 = β2

21 = β1
22 = β2

22 = 0. (122)

Based on this, the part of the achievable rate region charac-

terized in (41)-(43) simplifies to:

R1
11 ≤ a4 = C

(

α1β
1
11, α1β

1
12 + α2β

2
12

)

(123)

R2
11 ≤ a8 = C

(

α1β
2
11, α2β

1
12 + α1β

2
12

)

(124)

R1
11 + R2

11 ≤ min{a3, a6, a9, a4 + a8}. (125)

By comparing the capacity region presented in [16], the sum-

rate of the two lower information streams W 1
11 and W 2

11 will

be less than or equal to the minimum of two sum-rates. One

is the minimum of the sum-rate under different combination

of channel states when one or both users have weak chan-

nels, i.e., min{a3, a6, a9}. The second sum-rate constrained is

obtained by aggregating the constraints on the individual rates

for information streams W 1
11 and W 2

11 which allow them to be

decodable in all four possible channel states. The individual

rate constraints take their smallest values when the interfering

channel is strong while the user’s own channel coefficient is

weak. Furthermore, the survivors of all the constraints in (52)-

(66) simplify to:

R1
12 ≤ a19

△= C
(

α2β
1
12 , 0

)

(126)

R2
12 ≤ a21

△= C
(

α2β
2
12 , 0

)

(127)

R1
12 + R2

12 ≤ a24
△= C

(

α2β
1
12 + α2β

2
12 , 0

)

. (128)

The combination of (125) and (128) establishes the achievable

rate region based on the codebook assignment specified in [16]

and in Table II.
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APPENDIX E

VALUES OF {bi : i ∈ {1, . . . , 12}}
By defining the sets

J1(u, v)
△= { j ∈ {u, . . . , v − 1}}, (129)

J2(u, v)
△= {( j, k) : k ∈ {u, . . . , v − 1}

& j ∈ {v + 1, . . . , ℓ}}, (130)

J3(u, v)
△= {( j, k) : j ≤ k & j, k ∈ {v, . . . , ℓ}}, (131)

we have

b1(u, v)
△= min

j∈J1

{

C
(

αvβuv , α j B1( j, u, v)

+αv B2( j, u, v)
)}

, (132)

b2(u, v)
△= C

(

αvβuv , (αv + αℓ)B3(u, v)
)

, (133)

b3(u, v)
△= C

(

2αvβuv , 2αv B3(u, v)
)

, (134)

b4(u, v)
△= C

(

αuβvu , αℓ B4(u, v) + αu B5(u, v)
)

, (135)

b5(u, v)
△= C

(

2αvβvu , 2αv B3(u, v)
)

, (136)

b6(u, v)
△= min

( j,k)∈J2

{C
(

α jβvu + αkβuv ,

α j B6(k, u, v) + αk B7(k, u, v)
)

}, (137)

b7(u, v)
△= C

(

αv (βuv + βvu), (αv + αℓ)B3(u, v)
)

, (138)

b8(u, v)
△= C

(

2αv (βuv + βvu) , 2αv B3(u, v)
)

, (139)

b9(u, v)
△= min

( j,k)∈J3

{C
(

α j (βuv + βvu) + αkβuv ,

(α j + αk)B3(u, v)
)

}, (140)

b10(u, v)
△= min

j,k∈J3

{C
(

α j (βuv + βvu)

+αkβvu , (α j + αk)B3(u, v))
)

}, (141)

b11(u)
△= C

(

αuβuu , (αu + αℓ)B8(u, u)
)

, (142)

b12(u)
△= C

(

2αuβuu , 2αu B8(u, u)
)

, (143)

where were have defined

B1( j, u, v)
△= 1 −

j
∑

n=1

v−1
∑

m=1

βmn −
u

∑

n=1

βvn, (144)

B2( j, u, v)
△= 1 −

v−1
∑

n=1

j
∑

m=1

βmn −
u

∑

n=1

βnv , (145)

B3(u, v)
△= 1 −

v−1
∑

n=1

v−1
∑

m=1

βmn −
u

∑

n=1

βvn −
u

∑

n=1

βnv , (146)

B4(u, v)
△= 1 −

v−1
∑

n=1

u
∑

m=1

βmn −
u

∑

n=1

βnv , (147)

B5(u, v)
△= 1 −

u
∑

n=1

v−1
∑

m=1

βmn −
u

∑

n=1

βvn, (148)

B6( j, u, v)
△= 1 −

j
∑

n=1

v−1
∑

m=1

βmn −
u

∑

n=1

βvn, (149)

B7( j, u, v)
△= 1 −

j
∑

n=1

v−1
∑

m=1

βnm −
u

∑

n=1

βnv (150)

B8(u, v)
△= 1 −

u
∑

n=1

v
∑

m=1

βmn. (151)

APPENDIX F

PROOF OF COROLLARY 2

Information Streams {W 1
11, W 2

11}: From (21) we have

R11 ≤ min

{

b11(1),
b12(1)

2

}

, (152)

and based on (32), (142), and (151) we find that

b11(1) = C
(

α1β11, (α1 + α2)β̄11

)

= a4. (153)

Similarly, based on (31), (143), and (151) we have

b12(1) = C
(

2α1β11, 2α1β̄11

)

= a3. (154)

Therefore, by combining the above two representations for

b11(1) and b12(1) we obtain R11 ≤ min{a4,
1
2

a3} = r11 which

is the constraint in (3)

Information Streams {W 1
22, W 1

22}: From (21) we have

R22 ≤ min

{

b11(2),
b12(2)

2

}

. (155)

By leveraging (142) and (151) we obtain

b11(2) = C
(

α2β22, 2α2(1 − β11 − β12 − β21 − β22)
)

= C
(

α2β22, 0
)

. (156)

Similarly, based on (143) and (151) we have

b12(2) = C
(

2α2β22, 0
)

. (157)

Therefore,

R22 ≤ min

{

C
(

α2β22, 0
)

,
1

2
C

(

2α2β22, 0
)

}

= 1

2
C

(

2α2β22, 0
)

= r22, (158)

which is the constraint in (9).

Information Streams {W 1
12, W 1

21, W 2
12, W 2

21}: From (16) we

have

R12 ≤ min

{

b1(1, 2), b2(1, 2),
1

2
b3(1, 2)

}

. (159)

By leveraging (47), (132), (144), and (145) and we have

b1(1, 2)

= C
(

α2β12, α1(1 − β11 − β21) + α2(1 − β11 − β12)
)

= C
(

α2β12, α1(β12 + β22) + α2(β21 + β22)
)

= a14. (160)

Furthermore, from (133) and (146) we have

b2(1, 2) = C
(

α2β12, 2α2(1 − β11 − β12 − β21)
)

= C
(

α2β12, 2α2β22

)

, (161)
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and based on (134), (146), and (57) we have

b3(1, 2) = C
(

2α2β12, 2α2(1 − β11 − β21 − β12)
)

= C
(

2α2β12, 2α2β22

)

= a24. (162)

Since min{b2(1, 2), 1
2

b3(1, 2)} = 1
2

b3(1, 2), therefore R12 ≤
min{a14,

1
2

a24} = r12, which is the constraint in (4). Similarly,

from (17), we can recover the constraint in (5) of Theorem (1).

In order to recover the sum-rate constraint in (6), we set

u = 1 and v = 2 and based on (18) we obtain

R12 + R21 ≤ min

{

b6(1, 2), b7(1, 2),
1

2
b8(1, 2)

}

. (163)

From the definition in (130) we have J2 = {(1, 2)}. Therefore,

by using (137), (149), and (150) we have

b6(1, 2)

= C
(

α1β21 + α2β12, α1(1 − β11 − β21) + α2(1 − β11 − β12)
)

= C
(

α1β21 + α2β12, α1(β12 + β22) + α2(β21 + β22)
)

. (164)

Likewise, from (138)-(139) and (146) we have

b7(1, 2) = C
(

α2(β12 + β21), 2α2β22

)

, (165)

and b8(1, 2) = C
(

2α2(β12 + β21), 2α2β22

)

. (166)

By noting that b7(1, 2) ≥ 1
2

b8(1, 2) we obtain

R12 + R21 ≤ min{b6(1, 2),
1

2
b8(1, 2)} = r1, (167)

which is the constraint in (6). Finally, by setting u = 1 and

v = 2 in (19), we find that 2R12 + R21 ≤ b9(1, 2). From

Equation (131), J3 = {(2, 2)}, applying which to (140), and

leveraging (146) and (26) yields

b9(1, 2)

= C
(

α2(β12 + β21) + α2β12, 2α2(1 − β11 − β12 − β21)
)

= C
(

α2(2β12 + β21), 2α2β22

)

= r ′
12, (168)

which is the constraint in (7). The constraint in (8) can be

recovered in a similar fashion.
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