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Abstract—A new broadcast strategy is designed for multiple
access communication with partial channel state information at
the transmitters. Specifically, a two-user multiple access channel
is considered, in which the state of each channel is known
only to its corresponding transmitter. In broadcast approaches,
in principle, the transmitter sends multiple independent super-
imposed information layers, where the rate of each layer is
adapted to a specific channel realization. The novel aspect of
the proposed strategy is that it adapts the designed codebooks
to the state of the whole network, which in contrast to the
existing ones in which each transmitter adapts its transmission
strategy only to the state of its direct channel to the receiver.
Noting that the contribution of each user to a network-wide
measure (e.g., capacity region) depends not only on the user’s
direct channel to the receiver, but also on the qualities of other
channels, in the proposed strategy the transmitters adapt their
transmissions to the combined states resulting from all users’
channels. This leads to a larger achievable rate region, which is
characterized and compared to two outer bounds. Furthermore,
the proposed strategy is proved to achieve the sum-rate capacity
asymptotically.

I. INTRODUCTION

Wireless channels are often subject to random variations
resulting from the surrounding environment, inducing uncer-
tainties about the channel state at all transmitters and receivers
in the network. While receivers can estimate the varying chan-
nel states with high fidelity, acquiring such estimates at the
transmitters via feedback from the receivers, incurs additional
communication and delay costs. In certain systems, it is not
always feasible for the transmitters to acquire the channel state
information (CSI) due to, e.g., stringent delay constraints or
excessive feedback costs. Under such assumptions, the notion
of outage analysis can be used for assessing the reliability of
wireless networks [1] and [2]. The outage and delay-limited
capacities are studied extensively for various channel models
(c.f. [3]-[8] and references therein).

An effective approach to circumvent CSI uncertainty at the
transmitters is a form of superposition coding, according to
which each transmitter splits its data stream into a number of
independently-generated coded layers with different rates. The
rate of each layer is adapted to a specific channel state. The
transmitter then superimposes and transmits all the generated
layers and the receiver decodes as many layers as the actual
quality of the channel affords.

The broadcast strategy was initially proposed for compound
broadcast channels [9]. Based on that, a broadcast strategy was
introduced in [10] for the slowly-fading single-user channel in
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which the transmitter sends the superimposed coded informa-
tion layers intended to different channel states, thus creating an
equivalent broadcast network. In such a network each channel
state is treated as a different receiver and considered to be
degraded with respect to a subset of the remaining states.
Hence, each receiver is able to decode its intended information
layer in addition to those adapted to all the channels with
degraded states.

The information-theoretic limits of the multiple access
channel (MAC) when all the transmitters and receivers have
complete CSI are well-investigated (c.f. [1], [11], [12]). How-
ever, when the transmitters have CSI uncertainties, the perfor-
mance limits are not fully known. The broadcast approach
is investigated for the two-user MAC with no CSI at the
transmitters (CSIT) in [13], [14], and [15]. In this paper, we
consider the two-user MAC in which the transmitters have
partial CSI. Specifically, each channel randomly takes one of
a finite number of states, and each transmitter only knows the
state of its direct channel to the receiver, while being unaware
of the state of the other transmitter’s channel. A similar model
for the two-state MAC is considered in [16], where it adopts
a broadcast approach designed for the single-user channel
and directly applies it to the MAC. Specifically, in [16] each
transmitter generates two coded layers, where each layer is
adapted to one of the states of the channel linking the other
transmitter to its receiver.

In this paper we propose a new strategy when the transmit-
ters have partial CSI, bearing in mind two important factors.
The first one is that the overall performance of the MAC
channel is affected not only by the direct channel connecting
each transmitter to the receiver, but also by the interference
resulting from the other transmitter’s channel. The second
factor is that each transmitter might be able to use the available
information about its channel state to adapt the number of
generated information layers to avoid causing any unnecessary
interference at the receiver side. Motivated by these, we
propose a strategy in which the information layers are adapted
to the combined state of the channels of both transmitters.

We start by analyzing a two-state channel, and provide
inner and outer bounds on the capacity region of the network
resulting from implementing the proposed broadcast approach.
We also compare the resulting average achievable rate region
with that of the approach in [16] to show the improvement
gained from adapting the coded layers to the combined states
of both transmitters’ channels. Furthermore, we prove that the
proposed strategy achieves the sum-rate capacity asymptoti-
cally. Finally, we discuss the generalization of the proposed
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strategy presented for the two-state channel model to the case
of any arbitrary finite number of channel states.

We remark that there exists rich literature on the
information-theoretic limits of the MAC under varying degrees
of availability of CSIT. Representative studies on the capacity
region include the impact of degraded CSIT [17], quantized
and asymmetric CSIT [18], asymmetric delayed CSIT [19],
non-causal asymmetric partial CSIT [20], and symmetric noisy
CSIT [21]. Furthermore, bounds on the capacity region of the
memoryless MAC in which the CSIT is made available to
a different encoder in causal or strictly causal manners are
characterized in [22]. Counterpart results are characterized for
the case of common CSI at all transmitters in [23], which are
also extended in [24] to address the case in which the encoder
compresses previously transmitted symbols in addition to
the previous states. In [25] and [26], the capacity region is
characterized for a two-user MAC where the CSI and the other
transmitter’s message are known causally or non-causally at
one of the encoders.

The remainder of the paper is organized as follows. The
finite state channel model is presented in Section II. The
rate-splitting and successive decoding strategies are provided
in Section III for the two-state channel model. The corre-
sponding achievable rate regions are derived and compared
to two outer bounds in sections IV and V, respectively. The
generalization of the proposed strategies to the finite channel
model is discussed in Section VI, and Section VII concludes
the paper.

II. CHANNEL MODEL

Consider a two-user fading MAC in which the channel
input-output relationship for one channel use is given by

Y =mhXi+heXo+ N, (D

where X is the signal of transmitter ¢ € {1, 2} with an average
transmission power constraint P, h; is the coefficient of the
channel linking transmitter ¢ € {1,2} to the receiver, Y is
the received signal, and N accounts for the additive white
Gaussian noise with zero mean and unit variance. The random
channel coefficients independently take one of ¢ € N distinct
values denoted by {\/a,, : m € {1,...,/}}.

Transmitter ¢ € {1, 2} is assumed to know only the state of
channel h;, and it is unaware of the actual realization of the
other channel. Also, the receiver is assumed to have access to
the full CSI. Depending on the actual realization of the channel
coefficients hy and ho, the multiple access channel can be in
one of £2 possible states. By leveraging the broadcast approach
(c.f. [10] and [15]), the communication model in (1) can be
equivalently presented by a broadcast network that has two
inputs X, and X, and ¢? outputs. Figure 1 depicts the network
model for ¢ = 2. Each output corresponds to one possible
combination of channels h; and hs. We denote the output
corresponding to the combination h; = \/a,, and hy = /oy,
for m,n € {1,...,¢} by

Ymn Y ale + A% anX2 + Nmn y (2)
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Figure 1: Equivalent broadcast channel for the two-user MAC

“=2).

where N,,, is a zero-mean unit-variance Gaussian random
variable. Without loss of generality, we assume that the
channel gains {a,, m € {1,...,¢}} are ordered as
0 < a1 < < ap < +o0o. We use the notation
C(z,y) = Jlogy(1 + ﬁ) throughout the paper.

III. RATE SPLITTING AND DECODING SCHEMES

In this section, we focus on the two-state channel (¢ = 2),
and provide the proposed rate splitting, codebook assignment,
and decoding schemes for the multi-terminal network depicted
in Fig. 1. In this network, corresponding to receiver Y,,,, the
state of channel hy = /v, is known only to transmitter 1 and
the state of channel hy = ,/a, is known only to transmitter 2.
Throughout this section, we refer to channel states o1 and s
as the weak and strong channels, respectively.

A. Rate Splitting and Adapting Layers to the MAC

Due to both direct and interfering roles of each transmitter,
the rates of the transmitted information streams need to be
adapted to the combined state of both transmitters’ channels.
Furthermore, by leveraging the available partial CSIT, each
transmitter can opportunistically sustain higher rates by adapt-
ing its transmission layers to the instantaneous state of its own
channel.

By taking into consideration these two observations, the
message of each transmitter is dynamically split into two
independent codebooks, depending on the actual state of the
channel known to the transmitter. Specifically, when transmit-
ter ¢ € {1,2} is in the weak state, it encodes its data stream
into one codebook denoted by U;. On the other hand, when
transmitter ¢ € {1,2} is in the strong state, it splits its data
stream into two layers denoted by Vi’ and V. Based on this
layering, codebook V7 (or V) is adapted to the state in which
the other transmitter experiences a weak (or strong) channel.
The details of information layering and assigning codebooks to
different channel states are depicted in Fig. 2. In this figure, the
cell corresponding to the combined state (v, ay,,) specifies
which codebook is assigned to that combined state.
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Figure 2: Layering and codebook assignments for users 1 and 2.

B. Decoding Scheme

In this subsection, we provide two successive decoding
schemes and characterize their corresponding achievable rate
regions. In both schemes, based on the structure of codebook
assignment presented in Fig. 2, the number of decodable code-
books for each transmitter increases as either the transmitter’s
channel becomes stronger, or the interfering link becomes
weaker. The main idea in these decoding schemes is that
two codebooks (V3 and V) are reserved to be decoded only
when both channels are strong. Except these two codebooks,
whenever the channels are in any other combined state (i.e.,
at least one is not strong), the receiver decodes all the layers
generated by transmitters 1 and 2 (except V' and V7).

In the first decoding scheme, demonstrated in Table I,
different combinations of the codebooks in different channel
states are decoded as follows.

o Network state (a1, «1): Both transmitters are in the weak
state and are aware of their channels. They generate
codebooks {U{,U%} according to Fig. 2. In this state,
the baseline layers U} and U? are jointly decoded.

o Network state (ao, @1): When only the channel of trans-
mitter 1 is strong, three codebooks are generated in-
cluding {Vi}, V3, U#}. As shown in Table I, codebooks
{Vit, U2} adapted to the weak channel state (a2, 1) are
decoded, while reserving codebook V5! for state (az, o).

o Network state (a7, cs): This state is similar to state
(a2, 1), except that the roles of transmitters 1 and 2
are swapped.

o Network state («s,s): Finally, when both transmitters
have strong channels, all the codebooks transmitted by
both transmitters are decoded in the order depicted in the
last row of Table I. It starts by decoding the baseline
layers, and at the end the layers reserved exclusively for
the channel combination (s, ag) are decoded.

We remark that compared with a similar network with
no CSIT, presented in [15], the major distinction is due
to the fact that each transmitter does not have a pre-fixed
layering strategy, and each transmitter selects its layering
approach dynamically, and based on the known instantaneous
channel realization. Furthermore, the major distinction with
a similar network with partial CSIT, presented in [16], is
due to the fact that we have reserved the two codebooks V5!

Table I: Successive decoding Scheme I

(ke ot [ 2 ]
(alval) U11’U12
(ag,oq) || Vi, U}
(041, a2) Ulla V12
(ag,a0) | V', VP | V5,V

and V22 to be decoded only when both channels are strong,
while the approach of [16] might decode them even if one
of the channels is weak. For instance, when the combined
channel state is (a1, o), the approach of [16] decodes four
codebooks, while in our proposed approach, we only decode
two codebooks {U{,V;?}. This leads to a larger achievable
rate region, which subsumes that of [16]. As shown later
via numerical evaluations, as the number of channel states
increases, the gap becomes even more significant.

The second successive decoding scheme is presented in
Table II. In this scheme, the set of codebooks decoded in each
channel state is precisely similar to those of the first decoding
scheme in Table I, except that all the codebooks are decoded
successively.

IV. ACHIEVABLE RATE REGIONS

In this section, we delineate the achievable rate regions for
the codebook assignment and successive decoding schemes
presented in Section III. These achievable rate regions encom-
pass the convex combinations of all simultaneously achievable
rates R}, and R} , which denotes the rates of information
streams U{ and V', respectively, for i,j € {1,2}. For
characterizing these regions, we define 3, € [0,1] as the
fraction of the power total power P assigned to information
layer V', where for i € {1,2} we have 25:1 53)]_ =1

In Theorem 1, we present the achievable rate region for the
the decoding scheme presented in Table I.

Theorem 1. For the successive decoding scheme in Table I,
the achievable rate region (R., , R} , R} ) for useri € {1,2}

Uy v1?

is the set of all rates that satisfy

R, < min{d,d>}, R2 < min{dy,dio}, (3)
R11)1 < min{ds, ds}, Rzl < min{dy1,d12}, (@)
Ry, < ds, R}, < dys, (5)
R. + R < ds, Rl +R2 < dy, (6)
R, +R. < di, RL +R2 < dis, %)
R), + R2, < ds, (8)

where constants {dy,...,di5} are defined in Appendix A.

Similarly, the achievable rate region corresponding to the
successive decoding scheme presented in Table II is charac-
terized in Theorem 2.
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Table II: Successive decoding scheme II

(hin) [ 1 [2]3]4]
(ar,00) || UL | U7
(ag, 1) | Vi | UF
(ar,00) || UL | VP
(a2, a2) Vll V12 Vzl V22

Theorem 2. For the successive decoding strategy in Table II,
the achievable rate region (R., ,Ri , R} ) for useri € {1,2}

Uy v1?

is the set of all rates that satisfy

R, <e, R. <ey, )
R, < es, R. <es, (10)
R})Z <ees, Riz < eg, (11)

where constants {ey,...,es} are defined in Appendix B.

Corollary 1. The maximum average rate achievable by the
decoding scheme in [16] does not exceed that achieved by
adopting the successive decoding scheme in Table II.

V. AVERAGE ACHIEVABLE RATE REGIONS

In this section, as a performance metric for the proposed
strategy, we compare the average achievable rate regions
characterized in theorems 1 and 2 with the capacity region of
the two-user MAC channel with full CSIT, as an outer bound.
Furthermore, we adapt the proposed codebook assignment
strategy to the two-user MAC in which partial CSIT is
available at one transmitter and full CSIT at the other, and
compare the average achievable rate region of the proposed
encoding strategy to the capacity region of the channel with
full CSIT. Note that this region also encloses the average
achievable rate regions of the codebook assignment proposed
in Section III, hence serving as a second outer bound.

Outer bound 1: The first outer bound is the capacity region
corresponding to the two-user MAC in which the transmitters
have complete access to the CSIT.
Outer bound 2: For the second outer bound we consider a
setting in which transmitter 1 is assumed to know the state
of its own channel, while being unaware of the channel state
of transmitter 2. Transmitter 2, on the other hand, has access
to the full CSI. In this setting, transmitter 1 designs two sets
of codebooks to be adopted depending on whether it is in the
weak state or in the strong state. Specifically, when the channel
state of transmitter 1 is weak, it transmits one information
layer denoted by W{. On the other hand, when it is strong,
it splits its message into two information layers denoted by
{51,583}, with the corresponding power allocation fractions
i+ and (1 — L), where B; € [0,1]. Transmitter 2, on
the other hand, is assumed to have access to the full CSI,
and it adjusts its transmission rate based on the combined
state of both channels. Specifically, for the combined channel
state (aw, a2), transmitter 2 transmits two information layers,
denoted by {57, 53}, with power allocation fractions 32 and

(1 —pB2), where 32 € [0,1]. Corresponding to any other
channel state combination, transmitter 2 transmits a single
layer. Hence, W? is reserved for state (a1, ), W3 for state
(a1, ), and W3 for state (ap, 7). It can be shown that by
using this codebook allocation and performing a successive
decoding strategy at the receiver, the average sum-rate capacity
can be achieved for this network. Theorem 3 summarizes the
average achievable rate region and identifies the area over

which capacity is achieved.

Theorem 3. For a two-user MAC with local CSI at transmit-
ter 1 and complete CSI at transmitter 2, the average achievable
rate region is the set of all average rates enclosed by the region
OABCDEO shown in Fig. 3. The average capacity region
is achieved along AB and DE, and the sum-rate capacity
is achieved along CD. The points O, A, B,C, D, and E are
given by (0,0), (0, f1), (f2, f1), (f3, fa), (f5, f6), and (f5,0)
specified in Appendix C.

TX, : full, TX, : full
TX, : partial, TX, : full

RZ,avg

Rl,avg
Figure 3: Outer bounds on the average achievable rate region.

In Figure 3, the region enclosed by OAXDFEO is the
average capacity region of a two-user MAC with full CSI
at each transmitter (outer bound 1), which encloses outer
bound 2. Parts of the achievable rate region described in
Theorem 3, i.e., AB and CDFE, coincide with the average
capacity region of the case of the two-user MAC with full
CSIT. Specifically, along the line C'D, the average sum-rate
capacity is achieved for the channel even though one of the
two transmitters has only local CSIT. It can be shown that if
both transmitters possess local CSIT, it is possible to achieve
an expected sum-rate that is close to outer bound 1, and the
sum-rate capacity is achieved asymptotically for low and high
signal-to-noise ratio (SNR) regions. This result is formalized
in Theorem 4.

Theorem 4. By adopting the codebook assignment presented
in Section HI, and setting 3}, = (3, = 2L, the sum-rate
capacity of a two-user MAC with full CSIT is asymptotically
achievable as P — 0 or P — oc.

VI. MULTI-STATE CHANNEL (¢ > 2)

In this section, we briefly discuss the generalization of the
encoding and decoding strategies proposed in Section III for
the case of the two-state channel to the /-state channel, where
¢ € N. When the number of possible realizations for
each transmitter’s channel is ¢, each transmitter will have ¢
different sets of codebooks each corresponding to a different
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Figure 4: Achievable rate regions for two-state channel.

state. Specifically, when transmitter ¢ € {1,2} knows that its
channel state is «; for j € {1,---,¢}, it transmits the set of
codebooks WJZ containing j layers. The decoding order for the
general case is similar the one used for the two-state channel
in Table I. In particular, in channel state (o, cv,) the receiver
successively decodes min{p, ¢} codebooks from each set of
codebooks transmitted by transmitter 1 and 2. Note that the set
of decoded codebooks in channel state (o, o) is related to
the previously decoded set of codebooks in state (ag—1, )
and (o, ap—1). Similar to the two-state channel, additional
codebooks can be decoded when either of the two channels
becomes stronger.

By numerical evaluations, it can be readily verified that the
average rates achieved by the proposed encoding and decoding
strategies is close to outer bound 1 over a large range of SNR
values. For the two-state channel model, Fig. 4 demonstrates
the average rate region for SNR = 10 dB, channel coefficients
var = 0.5, \/as = 1, and the channel probability model
P(h? = a;1) = P(h3 = ;) = 0.5. Different points on the blue
curve result from adopting different decoding orders of the
proposed codebook allocation strategy. For example, points B
and F are achieved by decoding and eliminating the first and
second transmitter’s messages, respectively, before decoding
the other transmitter’s message. Furthermore, point D is
obtained by implementing the decoding strategy described in
Table I, while point C' can be obtained using the successive
decoding order shown in Table II. Similarly, for a three-state
channel model, Fig. 5 demonstrates the average rate region
for channel coefficients /a1 = 0.5, /o = 0.7, \Jaz = 1,
and the channel probability model P(h? = ;) = P(h3 =
ai) = 0.6 and P(h? = ag) = P(h3 = a3) = 0.1. Point D
in Fig. 5 shows a considerable gain achieved by the proposed
joint decoding strategy compared to the sequential decoding
strategy in [16]. Hence, by adapting the number of codebooks
to the combined channel state as well as taking into account
the degradedness of the combined channel states with respect
to each other, the proposed joint successive decoding strategy
achieves higher average rates. Comparing these two figures
also shows that as the number of channel states increases,
the gap between the achievable rate region of our proposed

o =
© = b
T T

g
=

R ave (bits/channel use)

0.4+ !
- - -Outer Bound 1 |
0.2] |~e—Broadcast approach in [16] E
--e--Prposed broadcast approach
0O | | [ [ | L &F
0 0.2 1.2 1.4

04 06 08 1
R\ avg (bits/channel use)

Figure 5: Achievable rate regions for three-state channel.

approach and that of [16] increases.

VII. CONCLUSION

In this paper, we have proposed a novel broadcast approach
for the two-user multiple access channel where transmitters
have access to only their local channel state information
(CSI). In particular, each transmitter is assumed to know
the complete state information of its own channel to the
receiver, while being oblivious to the state of the other channel.
Existing broadcast strategies for such a channel model adapt
the number of codebooks designed at each user, as well as
their rates, to the state of its individual channel. The proposed
approach, in contrast, adapts the design of the information
layers to the combined states of the channels resulting from
all the transmitters. Achievable rate regions for the proposed
approach have been characterized, demonstrating that the
proposed approach and its associated achievable rate region
subsume those of the existing approaches. Furthermore, it is
established that the proposed strategy achieves the sum-rate
capacity asymptotically.

APPENDIX A
CONSTANTS OF THEOREM 1

dy =C(a1,0) (12)
dy =C (a1, 0287,) (13)
d3 =C (a2p),, a2p),) (14)
dy £2C (2B, 2Bl + aaf3l)) (15)
ds = C (azfl,.0) (16)
ds = C(201,0) (17)
dr = C (a1 +a2B2,a282) (18)
ds = C (2}, + a2f7,,0) (19)
dy = C(a1,0) (20
d1g 20 (041,0425;2) 21
din = C (2B, 2B2) (22)
diy =C (22, a2, + aaf)) (23)
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J1
f
fs

diz = C (a2f,,0) (24)
dy, 2C (2B, + ofB2, cofy, + aaf2) (25)
dis = C (a1 + 2B, a2BL) (26)
APPENDIX B
CONSTANTS OF THEOREM 2
e1 =C (o, az) 27
es =2C (04251,1,0425@2 + 042) (28)
es = C (B, a2fl)) (29)
es =C (o1,a28L) (30)
es 2C (o2 v170425 + af32)) (31)
e éC( 82.,0) (32)
APPENDIX C
CONSTANTS OF THEOREM 3
= q C(a1,0) + C(a2,0) (33)
2 pC (a1, 00) 4+ p C (o, az) (34)

= p C(ah O)

+5[C (0285, 02(1 = 8;,) + a1) + Claz(1 = B;,),0)]

(35)
f1 £ pq C(201,0) + (pq + pg) Can + az,0)
+pq C(202,0) — f3 (36)
f5 = Ca1,0) +p C(az,0) (37)
fo =pq C (a1, 01) +pq C (a2, a1)
+pq C (a1, a2) + pg C (g, as) (38)
where p = P(h? = 1), ¢ = P(h2 = ay), p = 1 — p, and

_ A
qg=1-—q.

(1]

(2]

(3]

(4]

(51

(6]

(71
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