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Evaluation of simulations of near-surface variables
using the regional climate model CCLM
for the MOSAiC winter period

Günther Heinemann1,*, Lukas Schefczyk2, Sascha Willmes1, and Matthew D. Shupe3,4

The ship-based experiment MOSAiC 2019/2020 was carried out during a full year in the Arctic and yielded an
excellent data set to test the parameterizations of ocean/sea-ice/atmosphere interaction processes in
regional climate models (RCMs). In the present paper, near-surface data during MOSAiC are used for the
verification of the RCM COnsortium for Small-scale MOdel–Climate Limited area Mode (COSMO-CLM or
CCLM). CCLM is used in a forecast mode (nested in ERA5) for the whole Arctic with 15 km resolution and
is run with different configurations of sea ice data. These include the standard sea ice concentration
taken from passive microwave data with around 6 km resolution, sea ice concentration from Moderate
Resolution Imaging Spectroradiometer (MODIS) thermal infrared data and MODIS sea ice lead fraction data
for the winter period. CCLM simulations show a good agreement with the measurements. Relatively large
negative biases for temperature occur for November and December, which are likely associated with a too
large ice thickness used by CCLM.The consideration of sea ice leads in the sub-grid parameterization in CCLM
yields improved results for the near-surface temperature. ERA5 data show a large warm bias of about 2.5�C
and an underestimation of the temperature variability.
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1. Introduction
Regional climate models (RCMs) are an important tool to
understand the recent and future climate change in the
Arctic. Parameterization of the stable boundary layer
(SBL) and sub-grid processes such as leads are major
challenges for atmospheric models. In most state-of-
the-art RCMs, leads are not realistically represented. Sea
ice is considered as a mean concentration over a model
grid box, and surface fluxes are computed according to
the fractions of water and ice. Most uncoupled RCMs
assume open water for the water fraction, which is unre-
alistic during winter, where leads and polynyas are
almost totally covered with thin ice very rapidly (Preußer
et al., 2019). The thin ice coverage has a large effect on
the surface fluxes and sea ice production (Gutjahr et al.,
2016).

Recent RCM intercomparison studies for the Arctic
were shown by Sedlar et al. (2020) and Inoue et al.

(2020). Both studies are for the Arctic summer in 2014.
Inoue et al. (2020) compared RCM data with a focus on
radiation and clouds for the ice-free ocean. Sedlar et al.
(2020) used measurements in the marginal ice zone with
only weak energy fluxes for the comparison of boundary
layer processes. A study for wintertime conditions is
shown by Heinemann et al. (2021) for a 4-week drift of
an icebreaker in the inner Arctic in 2019.

In the present paper, we use near-surface meteorolog-
ical data from the MOSAiC experiment during November
2019 to April 2020, where the German research vessel
“Polarstern” drifted with the ice in the inner Arctic
(Shupe et al., 2022). A meteorological tower was
installed on the sea ice, and atmospheric remote sensing
measurements as well as radiosonde ascents were per-
formed on the ship (Shupe et al., 2022). The data are
used for a verification of the RCM COnsortium for
Small-scale MOdel–Climate Limited area Mode
(COSMO-CLM or CCLM) with a horizontal resolution of
15 km (Figure 1). The sea-ice concentration (SIC) data are
from Advanced Microwave Scanning Radiometer
(AMSR2) data (Spreen et al., 2008). In addition, the
impact of considering SIC and sea ice leads from Moder-
ate Resolution Imaging Spectroradiometer (MODIS) data
(Willmes and Heinemann, 2016) is investigated. In con-
trast to previous studies like Heinemann et al. (2021), we
can study the model performance for a whole winter
season with an unprecedented suite of measurements.
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2. Model and data
2.1. MOSAiC data

During the MOSAiC experiment, comprehensive measure-
ments of the atmospheric boundary layer (ABL) were per-
formed during a full year in the Arctic. The German research
icebreaker Polarstern was the base of this experiment, and
during the first phase of the experiment Polarstern drifted
from the northern Laptev Sea with the transpolar drift
almost to Svalbard (October 2019 to mid-May 2020;
Figure 1). The drift was interrupted due to logistic reasons
(with a stay near Longyearbyen, Svalbard, from June 4 to 8,
2020) and the necessity to relocate the drift position, and
new drift phases took place from middle of June to end of
July and end of August to end of September 2020 (see
Shupe et al., 2022, for details). During the drift phases,
a central observatory was installed on the sea ice within
about 2 km of Polarstern. Part of this observatory was “Met
City,” which was at a distance of 300–600 m from the ship
and hosted a large number of measurement systems. In the
present study, we focus on the near-surface measurements
made at a 10-m-tower and a radiation station at Met City
and the measurements from the Polarstern meteorological
system. An overview of measurements relevant for the pres-
ent study is given in Tables 1 and 2. The measurements
from Polarstern are available continuously for the whole
period, while the Met City data have gaps due to the reloca-
tions of the observatory (Table 2). There are additional data
for the period between mid-May and mid-June at the
MOSAiC ice floe, when a remote station was installed in
the central observatory while Polarstern was gone (Shupe

et al., 2022). However, these data are not used for the
present study since we focus on the winter period from
November to April.

2.2. CCLM

The model used for this study is the nonhydrostatic
RCM COSMO-CLM or CCLM (Rockel et al., 2008; Steger
and Bucchignani, 2020, available at https://clmcom.
scrollhelp.site/clmcommunity). CCLM has been used for
several studies of air/sea-ice/ocean interactions and
boundary layer processes in polar regions (e.g., Bauer
et al., 2013; Gutjahr et al., 2016; Kohnemann and
Heinemann, 2021). Verification studies for CCLM have
been performed, for example, using standard weather
station data (Kohnemann et al., 2017; Platonov and
Kislov, 2020), radiosondes (Souverijns et al., 2019; Zentek
and Heinemann, 2020), and aircraft data for the katabatic
wind over Greenland (Heinemann, 2020). For the present
paper, CCLM is used with a horizontal resolution of about
15 km for the whole Arctic (C15; Figure 1). C15 took part in
two CORDEX model intercomparison studies in the Arctic
using ship-based measurements during summer (Inoue
et al., 2020; Sedlar et al., 2020).

Initial and boundary data are taken from ERA5 (Hers-
bach et al., 2020) with hourly resolution (Table 3). The
model is used in a forecast mode (reinitialized daily at 18
UTC, spin-up time of 6 h) for October 2019 to September
2020 (the period of the MOSAiC experiment). No nudging
is performed during the run. Model output is available
every 1 h. In the vertical, the model extends up to

Figure 1. Model domain of the CCLM model. Model domain with 15 km resolution with topography and AMSR2 sea
ice concentration for April 23, 2020. The green line shows the entire track of Polarstern, the 3 drift phases are marked
in blue, orange, and violet. The black line marks the winter period November to April with dates of selected ship
positions.
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22 km with 60 vertical levels; 12 levels are below 500 m in
order to obtain a high resolution of the boundary layer.
The first model level is at 5 m above the surface. Sea ice
concentration as shown in Figure 1 is taken as daily data

from an AMSR2 dataset with 6 km resolution (Spreen
et al., 2008). In addition, daily SIC and information about
sea ice leads are taken from MODIS data for November
2019 to April 2020 (see Table 3 and Section 2.3). Sea ice

Table 1. MOSAiC measurements from Polarstern meteorological system (Knust, 2017) (data provider: AWI)

Quantity Instrument Height, Position

Temperature and
humidity

HMP 155 (Vaisala, Finland) mounted in radiation shield, not
ventilated

29 m (portside and starboard)

Wind speed and
direction

2D-sonic (Thies, Germany) 39 m (portside and starboard)

Cloud ceiling Cloud ceilometer CL51 (Vaisala, Finland) 20 m (portside, maximum range of
15,000 m)

Water temperature PT-100 (Thies, Germany) –5 m (portside and starboard)

Global radiation Pyranometer (CM11, Kipp & Zonen, Netherlands) 34 m (crow’s nest)

Visibility FS11 (Vaisala, Finland) 20 m (portside, maximum range of
75,000 m)

Pressure Electronic barometer (SETRA B270, Setra Systems Inc., USA) 16 m (reduced to sea level)

Precipitation SRM 450 (Eigenbrodt, Germany) 34 m (crow’s nest)

Data availability October 1, 2019, to September 30, 2020

Table 2. MOSAiC measurements from Met City including the 10-m tower (Cox et al., 2021) and the radiation
station (Riihimaki, 2021; data provider: 1: University of Colorado/NOAA, or 2: U.S. DOE ARM program)

Quantity Instrument Height (Nominal)

Temperature and
humidity1

Vaisala PTU307 (2 m), and HMT337 (6, 10 m) 2, 6, and 10 m

Wind speed and
direction1

3D-sonic (Metek, Germany) u-Sonic Cage MP 2, 6, and 10 m

Turbulent fluxes1 3D-sonic (Metek, Germany) u-Sonic Cage MP 2, 6, and 10 m

Surface
temperature2

Derived from up- and down-looking Eppley Laboratory Precision Infrared
Radiometer (assumed emissivity of 0.985)

3 m

Radiation (4
components)2

Eppley Laboratory Precision Infrared Radiometer (PIR) and Precision Spectral
Pyranometer (PSP), both up- and down-looking

3 m (down-looking), 1 m
(up-looking)

Data availability October 15, 2019, to May 10, 2020, June 24 to July 29, 2020, August 29 to September 18, 2020

Table 3. Configuration of the CCLM simulations

Forcing
Vertical/Horizontal Resolutions,

Lowest 3 Levels Run Mode
Sea Ice Concentration (SIC)

and Thickness

ERA5 60 levels, 14 km

5, 16, and 31 m

Forecast mode (reinitialized at 18
UTC, 6-h spin-up)

AMSR2 and MODIS (SIC)

PIOMAS, daily data

Run name SIC and thin ice thickness

C15 AMSR2 SIC, “pole hole” filled with SIC = 100%

C15MOD MODIS SIC with gap filling by AMSR2 data

C15MOD0 SIC computed from 12-km lead fraction (LF) taking SIC = 0 for leads with gap filling by C15MOD data

C15MOD0h As C15MOD0, but assuming that half of the LF area has SIC = 0

C15MOD0htit As C15MOD0h, but with doubled sub-grid-scale thin ice thickness
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thickness is prescribed daily from interpolated Pan-Arctic
Ice Ocean Modeling and Assimilation System (PIOMAS)
fields (Zhang and Rothrock, 2003). Topography data are
taken from Hastings and Dunbar, 1999. A full technical
documentation of the CCLM model is given in Zentek
(2019). Modifications were introduced in CCLM for the
SBL, which improve the simulations of the surface inver-
sion over ice surfaces (Zentek and Heinemann, 2020; Hei-
nemann, 2020). One main modification was the reduction
of the minimal values of the diffusion coefficients for heat
and momentum from originally 0.4 m2/s to 0.01 m2/s.
The cloud schemes are described in Doms et al. (2013).
The cloud schemes include cloud water, cloud ice, rain,
snow, and graupel as 3-dimensional prognostic variables
using a bulk microphysics parameterization scheme. The
radiative transfer scheme (Ritter and Geleyn, 1992) is
based on a d-2-stream solution of the radiative transfer
equation and is solved for 8 spectral intervals for each
model layer considering cloud water droplets, cloud ice

crystals, water vapor, ozone, carbon dioxide, and other
minor trace gases as well as aerosols (Doms et al., 2013).

CCLM was adapted to polar regions by implementing
a 2-layer sea ice model (Table 4) and a tile approach for
sea ice (Gutjahr et al., 2016; Heinemann et al., 2021). The
tile approach includes the parameterization of the sub-
grid-scale ice thickness (thin ice in leads and polynyas),
a parameterization of the sea ice form drag (Lüpkes and
Gryanik, 2015) and parameterizations for the roughness
length of heat according to Andreas (1987), see Table 5.
These parameterizations are the same as in Heinemann
et al. (2021), the only difference is that a different rough-
ness length parameterization for thick ice is used. Since
the roughness length proposed by Weiss et al. (2011) for
closed pack ice resulted in an underestimation of the wind
speed (Heinemann et al., 2021), we choose for closed thick
pack ice a value of 2.5 � 10�3 for the drag coefficient as
proposed by Elvidge et al. (2016), which corresponds to
a value for the roughness length of 3.3 mm.

Table 4. Characteristics and parameterizations of the sea ice model used in CCLM

Sea Ice Physics Parameterization References

Thin ice (0.01–0.2 m) No snow layer Schröder et al. (2011)

Thick ice (>0.2 m) Variable snow layer (10% of the ice thickness) Heinemann et al. (2021)

Penetration of solar
radiation

In snow and ice layer Perovich (2007)

Temperature gradients
in ice and snow

Nonlinear depending on layer thickness Mironov et al. (2012)

Albedo Modified Køltzow scheme, depending on temperature and ice thickness
(including a melt pond parameterization)

Køltzow (2007), Gutjahr et al.
(2016)

Grid-scale ice
thicknesses

SIC > 0.7: PIOMAS

SIC � 0.7: depending on temperature and SIC

Zhang and Rothrock (2003),
Heinemann et al. (2021)

Sub-grid-scale thin ice in
leads and polynyas

Variable, computed from thermodynamic ice growth with a bulk
approach over a time period of 24 h for polynyas (SIC � 0.7) and 6 h
for leads (SIC > 0.7), respectively.

Heinemann et al. (2021)

Table 5. Boundary layer parameterizations in CCLM

Roughness Lengths Parameterization References

Ocean Modified Charnock relation Charnock (1955)

Sea ice Roughness length for momentum (z0): dependent on ice
thickness and SIC; roughness length for heat (zT): ratio zT/z0
dependent on roughness Reynolds number, form drag

Andreas (1987), Weiss et al. (2011),
Lüpkes and Gryanik (2015), Elvidge
et al. (2016)

SBL

Minimum diffusion
coefficients

0.01 m2/s Zentek and Heinemann (2020),
Heinemann (2020)

Asymptotic mixing
length

Depending on TKE and stability Hebbinghaus and Heinemann (2006)

Tile approach for sea ice

Surface classes Grid-scale ice (all thicknesses �1 cm), sub-grid-scale thin ice
(1–20 cm), open ocean

Heinemann et al. (2021)
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2.3. MODIS data

2.3.1. MODIS leads retrieval

We use daily binary lead maps that are derived from
MODIS thermal infrared imagery (Reiser et al., 2020). In
this dataset, a lead is considered as a significant local
surface temperature anomaly with respect to the sur-
rounding thick sea ice. As such, depending on lead width,
both open water and thin ice covered lead pixels are auto-
matically detected at a spatial resolution of 1 km2. False
classifications due to thermal signatures of unidentified
clouds and classifications with high uncertainty are fil-
tered out using a fuzzy approach and marked as artifacts
(Willmes and Heinemann, 2016).

Figure 2 shows an example of the distribution of leads
for January 28, 2020. The high-resolution lead map
(Figure 2a) shows that leads are ubiquitous in the inner

pack ice, and some leads extend over distances of 200 km
and more in length, but their width is on a kilometer scale
or less. The leads detected in the lead retrieval with 1 km
resolution may have a scale of less than 1 km, as long their
thermal signal is strong enough (an example is shown in
Figure S1). For the use in the CCLM model, a lead fraction
(LF) distribution with 12 km resolution was calculated
(Figure 2b). The thermal signature of leads used in the
retrieval is also associated with very strong exchange of
heat and moisture between the relatively warm ocean and
the cold winter atmosphere, leading to a warming of the
ABL (Lüpkes et al., 2008).

The lead fraction around Polarstern is shown in Fig-
ure 3 for a radius of 10 km, 20 km, and 50 km. The gaps
occur for days when there is no coverage by MODIS data
because of clouds or due to the filtering of lead pixels with

Figure 2. MODIS lead retrievals January 28, 2020. (a) Sea ice lead map (1 km resolution) for January 28, 2020, from
MODIS thermal infrared data (blue/orange: lead pixels with high/lower detection certainty); (b) lead fraction with
12 km resolution for January 28, 2020. The position of Polarstern is indicated by a red dot.

Figure 3. Daily lead fraction from MODIS data along the Polarstern drift. Daily lead fraction from MODIS data for
November 2019 to April 2020 along the Polarstern drift within a radius of 10, 20, and 50 km.
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high uncertainty. Within a 10 km radius, which is approx-
imately the C15 grid size, lead fractions reach 10% on many
days, on a few days even 20% is reached. The same holds
for the larger radii of 20 km and 50 km, which are more
typical for the effective resolution of CCLM due to the
numerical discretization (Zentek et al., 2016). For some
days, the lead fractions for the larger radii are higher than
for the smaller radius, which suggests that heat advection
from the surrounding grid points may also affect the Polar-
stern grid point.

2.3.2. MODIS SIC retrieval

The MODIS lead product provides information about the
sea-ice surface that can be transformed into an alternative
sea-ice concentration boundary field for the simulations
that exceeds the spatial resolution of passive microwave
products. Given that during winter, regions of low ice
concentration in the central pack are caused by leads we
can convert the MODIS lead maps to a MODIS sea-ice
concentration product. Therefore, we consider the SIC to
be 100% where no lead is present and calculate SIC within
leads based on the tie-points of the freezing temperature
of sea water (–1.8�C) and the surface temperature of the
surrounding thick ice (Drüe and Heinemann, 2004).

AMSR2 data are used for filling the gaps in the MODIS
SIC field.

Different C15 runs have been performed using SIC
from AMSR2 and MODIS data (see Table 3): The reference
run (C15) uses AMSR2 SIC, a second run (C15MOD) uses
the SIC from the merged MODIS/AMSR SIC, and a third
run (C15MOD0) uses the lead fraction (LF) map in addi-
tion, where leads are considered to be ice-free in the initial
field for CCLM. In a fourth run (C15MOD0h), we assume
that only half of the LF area is ice-free in the initial field
for CCLM. This is motivated by the fact that the area of
sub-grid-scale thin ice is overestimated when using LF,
since there are many leads smaller in width than the
MODIS resolution. Leads are considered in the sub-grid
sea ice parameterization in CCLM, and the thin ice thick-
ness for each pixel is computed by thermodynamic growth
during the daily initialization of the sea ice model (see
Table 4). In a fifth run (C15MOD0htit), the same SIC as in
C15MOD0h is used, but with doubled thin ice thickness in
leads.

The effect of the different sea ice concentration fields
on the simulated surface temperature is demonstrated in
Figure 4 for an example on January 28, 2020. The
C15MOD run (Figure 4b) shows some warmer spots com-
pared to the reference run (e.g., in the Kara Sea), but the

Figure 4. Simulated surface temperature for January 28, 2020. Daily mean of the simulated surface temperature
with different sea ice concentration data sets for January 28, 2020 from (a) the C15 reference run (AMSR2 data), (b)
the C15MOD run, (c) the C15MOD0 run, and (d) the C15MOD0h run.
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impact is small for most areas. This results from the fact
that the SIC in leads in the MODIS data is larger than 90%
in most cases and there is only a small fraction of sub-grid
thin ice in the C15 grid box. This fraction increases if the
leads are considered to be ice-free when calculating the
grid-scale sea ice concentration in the C15MOD0 run
(Figure 4c) and C15MOD0h run (Figure 4d). In this case,
the leads are better considered in the sub-grid-scale
parameterization (see Figure 2), and temperatures are
slightly lower in the C15MOD0h run because of the
reduced area of thin ice. The thin-ice thickness in leads
varies between 1 cm and 15 cm for this example (not
shown). Temperatures for the C15MOD0htit run (Figure
S2a) are similar to the C15MOD0h run.

The composite of MODIS ice surface temperature (IST)
data on January 28, 2020 (Figure S2b) shows good agree-
ment for the broad temperature distribution. However,
the IST product used here (Hall and Riggs, 2021), which
has an accuracy of about 2�C (Hall et al., 2004), contains
many pixels that are contaminated by clouds leading to
artifacts in the IST data. In addition, the composite of
MODIS IST is not a real average, since this is an overlay
of all satellite swaths with IST values at different times.
There is also a sampling problem with respect to satellite
swath times and cloud-free conditions. In contrast, the
method for detecting sea-ice leads used in the present

paper uses an additional cloud filter, which removes most
artifacts. A quantitative comparison between MODIS IST
and CCLM IST as shown in Heinemann et al. (2021) would
require additional filtering of MODIS data and selecting
cloud-free grid points in CCLM, which is beyond the scope
of the present study.

Since the C15MOD/C15MOD0h runs are very similar to
the C15/C15MOD0htit runs, we focus on the comparison
of the C15, C15MOD0, and C15MOD0h runs in the
following.

3. Results
3.1. Comparison of CCLM simulations with

Polarstern observations

3.1.1. Case studies for selected periods

The measurements of the wind at 39 m and the temper-
ature at 29 m for January 2020 are shown in Figure 5
together with the simulation results at the 31-m level.
Wind speeds are moderate most of the time, but for the
end of January the wind speed exceeds 10 m/s associated
with cyclonic events. The measurements show variations
on the sub-daily scale, which are most pronounced during
frontal passages (e.g., January 18, 27, and 30). The tem-
peratures drop below –30�C during these events, which
were followed by warming periods. Wind directions show
also remarkable changes during the passage of cyclones

Figure 5. Near-surface quantities from simulations and Polarstern measurements for January 2020.Mean sea
level pressure (top panel), temperature (lower panel), and wind speed and direction (middle panels) for January 2020
for the Polarstern observations (1 h values, levels at 29 and 39 m for temperature and wind, respectively, black) and
C15 simulations at 31 m (1 h values, red).
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and frontal systems. The simulations agree very well with
the measurements for pressure, wind speed and direction.
Too low temperatures are simulated particularly for cool-
ing periods with relatively low wind speeds.

We will now look at the cooling event occurring on
January 27 and 28 in more detail. A map of mean sea
level pressure (MSLP), 2-m temperature and wind for Jan-
uary 27 is presented in Figure S3, which shows Polarstern
in a warm sector prior to the passage of a cold front. The
start of the cooling event is observed at about 10 UTC on
January 27 (Figure 6), when the temperature drops from
about –22�C to about –35�C. This is associated with a drop
of the wind speed below 5 m/s. The temperature stays
near –35�C for about 18 h and begins to rise in the second
half of January 28. The cloud base observations show low
clouds before the cooling event and no clouds in the
lowest 10 km during the cold phase. Very low cloud base
heights are observed in the second half of January 28. As
a measure of the presence of clouds in the simulations, we
take the sum of the total integrated cloud water and cloud
ice content (QCIT). In agreement with the observations,
the simulations show very low QCIT during the cooling
event and the next 18 h, but some clouds between 06 and
12 UTC on January 28, when the observations indicate
cloud-free conditions. In the CCLM simulations, the tem-
perature drop is similar as in the observations, but all
simulations are too cold prior to the cooling event. C15

(SIC from AMSR) is the coldest run with SIC of 100%
throughout these two days. C15MOD (SIC from MODIS)
is only slightly warmer. The warmest run is C15MOD0,
which has a SIC of about 95% on January 27 and of about
90% on January 28. The effect of the daily restart is
reflected by the jump in temperatures and SIC at 00 UTC.
It should be kept in mind that 23 UTC is at the end of the
30 h forecast of CCLM and 00 UTC is a 6 h forecast ini-
tialized with different synoptic conditions. The
C15MOD0h and C15MOD0htit runs are also very similar
and simulated temperatures are between the C15 and
C15MOD0 runs, which reflects the dominant influence
of the SIC. In contrast, the ERA5 data show higher tem-
perature values and a much weaker cooling.

Other interesting cases are shown in the supplemen-
tary material. For a cooling event associated with cloud-
free conditions during February 14 and 15 (Figure S4a),
the SIC is 100% for all simulations, but the C15MOD0 and
C15MOD0h runs are several �C warmer than the C15 run,
which indicates that advection from surrounding grid
points is dominating. During the cloud-free period Febru-
ary 28–29 (Figure S4b), the observed temperature is
almost constant at about –35�C, and the C15 run is up
to 10�C colder than the observations. The C15MOD0 run is
closest to the observations, and the temperature differ-
ence between the runs is dominated by the differences
in SIC. A contrasting example is shown in Figure S5a for

Figure 6. Near-surface quantities from simulations and Polarstern measurements for January 27 and 28,
2020. Measured and simulated quantities at Polarstern for January 27 and 28, 2020. Polarstern observations for
temperature and wind were at 29 m and 39 m, respectively (black), CCLM simulations (different colors, see Table 3
for different setups of the runs) for temperature and wind are taken at 31 m. Lower panel: temperature; middle panel:
wind speed (lines) and SIC (stars); upper panel: sum of the total integrated cloud water and cloud ice content (QCIT) of
the simulations (only for C15 [red dots] and C15MOD0 [blue dots]) and measured cloud base height (Ceil, black dots).
ERA5 data (light blue) for the 2-m temperature and 10-m wind are shown for comparison. All data are 1h-values (SIC
data shown only every 6 h).
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the beginning of March, when exceptional high lead frac-
tions are present (see Figure 3). While there is a large
underestimation of the temperature by C15 on March 2
and 3, the C15MOD0 run is closest to the observations.
This changes on March 4 and 5, when the C15MOD0 run
is much too warm. The reason is the very low SIC, which is
even below 70%, so that the grid point is treated as
a polynya, where the grid-scale ice thicknesses is reduced
in the model (see Table 4). Again, there are mostly cloud-
free conditions on March 4 and 5 in observations and
simulations. Low clouds are present on March 6 and all
simulations of the temperature are close to the observa-
tions. On April 7 (Figure S5b), SIC in C15 is slightly lower
than for C15MOD0, and all simulations are slightly too
warm. On April 8, a cooling takes place under cloud-free
conditions, which is overestimated by C15.

The situation on March 4 leading to the large differ-
ence of the C15MOD0 simulations compared to the obser-
vations is shown in Figure S6 for the composite of MODIS
IST data and the daily average of the C15MOD0htit run.
Polarstern is located in an area with scattered tempera-
tures of about –30�C in the simulation. The MODIS IST are
about 10�C colder in the Polarstern area, while higher
temperatures similar to the simulation are present close
to Greenland. A closer look at the area around Polarstern
(Figure S7) shows many leads with a warm anomaly, but
the IST in the leads is very low (about –30�C). This means
that the leads are covered by relatively thick ice or their
width is much less than the MODIS resolution. Taking the
lead fraction for the computation of SIC for the simula-
tions leads to the overestimation of the temperature for
this situation.

It has to be noted, that all case studies show local
conditions at the Polarstern position and that 3-
dimensional effects like advection have to be considered
for local changes. The relation of local SIC to the air tem-
perature will be further discussed in Section 4.

3.1.2. Statistics for months and the winter season

The monthly statistics of the comparison of C15,
C15MOD0 and C15MOD0h with Polarstern observations
for November 2019 to April 2020 are shown in Figure 7.
For this comparison, data were linearly detrended for the
calculation of correlation coefficients (r). The standard
deviation (STDV) is the de-biased RMSE. The temperature
bias for C15 is largest in November and December (around
–4�C). It decreases to around –2�C in January/February
and is very small in March/April. A large improvement can
be seen for C15MOD0 for November to February, where
around 1�C higher temperatures compared to C15 are
simulated.While the C15 and C15MOD0 runs have almost
no bias in April, a large positive bias of 2�C occurs for
C15MOD0 in March, which is caused by a few days with
huge biases as discussed above. Temperatures of the
C15MOD0h runs lie between C15 and C15MOD0 (except
for April). The correlation coefficients for temperature are
variable with highest values in April. The wind speed is
simulated very well with almost no bias by all runs, and
the STDV is smaller than 1.5 m/s in all simulations. The
pressure bias is relatively large particularly for November–
February, but correlations exceed 0.99. CCLM tends to
simulate too high pressure during high pressure situa-
tions, which can be seen in Figure 5 for the period Jan-
uary 21–27, while differences are small during cyclonic
events.

The overall statistics of the comparisons for wind, tem-
perature and downward shortwave radiation for the whole
winter are presented in Figure 8. In addition, the results
are shown for ERA5 data. As already seen in Figure 7, the
C15MOD0 run including sea ice leads has a smaller bias
for the temperature than C15. In contrast, ERA5 data show
a relatively large positive bias of 2�C. Wind speed shows
small negative biases of about 0.5 m/s for all models.
Downward shortwave radiation (only for March and April)
shows almost no bias for the CCLM runs and a negative

Figure 7. Comparison of simulations and Polarstern observations for monthly data. Bias (dots) and STDV
(squares) for the comparison of C15 (black), C15MOD0 (blue), and C15MOD0h (orange) with Polarstern
observations for November 2019 to April 2020 based on hourly data. Correlation coefficients (detrended data) for
each month are shown as labels at the STDV data. (a) 30-m temperature, (b) 30-m wind, (c) mean sea level pressure
(correlation coefficients are almost identical for all CCLM runs).
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bias of about 10 W/m2 for ERA5, but large STDV of 40–
50 W/m2 for all models. In order to quantify a mean daily
temperature amplitude, the time series were low-pass fil-
tered using a Gaussian filter with a filter width of 36 h.
The low-pass filtered time series was then subtracted from
the original time series, which yields a detrended time
series with daily variations. As a measure of the mean daily
amplitude the difference between the 90% and 10% per-
centiles of the daily variations was calculated. The simu-
lated average temperature amplitude of C15 is about 1�C
larger than the observations, C15MOD0h yields a slight
improvement, and C15MOD0 reproduces the observations
almost perfectly. In contrast, ERA5 largely underestimates
the temperature amplitude by about 3�C.

3.2. Comparison of CCLM simulations with Met City

observations

3.2.1. Statistics for months and the winter season

While the measurements from Polarstern meteorological
system are performed routinely without special mainte-
nance of the instruments, the tower and radiation mea-
surements were supervised frequently during the
experiment. The Met City data are available with only few
short gaps during the whole winter period. Data at differ-
ent levels, all 4 components of the radiation fluxes and
turbulent fluxes were measured (see Table 2). Here, we
focus on the 2-m temperature, the 10-m wind, and 2-m-
specific humidity, which is a standard output of RCMs. It
should be noted that these quantities are not at the model
levels (see Table 3) and are interpolated in CCLM from the
5 m and 16 m (wind) and 5 m and surface values (tem-
perature, specific humidity).

The comparison for the different months (Figure 9)
shows that the temperature bias is slightly smaller than

for the Polarstern data, and again the C15MOD0 run
shows a reduced bias for November to February compared
to C15. STDV and correlations are similar for Polarstern
and tower data. The overestimation of the temperature for
March for C15MOD0 is even larger than for Polarstern
data, while C15MOD0h reduces this bias considerably. The
wind speed bias is very small (absolute values smaller than
0.5 m/s), and also the STDV is smaller than 1.5 m/s. The
2-m-specific humidity is underestimated for all runs par-
ticularly for November/December, and the absolute value
of the bias is smaller than 0.1 g/kg for other months.

The comparison of the downward longwave radiation
for different months (Figure 10a) shows an underestima-
tion of 10–15 W/m2 for November and December and
only small biases for January to April (values are almost
identical for all CCLM runs for downward radiation fluxes).
STDV is between 20 and 30 W/m2 and correlation coeffi-
cients are between 0.6 and 0.9. Downward shortwave radi-
ation (Figure 10b) is only present for March and April and
shows a small bias and correlation coefficients larger than
0.9. Absolute values of the net radiation bias (Figure 10c)
are relatively small (around 5 W/m2), STDV for the net
radiation is between 15 and 20 W/m2.

The overall statistics of the comparisons with Met City
measurements for the whole winter are presented in Fig-
ure 11. In addition, the results are shown for ERA5 data.
The C15MOD0 run improves the temperature bias by
more than 1�C. ERA5 data show a relatively large positive
bias of more than 2�C. Wind speed for CCLM runs shows
very small negative biases of about –0.2 m/s, while ERA5
has a positive bias of around 0.5 m/s. The simulated aver-
age temperature amplitude of the CCLM runs is close to
the observations, while ERA5 largely underestimates the
temperature amplitude by more than 3�C. The statistics

Figure 8. Comparison of simulations and Polarstern observations for the winter. Bias (dots) and STDV (squares)
for the comparison of C15 (black), C15MOD0 (blue), and C15MOD0h (orange) and ERA5 (light blue) with Polarstern
observations for November 2019 to April 2020 based on hourly data for 30m-temperature (Temp.), 30m-wind (Wind)
and downward shortwave radiation (Kdown, values are almost identical for all CCLM runs). The temperature
amplitude (T amplitude) is the difference between the 90% and 10% percentiles (after subtraction of the low-pass
filtered time series, see text).
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for the downward shortwave radiation show a small bias
for the CCLM runs and ERA5, and STDV values of 20–
25 W/m2 for all models, which is much smaller than for
the Polarstern data (this difference will be studied further
in the next section). The bias for the downward longwave
radiation is also small. The bias for the net radiation is
close to zero for the CCLM runs, and slightly negative for
ERA5. If only data of the months December to February
are considered (Figure S8), the results are similar as for the
whole winter period.

Figure 12 shows a more detailed view of the statistics
of the comparison, including the frequency distribution of
measured and simulated values as well as their differ-
ences. In general, CCLM has the tendency to slightly over-
estimate the frequency of temperatures larger than –20�C
and smaller than �35�C (Figure 12a). The peak in the
differences is in the range –2�C to 0�C, and there are only

few cases with differences larger in magnitude than 6�C.
In contrast, ERA5 strongly underestimates the frequency
of temperatures below �30�C, while the frequencies of
temperatures in the range �24�C to �20�C are strongly
overestimated (Figure 12c). The peak in the differences is
in the range 2�C–4�C. For wind, almost all speed ranges
are simulated well by CCLM (Figure 12b), while ERA5
overestimates the frequency of wind speeds above 6 m/s
and underestimates the frequency of weaker winds
(Figure 12d).

3.2.2. Detailed study of radiation fluxes

The overall statistics for the shortwave radiation have
shown large differences between the measurements at
Met City (Figure 11) and Polarstern (Figure 8). These
differences are also reflected in the frequency distribu-
tions, which show a huge range of differences, with some

Figure 9. Comparison of simulations and tower observations for monthly data. Bias (dots) and STDV (squares) for
the comparison of C15 (black), C15MOD0 (blue) and C15MOD0h (orange) with tower observations for November
2019 to April 2020 based on hourly data. Correlation coefficients (detrended data) for each month are shown as labels
at the STDV data. (a) 2-m temperature, (b) 10-m wind, (c) 2-m-specific humidity.

Figure 10. Comparison of simulations and Met City radiation observations for monthly data. Bias (dots) and
STDV (squares) for the comparison of C15 with Met City observations for November 2019 to April 2020 based on
hourly data. Correlation coefficients (detrended data) for each month are shown as labels at the STDV data. (a)
downward longwave radiation (Ldown), (b) downward shortwave radiation (Kdown), (c) net radiation (C15MOD0
and C15MOD0h shown in addition). Net radiation is defined as the sum of net longwave radiation (L* = Ldown-
Lup) and net shortwave radiation (K* = Kdown-Kup).
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more than 100 W/m2, for the comparison with Polarstern
data (Figure 13b). In contrast, differences compared to
Met City data are generally smaller than 50 W/m2 with
a peak in the range ±20 W/m2 (Figure 13a).

The differences for the downward shortwave radiation
of Polarstern and Met City data can clearly be seen in the
time series for April 2020 (Figure 14). Polarstern data are
similar to the Met City data, but show much larger max-
ima for many days. This is particularly pronounced for the
period April 21–27, 2020, which is a cloudless period (as
indicated by the low values of the downward longwave
radiation and the cloud base measurements, not shown).
One likely reason for this effect is rime forming during the
“night” on the pyranometer domes of the Polarstern
instruments, which causes diffuse radiation on the sensor
and leads to increased values. Since there is no mainte-
nance for the Polarstern pyranometer, this effect is present
until the rime has sublimated. The right subpanel of
Figure 14 supports this hypothesis, since a clear daily
cycle of the temperature at 29 m is present, and the rel-
ative humidity typically exceeds 85%. Riming on the pyr-
anometer was confirmed by the Polarstern webcam for
April 25 and 26, but not for April 22–24. However, a dis-
turbance by a nearby crane, reflections of the ship’s
exhaust-gas plume and reflections by the ship for certain
solar zenith angles may also play a role in creating peaks
in the pyranometer data. There was also shading by the
ship superstructure for a few hours for very low sun ele-
vation angles. The CCLM simulations of the downward
shortwave radiation agree almost perfectly with the Met
City data for this cloudless period.

The simulated downward longwave radiation for April
2020 (Figure 14) shows good agreement with the Met

City data, while a slight underestimation occurs for some
low values. This underestimation is likely caused by too
little moisture in the lower troposphere, since the simu-
lated downward longwave radiation is correlated with the
integrated water vapor content of the lowest 2000 m (see
below). In mid-April, 2 warming phases separated by
a cooling event on April 16–18 occurred, which are also
captured well by the CCLM simulations of the downward
longwave radiation.

The distribution of the downward longwave radiation
for the whole winter (Figure 15a) shows an overall good
agreement with a slight underestimation by CCLM of the
frequency of very low values. The majority of differences is
in the range ±20 W/m2. This comparison is similar for the
net radiation (Figure 15b), where CCLM shows too many
values below –60 W/m2, but again an overall good agree-
ment. When looking only at clear conditions, which are
defined here as QCIT < 0.002 kg/m2, the overestimation
of the frequency of low Ldown values is more pronounced
(Figure S9a), but also an underestimation of the frequency
of values larger than 160 W/m2 can be seen. The differ-
ence distribution (Figure S9b) shows the highest fre-
quency at –10 to –20 W/m2. The 2-m humidity
difference for clear conditions (Figure S9c) shows the ten-
dency for an underestimation (mean bias of 0.08 g/kg).

The downward longwave radiation is a main driver of
the surface temperature during winter. Figure 16 shows
the dependence of the surface temperature (T0) simulated
by C15MOD0 on the simulated downward longwave radi-
ation (Ld). These quantities are well correlated, and a drop
to very low temperatures can be seen for Ld smaller than
140 W/m2, which is even more pronounced for the C15
run (Figure S10). A similar behavior can be seen for the

Figure 11. Comparison of simulations and Met City observations for the winter. Bias (dots) and STDV (squares)
for the comparison of C15 (black), C15MOD0 (blue), C15MOD0h (orange) and ERA5 (light blue) with Met City
observations for November 2019 to April 2020 based on hourly data for 2-m temperature, 10-m wind, downward
shortwave radiation (Kd, only for March and April), downward longwave radiation (Ld) and net radiation (Q0). The
temperature amplitude (T amplitude) is the difference between the 90% and 10% percentiles (after subtraction of the
low-pass filtered time series).
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observations. This cooling occurs for clear-sky situations
leading to a strong cooling of the snow layer. The regres-
sion shows a sensitivity of about 6 W/m2/K. The scatter

around the regression line is associated with the longwave
radiation balance (color coded in Figure 16), again similar
in CCLM and the observations. In ERA5, there is no snow

Figure 12. Frequency distributions of tower measurements and simulations for wind and temperature.
Frequency distributions of measured (tower) and simulated values (1 h values) and their differences for C15MOD0
(a, b) and ERA5 (c, d) for November 2019 to April 2020: (a/c) 2-m temperature, (b/d) 10-m wind speed.
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layer, and the surface temperature adapts more readily to
the heat flux from the ice, which has a much larger inertia
than the isolating snow layer. This leads to an underesti-
mation of the sub-daily temperature variability (see
Figures 8 and 11) and a warm bias.

The impact of the lower tropospheric humidity and
temperature on the downward longwave radiation (Ld)
is shown in Figure 17. The mean specific humidity (QL)
and the mean temperature of the lowest 2000 m (TL) were
computed from the hourly C15MOD0 profiles, since these
quantities can be considered as the main factors for con-
trolling Ld for conditions without low-level clouds. The
presence of clouds is described by QCIT, and clear-sky
conditions are assumed for QCIT < 0.002 kg/m2. For
cloudy conditions (Figure 17a), Ld is largely influenced
by QCIT. For clear-sky conditions (Figure 17b), Ld is cor-
related to QL (slope of about 90 W/m2/(g/kg). Ld is also
correlated to TL (slope of about 4 W/m2/K), but there is
a large scatter for temperatures higher than –25�C, where

Ld is dominated by QL. In conclusion, the underestima-
tion of Ld of typically 20 W/m2 for clear-sky conditions
and low temperatures would correspond to an underesti-
mation of TL by about 5�C or to an underestimation of QL
by about 0.2 g/kg. This difference is in the range of the
differences found when comparing the CCLM 2-m mixing
ratio with the tower observations for clear-sky conditions
(Figure S9).

4. Discussion
The data of MOSAiC offer new opportunities for the ver-
ification of RCMs, since there exist only few verification
data sets over sea ice for the inner Arctic during winter.
However, strong interactions of the atmosphere with the
sea ice and ocean occur during winter, which have strong
impacts on the ABL. The presence of SBL during winter
over sea ice and sea ice leads are a challenge for the
parameterizations of RCMs. The MOSAiC experiment cov-
ers a whole winter period for thick sea ice conditions and

Figure 13. Frequency distributions of measurements and simulations for downward shortwave radiation.
Frequency distributions of measured and simulated downward shortwave radiation (Kdown, 1 h values) and their
differences for C15MOD0 for November 2019 to April 2020: for (a) Met City and (b) Polarstern data.
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is comparable only with the SHEBA campaign (1997–
1998; Uttal et al., 2002), which was intensively used for
model verification (Rinke et al., 2006).

A recent winter experiment for April 2019 for thick ice
in the inner Arctic (Heinemann et al., 2021) was used for
the verification and development of new ABL and sea ice
parameterizations in CCLM, which led to the CCLM ver-
sion used in the present study. They found a slight
underestimation of the downward longwave radiation of
11 W/m2, and a small positive bias in downward short-
wave radiation (13 W/m2), which are both in agreement
with the present study, when comparing to the Met City
data. For the 2-m temperature, they found a bias of –1.1�C
and an RMSE of 2.5�C (corresponding to a STDV of 2.2�C).
These results are comparable with the results of the pres-
ent paper for April 2020, where a slight negative bias
(–0.3�C) and a STDV of 2.6�C is found for C15. In contrast,
large negative biases are present for November and
December 2019.

For the net radiation, the emission of the surface and
the surface albedo play an additional role. For the upward
radiation fluxes (and albedo) it has to be taken into
account that the measurements represent a specific ice
floe, while the model represents a grid scale of 15 km,
and ice conditions are different from reality (see below).
This makes a comparison of upward radiation fluxes and
net radiation more difficult compared to temperature and
wind, where a blending of the influences of different sur-
face types in the surroundings of the measurement site
occurs. However, the net radiation has a bias of around
±5 W/m2 for the winter months and almost zero for the
winter mean, but has an RMSE of about 20 W/m2.

The representation of sea ice is of large importance for
the simulation of near-surface quantities during winter.
The sea ice thickness for the grid-scale ice in our simula-
tions is taken from PIOMAS data (Zhang and Rothrock,
2003). The development of the ice thickness along the
Polarstern track for November 2019 to April 2020 is
shown in Figure 18a. The data used in CCLM agree well
with data of CryoSat/SMOS observations (Ricker et al.,
2017) within 25 km of Polarstern (Krumpen et al.,
2021), but in situ measurements of the ice thickness on
and near the MOSAiC floe yield much lower values. The in
situ measurements T62 and T66 were taken at the ice
coring sites on the floe (Lei et al., 2021). For November,
the ice thickness at different positions on the floe mea-
sured about 0.4 m and 0.8 m, while our simulations
assume an ice thickness of 1.2 m. The differences are
similar for December, and it is likely that a too large ice
thickness is the reason for the large negative tempera-
ture biases of CCLM for November and December 2019.
When the ice thickness increases during the course of the
winter (to about 1.5 m in the measurements in April) the
effect of the difference in ice thickness gets smaller.

A second aspect of the sea ice representation is the
consideration of the sea ice thickness on the sub-grid-
scale of the model. As in most uncoupled RCMs, we use
a tile approach with flux averaging according to SIC. Thin
ice thickness (TIT) in the nonice fraction is computed by
thermodynamic growth in our simulations, which is
a more realistic approach than to assume open water
because rapid sea ice formation occurs in winter leads.
Figure 18b shows TIT in leads at the Polarstern grid point
from C15MOD0 and C15MOD0htit as used for the

Figure 14. Comparison of downward radiation fluxes from measurements and simulations for April 2020.
Downward shortwave radiation (Kd, top panel) and downward longwave radiation (Ld, lower panel) for April 2020 for
the Met City data (black), Polarstern data (PS, blue), and CCLM simulations (red). The right panel shows the period
April 22–26, 2020, with temperature and relative humidity (RH) of Polarstern observations in addition (all data are
1 h values).
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computation of sub-grid fluxes. The majority of TIT values
is below 0.06 m for C15MOD0 and below 0.12 m for
C15MOD0htit. As shown by Gutjahr et al. (2016) for
polynyas, even a few centimeters of thin ice have a
strong effect on the heat fluxes during winter. For the
Polarstern grid point, the influence of doubling the TIT
in C15MOD0htit has a small impact on the near-surface
temperature in general.

A third aspect to consider is the representation of sea
ice distribution and concentration. We find that using SIC
including sea ice leads from MODIS data improves the
simulation compared to the use of SIC from AMSR-E data
by reducing the temperature bias by about 1�C. This effect
is a result of the local sub-grid flux calculations, but advec-
tive effects from surrounding grid points play also a role.
Since the fraction of leads in a 20 km radius around Polar-
stern is larger than 5% on many days during winter, the
heat input to the atmosphere by leads is an important
factor for the ABL (Lüpkes et al., 2008). This is demon-
strated in Figure 19, which shows the frequency distribu-
tion of the SIC differences between the C15MOD0 and

C15 (AMSR) runs (Figure 19a) and the IST differences
(DT0) against the differences in 5-m temperatures (DT5
m, Figure 19b). SIC is the same for both runs about
60% of the time, but there are positive as well as negative
values for the differences. The time series of SIC (Figure
S11) shows that positive values (SIC from AMSR lower
than for C15MOD0) occur mostly in the second half of
April, but there are also cases in February and March.
Negative values occur throughout the winter, but the peak
of low SIC in C15MOD0 at the beginning of March is
outstanding (Figure S11).

For situations when the air temperature is driven by
the surface one would expect a good relation between DT0
and DT5 m (Figure 19b). This can be seen for positive and
negative ranges (note that points overlap). The negative
range (negative DT0 and negative DT5 m) is generally
associated with positive DSIC, that is, SIC in C15MOD0
is larger than in C15. In the positive range IST differences
larger than 5�C are also related to DSIC (SIC in C15MOD0
is smaller than in C15). However, there are many data
points with a small difference in surface temperature, but

Figure 15. Frequency distributions of measurements and simulations for downward longwave radiation and
net radiation. Frequency distributions of measured (Met City) and simulated radiation fluxes (1 h values) and their
differences for C15MOD0 for November 2019 to April 2020: (a) downward longwave radiation (Ldown), (b) net
radiation.
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Figure 16. Scatter plots of surface temperature against downward longwave radiation. Scatter plots of the
surface temperature against downward longwave radiation as simulated by (a) C15MOD0, (b) Met City data, and (c)
ERA5. The color code is the net longwave radiation (in W/m2). Full lines are the linear regressions of the respective
data.

Figure 17. Scatter plots of downward longwave radiation against lower tropospheric humidity and
temperature. Scatter plots of the downward longwave radiation as simulated by C15MOD0 against specific
humidity (QL, a, b) and temperature (TL, c) for the lowest 2,000 m. (a) all data with the sum of cloud water and
cloud ice color coded; (b) as (a) but only for clear conditions; (c) only clear conditions with QL color coded. Full lines
are the linear regressions of the respective data.

Figure 18. Sea ice thickness as used by CCLM and measured data. (a) Grid-scale sea ice thickness as used by CCLM
(daily PIOMAS data) for the grid point of Polarstern, daily CryoSat/SMOS data from (Krumpen et al., 2021), daily in situ
measurements of the ice thickness at different positions on (T62, T66) and near (T56) the MOSAiC floe (Lei et al.,
2021); (b) frequency distribution of sub-grid-scale thin ice thickness (TIT, computed daily) for the grid point of
Polarstern for C15MOD0 and C15MOD0htit for November 2019 to April 2020.
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a large difference in air temperature, which indicates that
temperature advection is present.

The C15MOD0 runs that use the MODIS lead fraction
(LF) for SIC have shown that there are situations like for
March 4, 2020, when the SIC gets too small resulting in an
unrealistic high air temperature. This can occur, if a ther-
mal anomaly of leads in MODIS IST is present (so they are
detected as leads), but the IST in the leads is very low
(–30�C). Thus it is likely that these leads are smaller than
the MODIS resolution, and the use of the LF results in an
underestimation for the SIC. As a consequence, an
improvement of the lead product from MODIS seems to
be necessary. One approach could be to provide the IST
and the background temperature of thick ice for each lead
pixel. This would allow for a variable weight of the use of
the LF for the SIC in the model depending on the IST and
its anomaly in leads.

Besides the representations of the sea ice characteris-
tics the ABL, parameterizations are also important. Our
CCLM version uses a turbulence scheme for the SBL that
was adapted to yield a better representation of the near-
surface temperature and the SBL structure over polar ice
sheets (Heinemann, 2020; Zentek and Heinemann, 2020).
The modifications in the sea ice model and the tile
approach (see Table 5) introduced by Heinemann et al.
(2021) resulted in a good agreement with observations
over sea ice. The present study confirms this finding for
the MOSAiC data for the whole winter, but there is the
tendency of the model to produce too low temperatures
during clear-sky cooling phases.

5. Summary and conclusions
Measurements of near-surface variables during a whole
winter period in the inner Arctic have been performed
during MOSAiC. The state-of-the-art RCM CCLM with 15
km horizontal resolution was evaluated using measure-
ments from the Polarstern meteorological system and at
Met City near the ship. The impact of using MODIS-derived

sea ice lead distributions was investigated. The main
conclusions from this study are as follows:

– CCLM simulations show good agreement with the
measurements for the near-surface variables for
the whole winter (negative biases of 1�C–2�C for
temperature, –0.2 m/s for wind speed). Relatively
large negative biases of 3�C–4�C for temperature
occur for November and December, which are
likely associated with a too large ice thickness
used by CCLM.

– The inclusion of a snow layer on the sea ice is
essential for the representation of the sub-daily
surface temperature variability. As most reana-
lyzes such as ERA5 assume a constant ice thick-
ness without a snow layer, the surface
temperature variability is underestimated and
a warm bias occurs (Batrak and Müller, 2019).

– A tile approach should be used to consider sub-
grid fluxes over sea ice. The sub-grid parameteri-
zation should account for thin ice in leads and
polynyas.

– The use of MODIS-derived sea ice lead distribu-
tions improves model temperature biases but can
lead also to an unrealistic warming for a few
cases. An improvement of the sea ice lead product
for the use in models is necessary.

– Radiation fluxes are generally represented well by
CCLM (biases of ±5 W/m2), while an underesti-
mation is found for very low values of the
downward longwave radiation, which is likely
related to an underestimation of the humidity of
the lower troposphere. The use of shortwave
fluxes from the Polarstern meteorological system
is not recommended, if riming conditions or dis-
turbances by the ship are possible.

MOSAiC observations represent a valuable dataset for
the inner Arctic during winter. These data will be used in

Figure 19. Frequency distribution of SIC differences and scatter plot of IST and air temperature differences
for the grid point of Polarstern. (a) Frequency distribution of the SIC differences between the C15Mod0 and the
C15 run (bins of 0.02). (b) Scatter plot of IST and 5-m temperature differences between the C15MOD0 and the C15 run
(hourly data, SIC difference color coded).
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the future by the MOSAiC consortium and other groups
for the verification of state-of-the-art RCMs, weather fore-
cast, and process models.

Data accessibility statement
The observational data will be made publicly available
prior to January 1, 2023, on the MOSAiC archives. The Met
City data of near-surface meteorology and surface energy
flux measurements from the University of Colorado/
NOAA surface flux team are available through the Arctic
Data Center (arcticdata.io, Cox et al., 2021, and in part
from the DOE Atmospheric Radiation Measurement Pro-
gram archive (Riihimaki, 2021). Polarstern data are avail-
able by dship.awi.de/Polarstern.html. Model data are
available on PANGAEA (https://doi.org/10.1594/
PANGAEA.944502). ERA5 data are available on the Coper-
nicus Climate Change Service (C3 S) Climate Data Store.
https://cds.climate.copernicus.eu/#!/search?text=ERA5&
type=dataset. MODIS data are available at https://nsidc.
org/data/MOD29/versions/6 (accessed on January 3,
2022).
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nyi, A, Muñoz-Sabater, J, Nicolas, J, Peubey, C,
Radu, R, Schepers, D, Simmons, A, Soci, C,
Abdalla, S, Abellan, X, Balsamo, G, Bechtold, P,
Biavati, G, Bidlot, J, Bonavita, M, Chiara, G,
Dahlgren, P, Dee, D, Diamantakis, M, Dragani,
R, Flemming, J, Forbes, R, Fuentes, M, Geer, A,
Haimberger, L, Healy, S, Hogan, RJ, Hólm, E,
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Lüpkes, C, Vihma, T, Birnbaum, G, Wacker, U. 2008.
Influence of leads in sea ice on the temperature of
the atmospheric boundary layer during polar night.
Geophysical Research Letters 35(3). DOI: https://doi.
org/10.1029/2007gl032461.

Mironov, D, Ritter, B, Jan-Peter, S, Buchhold, M, Lange,
M, MacHulskaya, E. 2012. Parameterisation of sea
and lake ice in numerical weather prediction models

Art. 10(1) page 20 of 22 Heinemann et al: Evaluation of atmospheric model simulations for the MOSAiC winter period

https://doi.org/10.1029/2004GL020808
https://doi.org/10.1029/2004GL020808
https://doi.org/10.1007/BF00121562
https://doi.org/10.5194/acp-16-1545-2016
https://doi.org/10.5194/acp-16-1545-2016
https://doi.org/10.5194/tc-10-2999-2016
https://doi.org/10.5194/tc-10-2999-2016
https://doi.org/10.1109/TGRS.2004.825587
https://doi.org/10.1109/TGRS.2004.825587
https://doi.org/10.5067/MODIS/MOD29.061
https://doi.org/10.5067/MODIS/MOD29.061
https://www.ngdc.noaa.gov/mgg/topo/report/globedocumentationmanual.pdf
https://www.ngdc.noaa.gov/mgg/topo/report/globedocumentationmanual.pdf
https://doi.org/10.1016/j.coldregions.2006.05.003
https://doi.org/10.1016/j.coldregions.2006.05.003
https://doi.org/10.3390/atmos11060571
https://doi.org/10.3390/atmos12020174
https://doi.org/10.1002/qj.3803
https://doi.org/10.1029/2020JD033904
https://doi.org/10.17815/jlsrf-3-163
https://doi.org/10.33265/polar.v40.3622
https://doi.org/10.33265/polar.v40.3622
https://doi.org/10.1175/JCLI-D-16-0693.1
https://doi.org/10.1175/JCLI-D-16-0693.1
https://doi.org/10.1029/2006JD007693
https://doi.org/10.1029/2006JD007693
https://doi.org/10.5194/tc-15-3897-2021
https://doi.org/10.1594/PANGAEA.938244
https://doi.org/10.1594/PANGAEA.938244
https://doi.org/10.1002/2014JD022418
https://doi.org/10.1002/2014JD022418
https://doi.org/10.1029/2007gl032461
https://doi.org/10.1029/2007gl032461


of the German Weather Service. Tellus A: Dynamic
Meteorology and Oceanography 64(1): 17330. DOI:
https://doi.org/10.3402/tellusa.v64i0.17330.

Nixdorf, U, Dethloff, K, Rex, M, Shupe, M, Sommer-
feld, A, Perovich, DK, Nicolaus, M, Heuzé, C,
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