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ABSTRACT

High harmonic spectra for H, and Hj are simulated by solving the time-dependent Kohn-Sham equation in the presence of a strong
laser field using an atom-centered Gaussian representation of the density and a complex absorbing potential. The latter serves to miti-
gate artifacts associated with the finite extent of the basis functions, including spurious reflection of the outgoing electronic wave packet.
Interference between the outgoing and reflected waves manifests as peak broadening in the spectrum as well as the appearance of spurious
high-energy peaks after the harmonic progression has terminated. We demonstrate that well-resolved spectra can be obtained through the
use of an atom-centered absorbing potential. As compared to grid-based algorithms, the present approach is more readily extensible to larger

molecules.
Published under an exclusive license by AIP Publishing.

I. INTRODUCTION

The experimental study of molecules and materials under short,
intense femtosecond and even attosecond laser pulses is becoming
possible due to the advent of ultra-short pulse technology based on
high harmonic generation (HHG). ~ This has enabled the develop-
ment of soft x-ray and extreme ultraviolet laser pulses with ultrafast
time resolution,” " even in tabletop instruments,” ~ which promises
to make this technology more widely available in the near future.
The strong-field phenomena that can be probed with this new
generation of instruments pose challenges to well-developed the-
oretical models that work in the perturbative (weak-field) regime,
as new phenomena arise in strong electric fields. These include
above-threshold ionization, non-sequential ionization, multipho-
ton ionization, delayed photoemission, and HHG. Attosecond
experiments'’ are expected to provide fundamental probes of elec-
tron correlation and ultrafast charge migration in both molecules
and materials. The theoretical description of this emergent

physics promises to push the envelope of computational quantum
chemistry.

In the context of time-dependent density functional theory
(TDDFT), strong-field phenomena cannot be described within
the linear-response approximation®’ that has become essentially
synonymous with the moniker of TDDFT, at least within the quan-
tum chemistry community.”* In principle, an exact theory can still
be formulated even in the strong-field or non-perturbative regime
based on the direct solution of the time-dependent Kohn-Sham
equation. " This approach is often called “real-time” TDDFT,
although we prefer the term time-dependent Kohn-Sham (TDKS)
theory. In practice, however, there are significant questions as to
whether existing exchange-correlation functionals that invoke the
adiabatic approximation are up to the task, although improv-
ing the description of the derivative discontinuity improves the
description of ionization, even within the adiabatic approximation.

In the present work, we examine the HHG phenomenon in
simple test cases, namely H; and H,, using an atom-centered
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Gaussian representation of the Kohn-Sham orbitals. Previous TDKS
simulations of HHG in H, have emphasized the importance of
using an exchange-correlation functional with correct asymptotic
behavior.”® * In some calculations, this has been achieved using
either time-dependent Hartree-Fock (TDHF) theory or else the
closely related time-dependent configuration interaction singles
(TD-CIS) method.”” ** Functionals with an explicit self-interaction
correction have also been employed,”” as this helps with the
aforementioned derivative discontinuity. Recently, the use of range-
separated, “long-range corrected” (LRC) hybrid functionals’" ** has
been considered for the simulation of HHG in H, and other small
molecules,”” and for strong-field photoionization.””” As compared
to either generalized gradient approximations (GGAs) or even global
hybrid functionals, LRC functionals do a much better job of approx-
imating the derivative discontinuity.”’ The simulations presented
herein will be based upon the LRC-wPBE functional,* as in some
previous simulations of HHG.*

Rather than wusing a grid-based algorithm to integrate
either the time-dependent Schrodinger equation or the TDKS
equation,”’""*”> we follow the path established by Saalfrank,
Luppi, and others™ """’ using atom-centered Gaussian basis
sets to represent the density. This makes TDKS simulations
accessible with widely available, general-purpose quantum chem-
istry codes, and the compactness of the Gaussian representa-
tion offers the possibility to extend TDKS calculations to larger
molecules than are feasible in grid-based representations. Even
for H,, where both approaches are feasible, the Gaussian repre-
sentation is found to be at least an order of magnitude more
efficient,” meaning minutes instead of hours of computer time
to obtain a spectrum.”” Furthermore, only the Gaussian repre-
sentation is scalable to larger molecules. This efficiency might
be used, for example, to simulate HHG in liquids,” crystalline
solids, " or nanostructured materials,”” * all of which have been
realized experimentally. For HHG in liquids, the role of molec-
ular disorder has been emphasized,”® suggesting that model sys-
tems larger than a single molecule are required to understand this
phenomenon.

That said, previous work on small-molecule HHG has empha-
sized the important role that is played by Rydberg and continuum
states,” """ which is unsurprising given the role of tunneling ion-
ization in the HHG process,”””""" yet these states are not well
described by standard Gaussian basis sets and very diffuse basis
functions are required.”*""**”® Even so, a strong laser field will
push the electronic wave packet into regions of space where sup-
port from the atom-centered basis functions is waning, and this
will manifest as spurious reflection of that wave packet by the
artificial potential wall created by the lack of basis function sup-
port. To circumvent this problem, previous work on strong-field
electron dynamics within an atom-centered Gaussian represen-
tation has employed a heuristic finite-lifetime model in which
unbound states are given complex energies, corresponding to finite
lifetimes.4l>.4|5(137‘6*)

As an alternative, we replace the heuristic lifetime model with
the machinery of a complex absorbing potential (CAP). Such poten-
tials are often used for the description of metastable electronic
states whose wave functions are not square-integrable.”’ "> CAPs
are also used as absorbing boundary conditions in wave packet
quantum dynamics calculations,”” including grid-based simulations
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of strong-field electron dynamics.’””*""* "% The CAP is trivial
to implement within a real-space grid representation of the wave
function, but versions have also been developed for atom-centered
Gaussian basis functions.”””” "’ Atom-centered CAPs have been
used to study strong-field ionization via TD-CIS (rather than TDKS)
simulations, ™’ ° % because self-interaction error is known to signif-
icantly suppress the strong-field ionization rate.”” To the best of our
knowledge, however, it has not been demonstrated that HHG spec-
tra can be simulated in this way, namely, using a combination of
atom-centered Gaussian basis functions and an atom-centered CAP.
HHG spectra have been simulated using TD-CIS simulations with
Gaussian basis sets,”**”° " with heuristic lifetime models instead
of a CAP. Grid-based simulations reveal that simulated HHG spec-
tra can be quite sensitive to the CAP parameters,”” which therefore
need to be tested for this new choice of representation.

In the present work, we examine the extent to which the har-
monic sequence can be simulated all the way through the cutoff
value by combining Gaussian-orbital-based TDKS simulations with
a CAP, which functions to absorb the leading portion of the outgoing
wave packet that is generated by the strong laser pulse, preventing it
from reflecting off of the edge of the finite basis and thereby creat-
ing an artificial interference pattern that can lead to spurious peaks
in the high harmonic spectrum or else destroy the progression of
harmonics altogether.

Il. THEORY
A. High harmonic generation

The theoretical description of HHG, including the semiclassi-
cal three-step “recollision model,” has been discussed and reviewed
elsewhere.”'”'>*’ This material is summarized briefly in order to
place the TDKS simulations in context.

Consider a monochromatic laser pulse whose electric field is

E(t) = & cos(wot), (1)
and which is linearly polarized in the z direction. For an electron that

is ejected at time f = tip; with no initial velocity, setting z(tini) = 0
= Z(fini ), one obtains’

z(t) = é[cos(wot) — cos(wotini) + (woto — wotini ) sin(wotini)]-

3

(2)

The kinetic energy of this electron is
Exg = 2UP [sin(wot) - sin(wotmi)]z, 3)

where
202 2
eEy el

b 5 5 (4)

4 mwy;  2epcmwy

is the ponderomotive energy for laser intensity I=ceoEp/2,"”
defined as the time-averaged kinetic energy for the electron in the
oscillatory laser field. A convenient formula is
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Up/eV =9.337 x 10 ( ! ) (i) , (5)
W cm? / \ ym

where A and I are the wavelength and intensity of the driving field,
respectively.” The electron recombines with its source at time trec
when z(trec) = 0. The energy of the emitted photon created by the
recombination event is

hy = EKE(trec) + IE, (6)

where “IE” is the ionization energy of the molecule. The maximum
photon energy (cutoff energy fiwcyeofr) is determined using the max-
imum kinetic energy in Eq. (3) under the constraint that z(trec) = 0
in Eq. (2). This results in an empirical cutoff law,

hwcutoff =a Up + e IE, (7)

where ¢; and ¢, are constants. The values®” ¢; =3 and ¢; =1
are widely quoted,'” although others have suggested ¢; = 3.17 and
¢ =1, ¢ =3.17 and ¢, = 1.32,°° or else ¢; = 3.34 and ¢, = 1.83.%
However, harmonic progressions obtained from TDKS simulations
may extend beyond this semiclassical cutoff law,* even for Hj at the
TDHEF level where there are no electron correlation effects.”

Defining a phase 6 = wot, with an initial (¢ = tin;) value Oin;
and a recombination (f = trec) value B, the pair of values Oy + nm
and Orec + nyr also satisfy z(6) =0 for integer values of n. Both
the displacement z and velocity z change sign every half cycle,
z(0) = —z(6 — 7). As a result, the harmonic field Eung(t) can be
expressed as’

Eunc(t) =+ f(t+2mfwo) — f(t+m/wo) + f(t) = f(t —m/wo)
+ f(t-2m/wo) =+ -+ (8)

for some function f(t). Following a Fourier transformation, Eq. (8)
has nonzero values only at odd harmonic numbers. Within a semi-
classical picture, the HHG spectrum of a molecule in a strong laser
field thus consists of odd multiples of wo, up to the cutoff frequency,
Wcutoff-

B. TDKS simulations

A rigorous description of TDKS theory from first principles can
be found in the work of Gross et al.,”*”” and pedagogical treatments
can be found in more recent reviews.””” The adiabatic approxi-
mation (i.e., locality in time) is assumed throughout this work so
that the time dependence of the exchange-correlation functional
is carried strictly by the time-evolving density, p(r,t); ground-
state functionals are therefore used without alteration. The time-
dependent electron density is expressed in terms of time-dependent
Kohn-Sham molecular orbitals (MOs),

occ

p(r.t) = % (e 1) ©)

Following a perturbation to the ground-state density, these MOs
propagate in time according to the TDKS equation:
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e _
ik g = Fyi(r, ). (10)

This is the one-electron analog of the time-dependent Schrédinger
equation, and the Fock operator F functions as the effective Hamilto-
nian. The equation of motion for each v, is numerically integrated to
obtain time-evolving MOs v, (r, t), starting from ground-state MOs
at t = 0. The functions y, (r,0) are eigenfunctions of F.

Equation (10) can be rewritten as an equivalent equation of
motion for the density matrix P(¢), which is the matrix repre-
sentation of p(r,t) in some orthonormal basis. (This basis could
simply be the Kohn-Sham MO basis.) Addition of a CAP makes
F non-Hermitian, so the appropriate equation of motion for
P(t) is

dp
ih"— = FP - PF. 11
ih— (11)

Integration of Eq. (11) affords the time-dependent density matrix,
P(t). We express the time propagation of the latter as

P(t+At) = U(t + At, t) P(t) U' (¢ + AL, 1), (12)

where U(t + At,t) is a unitary time-propagation operator for the
time step t — t + At. Because both P and F in Eq. (11) are time-
dependent quantities, the definition of U(# + At, t) involves time-
ordering of the matrices F(¢') at points ¢’ along the integration
(t<t' <t+At), or else a Magnus expansion of nested commu-
tators.”* Various forms for U(# + At, t) have been discussed in pre-
vious work,”” including schemes that iterate the time propagation to
self-consistency over the course of a single time step from ¢ to ¢ + At.
In the present work, we use the modified-midpoint algorithm,”’
corresponding to a propagator

Uy = exp [-i(Af) Fyiapa] (13)

that updates the density matrix from ty to ty41 =ty + At. The
quantity Fy.1/2 is the Fock matrix at t = ty + At/2.

For a molecule in a laser field, the Fock operator F consists of
a field-free molecular part (F,) augmented with an additional term
& - rinvolving the time-dependent electric field vector, £(t). In addi-
tion, we add a CAP of the form —iWcap(r), which is discussed in
detail below. Both these additional terms added to Fy take the form
of real-space potentials, and the total Fock operator including these
additional terms is

E=Fo+ E>t)-r—iWw (x)
= B —iw P (r), (14)

where F' = Fy + £(t) - r.

Our implementation of the CAP is similar to that used
by Schlegel and co-workers to study strong-field ionization
dynamics,”” ** and which we have previously used to compute
broadband x-ray absorption spectra.” The real-space function
WP (r) is constructed from a set of overlapping, atom-centered

spherical potentials, each of which is zero within a cutoff radius
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ro and then rises quadratically with curvature #. Explicitly, these
functions are

%“u>:{“

i [t =Ryl < 7o, (15)
n(le =R =r0)"  [r=Re| > ro

for k=1,2,...,Na, where R, indicates the location of the kth
nucleus and Ny is the number of atoms. The numerical value of
WECAP (1) is taken to be the minimum value of all the functions
ffAP(r), except that to avoid numerical problems, we impose a
maximum value En,y = 10E, where Ey, indicates the Hartree atomic
unit of energy. The same tactic has been used in TDKS simula-
tions of photoionization.””’””* Schlegel and co-workers suggested
setting ro at 3.5 times the atomic van der Waals radius, and they
used r = 9.524 ay for hydrogen,”””* which is the value used in many
of the calculations reported below although we also explore the use
of larger and smaller values of ry. The overall CAP function that

appears in Eq. (14) is given by
WA (r) = min{ Emax f77 (0, .0 N0 () ). (16)

The matrix representation of W is required in order to
propagate the Liouville-von Neumann equation. Introducing atom-
centered Gaussian functions { gﬂ(r)} for the atomic orbitals (AOs),
this representation becomes

WY = [ ) W) g(r) (17)

The integral is evaluated by numerical quadrature using the DFT
quadrature grid.”” The matrix W does not depend on time and
can be constructed once at the beginning of a TDKS simulation, and
is then added to the Fock matrix F(t) at each time step. Note that
WP s a symmetric matrix and therefore -iW<*" in Eq. (14) is
skew-Hermitian, meaning that F is not Hermitian despite the fact
that Fy is real and symmetric at t = 0 when the CAP is turned off.
Turning on the CAP abruptly at ¢ = 0 spoils the stationarity of the
ground state, but that property is destroyed anyway by the external
field that is turned on at the same time.

For t >0, F= —F. This requires modification to the usual
propagator, which is accomplished by approximate factorization of
the relevant exponential:

e IADF exp [-i(At)(F - iWCAP)]

~ exp [—(At/Z)WCAP] exp [—i(A)F | exp [—(At/Z)WCAP].
(18)

(This represents an application of the so-called split-operator tech-
nique.”’) In this factorization, the leading and trailing exponentials
involve symmetric matrices and the middle exponential involves a
skew-Hermitian matrix. Each of these can be readily diagonalized to
evaluate the necessary propagator, exp[—i(At)F].

It is worth noting the connection between the CAP and the
heuristic lifetime model introduced by Klinkusch et al.”’ As noted by
Coccia et al.,*” adding an imaginary part to the self-consistent field
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(SCF) eigenvalues, &) — & — iy, formally corresponds to the use of
the following CAP:

WA (r) = 2ove ¥y (1) Yp(r). (19)
?

(The modification is made only to the unbound states, so y, =0
unless &, > 0.) In practice, the use of the CAP defined by Eq. (19) is
more complicated as compared to that in Eq. (17) because the former
depends explicitly on the MOs. We will use Eq. (17) exclusively.

In our simulations, the external field £(¢) = £(¢)ng is assumed

to be linearly polarized in the direction of a unit vector ng, with

E(t) = EG(t) sin(wot) (20)

where & and wy are fixed parameters. We will explore both impul-
sive fields and continuous-wave fields, with G(¢) = 1 for the latter
so that the field oscillates sinusoidally but does not decay. For the
impulsive field, we use a Gaussian envelope function,

G(t) = exp (—(t_tc)) (21)

202

These two fields are plotted in Fig. | for the same parameters &
and wy.

The field is turned on at t =0 where the MOs {y,(r,0)}
represent the ground-state Kohn-Sham solution. Following suffi-
cient time propagation, the HHG spectrum is computed from the
Fourier transform (F) of the time-dependent dipole acceleration,
da(t).”*” The dipole acceleration is the second derivative of the
dipole moment, u(t):

2
da(t) = ‘27‘2‘ (22)

0.06

0.04 n

L
T
1

-0.06

o
o
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i
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o
8

0 200 400 600 800 1000 1200 1400
time (a.u.)

FIG. 1. An impulse field (in orange) and a continuous-wave field (in gray), as
defined by E(t) in Eq. (20) with different functions G(t). Parameters & = 0.05
a.u. and hwy = 1.55 eV are used in both cases, corresponding to a laser inten-
sity / = 0.877 x 10™ W/cm? at 800 nm. The continuous-wave field persists for
the duration of the simulation while the impulse field is attenuated as shown, with
parameters f; = 800 a.u. and o = 200 a.u. characterizing the Gaussian envelope
in Eq. (21).
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The Fourier transform of this quantity is

da(w) = lt / tﬁ“dA(t)e_iwtdt. (23)

tin — tini J ti
Since the Fourier transform [F: x(t) ~ X(w)] has the property

.| a N
]-‘I:dtnx(t):l = (iw)"X(iw), (24)

one may rewrite Eq. (23) as”’

dA(w) =

—o? tin .
@ f u(t)e ' dt. (25)
tin — tini Jtini

This is the form of da (w) that is used in practice; see Ref. 57 for some
equivalent forms. The spectrum itself is equal to the dipole oscillator
strength function,

S(w) o< |da ()|’ (26)

up to proportionality constants that are not important here.' >

l1l. COMPUTATIONAL DETAILS

The results presented here are based on a completely new
implementation® of the TDKS module in Q-Chem v. 5.4, replac-
ing the original TDKS code written by Nguyen et al”*”” In the
new module, time propagation can be accomplished based on either
the modified-midpoint algorithm,”’ which is used here, or else
self-consistent predictor-corrector algorithms.*

A. TDKS simulations

Calculations are performed for H; at R = 0.75 A and for H} at
R=2.0 ap = 1.058354 A using a spin-unrestricted formalism. The
field is aligned along the internuclear axis, which we take to be
polarization in the z direction, ng = (0,0, 1).

All simulations use the same carrier frequency for the
external field, hwo =1.55 eV ~0.0570E, corresponding to
A =800 nm. All H, simulations are performed using a field
amplitude & =0.05 a.u. in Eq. (20), corresponding to I = 0.877
x 10" W/cm®. Conversion between & and I can be made either
using Eq. (5) or else by noting that the atomic unit of electric field

2,96

strength is'”

e

Eau 7 7 5.14 % 10° V/em, (27)

4meoag

while that of laser intensity is'
1
Lhw. = Eceo€§,u4 ~3.51 x 10'° W/em®, (28)

In order to make contact with previous literature, some H2+
simulations are reported at field intensities including I =0.488
x 10", 1.95 x 10", and 2.92 x 10" W/cm?, again for A = 800 nm.
These values correspond to & = 0.037 3, 0.0745, and 0.0913 a.u,,
respectively.
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For the Gaussian-impulse field [Eq. (21)], we take . = 800 a.u.
and o = 200 a.u. and use a total simulation time of 1500 a.u. (~36.3
fs), extending just beyond the support of the envelope function
E(t) for this set of parameters. We also report simulations using a
continuous-wave field where the total simulation time is 5000 a.u.
(=121 fs). These simulations use the same values & and w, that
define the impulsive field so that the peak value of £(t) is the same
in both cases. (Both fields are plotted in Fig. 1.) At low field inten-
sities, vibrational motion may destroy coherences needed to obtain
the highest harmonic orders,” but those effects are not considered
here.

The shape of the CAP is described using Eq. (15) with var-
ious values of the turn-on radius, ro = 4.0-18.5 ao. The curvature
parameter is tested within a range 5 = 0.4-4.0 Ep,/aj. The time prop-
agation algorithm is described in Sec. II B, and the time step is
At =0.1 a.u. While performing the Fourier transform that is
indicated in Eq. (25), a Hann window function

w(t):sinz(t m ) (29)

fin — fini

is applied to the time series of u(t) data. Although Eq. (25) formally
corresponds to a three-dimensional Fourier transform, in practice
we find that the Fourier transform of the z-component g, (t) pro-
vides a HHG spectrum in good agreement with the full transform;
see Fig. S1 for a comparison. Since the perturbing field is polarized
in the z direction, the y_ (t) data may be less affected by numerical
noise and therefore only y, () is used to compute the spectra shown
below.

B. SCF methods

Since HHG involves ionization and electron recombination,
the asymptotic behavior of the exchange-correlation function is
crucial.”"” We use a LRC variant of a range-separated hybrid
functional, specifically the LRC-wPBE functional®® with range-
separation parameter w = 0.3 g !, LRC functionals, as a subset
of range-separated hybrid functionals,” are characterized by an
asymptotic exchange functional that becomes 100% Hartree-Fock
(HF) exchange for ri; > 1/w. This ensures that the asymp-
totic behavior of the exchange potential is —1/r. Not all range-
separated hybrid functionals enforce correct asymptotic behav-
ior; see Ref. 48 for a discussion. To assess the role of elec-
tron correlation, we will also carry out some simulations at
the level of TDHF theory, meaning that the functional con-
sists of HF exchange only with no correlation and no range
separation.

The initial ground-state SCF calculation is converged using a
threshold of 10~ Ej, for the maximum value of [F,P]. A numeri-
cal threshold of 7 = 107 a.u. is used for shell-pair formation and
integral screening in all Fock builds. The SG-1 quadrature grid” is
used for the exchange-correlation functional integration. Because its
radial quadrature is designed for the interval r € [0, 00), this grid has
been found to be adequate even in the presence of extremely diffuse
basis functions,”” at least for GGA functionals and hybrids thereof.
Meta-GGAs and some other recently developed functionals require
denser grids,” but such functionals are not considered in the present
work.
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C. Basis sets

In previous simulations of HHG using Gaussian basis func-
tions, Luppi and co-workers'”” 7 used a sequence of extremely
diffuse basis sets that they call n-aug-cc-pVXZ. These start from
the standard aug-cc-pVXZ basis sets,”” corresponding to n = 1, and
then add uncontracted diffuse functions with angular momenta
£=0,1, and 2 for each subsequent value of n. The construction of
such basis sets was described in Ref. 97, where they were called
x-aug-cc-pVXZ with x = d, t, or q, corresponding to n =2, 3, or
4 in the present notation. Diffuse exponents for hydrogen in the
n-aug-cc-pVTZ sequence of basis sets are provided in Table I for
n < 6. Scaling factors for the diffuse exponents are ~4 (depend-
ing on the value of ¢), as in the original basis sets reported by
Woon and Dunning.”” These scaling factors (as opposed to some-
thing smaller) help to avoid numerical linear dependencies in
polyatomic molecules. The same observation has been made regard-
ing the highly diffuse basis sets used to describe weakly bound
anions.”"”

We use n-aug-cc-pVTZ (hereafter abbreviated n-aTZ) because
Coccia et al. observed that HHG spectra change little for X = Q
or 5, relative to X = T.”” Other studies have also confirmed that
the diffuse functions are much more important for HHG than
the choice of valence functions.”> For a laser intensity I= 10"
W/cm?, HHG spectra obtained using either 5-aTZ or 6-aTZ are
essentially identical; see Fig. S2. This indicates that TDKS/5-aTZ
spectra are converged with respect to the number of diffuse
shells.

Long ago, Kaufmann ef al.'”’ described a set of diffuse basis
functions intended to represent Rydberg and continuum states,
which have recently been used to compute high harmonic spectra in
atom-centered Gaussian basis sets.” ~~ Exponents for Kaufmann’s
sequence with n <8, and with angular momenta ¢ =0,1, and 2,
can be found in Ref. 57, and this has been called the “8K” set
of functions. A smaller “5K” set (n <5 and /£ < 2) has also been
described.” Both sets have been used in recent simulations of HHG
spectra using Gaussian basis functions.””” *” It is worth noting that
even the larger 8K set is considerably less diffuse as compared to
5-aTZ. The smallest exponent in the 8K set is { = 9.615 x 10~ ay?
for £ = 0, which is 104x larger (more compact) than the most dif-
fuse exponent in 5-aTZ. For the £ =1 and ¢ =2 functions, the
8K exponents are more than 30x larger than the smallest p and
d exponents in 5-aTZ. With respect to the continuum states, the
5-aTZ basis may therefore be considered to afford the superior
description.

ARTICLE scitation.org/journalljcp

It is possible that these Kaufmann nK functions may afford a
better description of angular momentum components as compared
to standard even-tempered diffuse functions. We therefore tested
the 6-aTZ+5K basis set for Hj at several different field intensities,
with HHG spectra that are plotted in Fig. S3. For field intensities
I1<2x 10" W/ecm?, we find very little difference as compared to
5-aTZ, the latter of which contains 60 fewer basis functions per
hydrogen atom. Even for I =3 x 10"* W/cm?, which is 3x larger
than the laser intensity used for most of the calculations reported
below, only minor differences are observed between the 6-aTZ+5K
and 5-aTZ results. As such, the 5-aTZ basis set is used for all
subsequent calculations reported here.

Finally, we note that the 5-aTZ basis set is also more diffuse
than those that have been used to simulate strong-field ionization
dynamics with CAPs. The smallest exponents used in some recent
studies are { = 3.2 x 1073 ag 2 5455 while even less diffuse basis sets
have been used in other work.”** Although diffuse functions with
£ =3 have been used where the angular details of the photoion-
ization cross sections were of interest,‘\y“ 8 convergence studies of
HHG spectra suggest that these are unnecessary in the present con-
text,’’ and no diffuse £ = 3 functions are used in the n-aTZ basis
sets.

Gaussian exponents { from Table | are converted into radial
half-widths at half-maximum (HWHM) in Table II using the
formula”

Vin 2 .
N2 083262

HWHM({) = an

(30)

For 5-aTZ, the smallest exponent affords HWHM({) ~ 87 ao, which
can lead to numerical linear dependency problems if thresholds
are set too loose. We find that an integral screening threshold
7=10""% a.u. is adequate for 5-aTZ, as judged by comparison to
calculations using 7 = 107'° a.u., the latter of which corresponds
to machine precision in double-precision arithmetic. (See Fig. S2
for the numerical comparisons.) The value 7 = 1072 a.u. is there-
fore used for all simulations reported below. For the 6-aTZ basis
set, which is part of the 6-aTZ+5K basis used in convergence tests
reported above, we find that 7 = 1072 a.u. is not sufficient to yield
numerically stable simulations. In that case, we use 7 = 107'% a.u..

D. Other convergence tests

Convergence with respect to the basis set (Figs. S2 and
S3) and numerical thresholds (Fig. S3) was addressed above.

TABLE I. Gaussian exponents, ¢ (in agz), for hydrogen in the multiply-augmented n-aTZ basis sets.

n-aug-cc-pVITZ

cc-pVTZ* aug-cc-pVTZ n=2" n=3 n=4 n=>5 n==6
s 1.027 x 107} 2.526 x 1072 6.210 x 1072 1.527 x 1073 3.753 x 107* 9227 x 107° 2268 x 107°
p 3.880 x 107" 10.200 x 1072 26.800 x 107 7.042 x 107° 18.501 x 107* 48.612 x 107° 12.773 x 107°
d 10.570 x 107! 24.700 x 1072 57.700 x 107> 13.479 x 1072 31.487 x 107* 73.555 x 107° 17.183 x 107°

*Smallest exponent in the parent basis set.
® Also known as d-aug-cc-pVTZ.”
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TABLE |II. Gaussian half-widths at half-maximum (HWHM, in bohr) for the most 0.06 "
diffuse n-aTZ basis function on hydrogen. 0.04 } — At=0.01 a.u.
n-aug-cc-pVTZ 0.02 Uh“u, ”” At=0.20 a.u. HI MM
= (I AL | N\ W
cc-pVTZ n=1" n=2" n=3 n=4 n=>5 ;, 0.00 \”ﬂ ‘\. A “Mil le l‘“ﬂ“”“”“ ‘Im"( ‘

T 02 “1 M' l““ ‘ Ml“ /i M"

s 2.60 5.24 10.57 21.31 42.98 86.68 “ M}l | Ii'

p 1.34 2.61 5.09 9.92 19.36 37.76 -0.04 |

d 0.81 1.68 3.47 717 1484  30.70 006 . , , ,

1200 1220 1240 1260 1280 1300
*Conventional aug-cc-pVTZ basis set. time (a.u.)

® Also known as d-aug-cc-pVTZ.”

Convergence with respect to grid-based TDKS simulations is dis-
cussed in Sec. I'V B, as a proper comparison in that case requires the
introduction of a CAP to match the absorbing boundary conditions
in the grid-based simulation.

To test for convergence with respect to the finite time step At
that is used to integrate the TDKS equation, we performed sim-
ulations using values ranging from At =0.01 a.u. (= 2.42x 107"
s) to At = 0.20 a.u., corresponding to Nyquist frequencies ranging
from 8.5 keV to 427 eV, respectively.””* These simulations use
the impulse field that is plotted in Fig. 1. Since the external field is
applied in the z direction, coinciding with the axis of the molecule,
we can use 4, (t) to assess the impact of At. From the y, () data in
Fig. 2, it is evident that the time-dependent dipole moments com-
puted using different values of At track one another quite well.
Taking the smallest time step (At = 0.01 a.u.) as the benchmark, dif-
ferences in , for the larger values of At are on the order of 107 au
in a total dipole moment whose magnitude ranges to almost 0.4 a.u.
When the time step is increased to At = 0.2 a.u., the deviations in
u, increase in magnitude to ~107> a.u. and some spurious high-
frequency oscillations appear (Fig. 3). As such, At = 0.1 a.u. is the
best choice for accuracy and efficiency and is used for all subsequent
simulations.

Time steps of either At = 0.05 a.u.” or else At = 0.1 a.u.”” have
been used in previous simulations of HHG using Gaussian basis
functions. Figure S4 demonstrates that HHG spectra computed with
At =0.10 a.u. are converged with respect to those computed using
At =0.01 a.u.. The properties of the Fourier transform result in

0.4 T T T T T T T

0.3
0.2
0.1
0.0
-0.1

M, (a.u.)

— At=0.01 a.u.
- = At=0.05a.u.
At=0.10 a.u.

0 200 400 600 800 1000 1200 1400
time (a.u.)

-0.2
-0.3

-0.4

FIG. 2. Time-dependent dipole moment 4, (t) for the H, molecule, obtained from
TDKS simulations at the LRC-wPBE/5-aTZ level using various time steps, At. The
simulations use the impulse field shown in Fig. 1.

FIG. 3. Time-dependent dipole moment ., (1) for Hy, obtained from TDKS simula-
tions at the LRC-wPBE/5-aTZ level with two different time steps. The simulations
use the impulse field shown in Fig. 1, corresponding to / = 0.877 x 10™ W/cm?.
Data for At = 0.01 a.u. are the same as those plotted in Fig. 2. For clarity, only
a portion of the simulation is shown, but these simulations have the same ¢ = 0
starting point as those in Fig. 2.

sharpening of the peaks (relative to background noise) as the time
step is decreased, but the fine details of the peaks are unchanged
for time steps as large as At = 0.10 a.u.. This is true despite the fact
that the spectra in Fig. S4, which are computed in the absence of a
CAP, are rather noisy. Even this noise is faithfully reproduced using
At =0.10 a.u..

IV. RESULTS AND DISCUSSION
A. Control experiments

Figure 4 presents HHG spectra for H, computed using TDKS
simulations with either the HF or the LRC-wPBE functional. In these
numerical experiments, no CAP is applied and the laser field is the
same impulse field that was used for the stability tests, with a total
time propagation of 1500 a.u.. Neither spectrum in Fig. 4 conveys
much of the known characteristics of a high harmonic spectrum, in
concurrence with previous TD-CIS simulations when no correction
for the unbound states is applied.*’ Only the first two or three har-
monics are well resolved, and differences between the TDHF and
TDKS results are minor in comparison to the broader observation
that no well-resolved harmonic progression is obtained in either
case.

For I = 0.877 x 10" W/cm? and A = 800 nm, Eq. (5) affords
Up =5.38 eV. At the HF/5-aTZ level, the IE is either 15.3 eV
(ASCF value) or 16.1 eV (Koopmans value, corresponding to
—egomo), and at the LRC-wPBE/5-aTZ level it is either 16.3 eV
(ASCF) or 14.3 eV (Koopmans). Using the most recent estimate
of the cutoff energy,” corresponding to Eq. (7) with ¢; = 3.34 and
2 = 1.83, one thus obtains Aiwcyofr = 44.1-47.8 €V, corresponding to
28-30 harmonics for hiwy = 1.55 V. Although normally one would
consider the ASCF value to be the superior DFT estimate of the IE,
as compared to the Koopmans value, the latter may be more appro-
priate in the context of a TDKS simulation because excitations into
unbound MOs afford ionization channels. Taking IE = —enomo, the
cutoff is estimated as the 30th harmonic for the HF simulation and
the 28th harmonic for LRC-wPBE. As indicated in Fig. 4, the sim-
ulated signals drop by several orders of magnitude precisely in this
energy range.
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FIG. 4. HHG spectra for H, computed from TDKS/5-aTZ simulations with two
different functionals and no CAP. An impulsive field is applied, with parameters
corresponding to /= 0.877 x 10" W/cm? (Fig. 1), and the simulations were
propagated in time for 1500 a.u.. The vertical axis shows the signal |da(w)?
on a logarithmic scale, and the horizontal axis is measured in multiples of the
field frequency, hwy = 1.55 eV (corresponding to A = 800 nm). Harmonic cutoffs
estimated from Eq. (7) are indicated (see text).

Notably, however, the intensity persists to significantly higher
harmonic orders, albeit much attenuated, and a harmonic pro-
gression persists as well. This progression is somewhat resolved
up to the 45th harmonic, with additional features around
w/wo = 68-70 and 90-92, depending on which functional is used.
We hypothesize that this behavior results from artificial confine-
ment of the electron due to the finite extent of the Gaussian
basis set. Higher-energy parts of the outgoing wave that should
be ionized are instead confined and reflected, generating spuri-
ous interference features and generally contributing to a noisy
spectrum.

To investigate this hypothesis, Fig. 5 overlays the HHG spec-
trum computed at the TDHF level with an excitation spectrum
computed using linear response (LR) TDDFT. (For clarity, only
the LR-TDHEF states with oscillator strengths greater than 107'° are
shown, as these should dominate the transition rate.) Resonances
with LR-TDDFT excited states do explain some of the peaks above
the harmonic cutoff, in particular the peaks around the 45th and
92nd harmonics in the TDHF spectrum of Fig. 4. These resonances
lie well above the ionization threshold of the molecule and can
thus be considered artifacts of the finite Gaussian basis set that pre-
vents the molecule from ionizing. The LR-TDDFT calculation also
exhibits resonances coinciding already with the 8th, 9th, and 10th
harmonics, and these features may be at least partially responsible
for the lack of resolution that is observed in the real-time simula-
tions, even at lower harmonic orders. The LR-TDDFT excitation
energies do not explain the other above-cutoff features, however,
such as those appearing around the 38th and 72nd harmonics (see
Fig. 5), although it is worth emphasizing that the intensity scale in
Fig. 4 is logarithmic and features above the 45th harmonic are atten-
uated by 10°x or more as compared to the most intense pre-cutoff
features. In an effort to reduce or exclude these artifacts, we next turn
to TDKS simulations using a CAP.

ARTICLE scitation.org/journalljcp
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FIG. 5. HHG spectrum of H, (in orange, corresponding to the TDHF/5-aTZ data
from Fig. 4) overlaid with vertical excitation energies computed from a LR-TDHF
calculation (in blue). Only LR-TDHF transitions with oscillator strengths above
10~"% are included.

B. Evaluation of CAP parameters

Figure 6 presents a side-by-side comparison of the HHG spec-
tra computed with and without a CAP. The CAP has little effect on
the first few harmonics, but beyond the 10th harmonic the noise
in the original spectrum (computed without the CAP) is greatly
reduced and consequently distinct peaks emerge at odd harmonic
orders, as anticipated. Spectra computed with the CAP, using either
the HF or LRC-wPBE functional, are compared side-by-side in
Fig. 7. Above the 30th harmonic, the LRC-wPBE spectrum continues
to exhibit markedly larger intensity as compared to the HF spec-
trum although a steep drop-off is evident in either case around the
cutoff frequency predicted using Eq. (7). Above the 60th harmonic
there is some slight resurgence in intensity, but by that point the
intensity has fallen by more than ten decades relative to the early har-
monics and it is unclear whether the signal is distinguishable from
noise.

We next explore variations in the CAP parameters ro and %
that are defined in Eq. (15). We do this first for Hj, for which the
TDHF method is exact up to numerical convergence that was exam-
ined above. For this system, grid-based simulations of HHG spectra
are available,”” which allows us to test the Gaussian orbital repre-
sentation and the choice of boundary conditions. Figure 8 compares
HHG spectra computed at the TDHF/5-aTZ level with a CAP (using
our code) to results obtained in Ref. 55 using a real-space grid with
absorbing boundary conditions. Spectra computed from a Gaussian-
based TDHF/6-aTZ+5K simulation with a heuristic lifetime model
are also shown, from Ref. 55.

The present simulations employ two different sets of CAP
parameters for H, namely, ro = 9.524 ap and # = 4.0 Ey/aj in
Figs. 8(a)-8(c), vs rg = 18.5 ag and # = 0.1 Eh/aé in Figs. 8(d)-8(f).
(Spectra for both sets of CAP parameters are plotted on the same
axes in Fig. S5, without the data from Ref. 55.) Unlike the sim-
ulations reported above, which used an impulsive field and were
propagated for 1500 a.u. in time, the simulations in Fig. 8 used a
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FIG. 6. Comparison of HHG spectra for H, computed from simulations with and without a CAP, using (a) TDHF theory and (b) TDKS with the LRC-wPBE functional, using
the 5-aTZ basis set in either case. The field is an impulse (Fig. 1), and all simulations are propagated for 1500 a.u. in time. (Spectra computed without the CAP are the
same as those in Fig. 4.) CAP parameters are setto ry = 9.524 a; and 7 = 4.0 Ey, /ag. The vertical scale is logarithmic, and the horizontal axis is in units of the fundamental

frequency, wy = 1.55eV.

continuous-wave field and were propagated for 5000 a.u., but only
the final 1000 a.u. of simulation data were used to compute the
spectrum. The continuous waveform provides better resolution of
the harmonics, but only if a CAP is employed; see Fig. S6 for an
example of a continuous-wave spectrum without a CAP. The lat-
ter is so noisy that the cutoff energy is only barely evident above the
noise.
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FIG. 7. Comparison of HHG spectra for H, computed from TDKS and TDHF sim-
ulations with a CAP. The field is impulsive, corresponding to / = 0.877 x 10
W/em? (see Fig. 1), and all simulations are propagated for 1500 a.u. in time. These
are the same spectra that are plotted in Fig. 6, omitting results obtained without
the CAP. The CAP parameters are set to rp = 9.524 a; and n = 4.0 E, /a[z). The
harmonic cutoff estimated from Eq. (7) is indicated.

Although there are some clear differences between grid-based
HHG spectra and results obtained from the present implementa-
tion, especially in the relative intensities of the first few harmonics
and in the length of the harmonic progression that is obtained, the
onset of strong attenuation of the harmonic sequence is roughly
similar in the present work and in the grid-based simulations from
Ref. 55. The larger and softer CAP (r = 18.5 ap and # = 0.1 Ey,/ag)
does a much better job of matching full harmonic progression
obtained in grid-based simulations, which extends well beyond the
cutoff predicted using the semiclassical formula in Eq. (7). The
smaller, stronger CAP (ro = 9.524 a9 and 7 = 4.0 E,/ a%) attenuates
the harmonic progression too quickly.

Convergence tests reported in Fig. S3 indicate that
TDHF/5-aTZ simulations are converged with respect to the
6-aTZ+5K basis, therefore any differences between the two sets of
Gaussian orbital-based simulations in Fig. 8 are attributable to the
heuristic lifetime model vs the CAP. For the strongest field intensity
(I = 3 x 10" W/cm?), the CAP-based simulations reported here are
in much better agreement with the grid-based spectra as compared
to results obtained using a heuristic lifetime model.

Although grid-based simulations are often taken as bench-
marks for real-time electron dynamics, it is worth noting that even
these simulations require absorbing boundary conditions and are
therefore not free of arbitrary parameters. HHG spectra are sensi-
tive to these parameters, even in a grid representation.”> Comparison
to results from smooth exterior complex scaling,'’" which is a CAP-
free alternative to absorbing boundary conditions, suggests that even
grid-based simulations with a CAP suffer from significant numeri-
cal noise above the harmonic cutoff, as the CAP does not completely
quench the reflected wave.”> We therefore find it encouraging that
simulations with parameters ry = 18.5 ag and # = 0.1 Ey/a} do a
reasonable job of reproducing the grid-based results, which were
performed with an absorbing potential at 50 ay away from the
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FIG. 8. HHG spectra for Hy computed using Tiwp = 1.55 eV and A = 800 nm for three different laser intensities, as indicated. Results from the present work
(TDHF/5-aTZ level, in red and orange) are based on continuous-wave simulations using CAP parameters ry = 9.524 a; and # = 4.0 Eh/ag (a-c) or ry = 18.5 ap and
n =01 Eh/ag (d-f). All simulations were propagated for 5000 a.u. of time using At = 0.1 a.u., but only the final 1000 a.u. was used to compute the spectrum. Spectra
were then scaled to match the maximum intensity and the baseline of the grid-based TDKS simulations reported by Labeye et al.>% (in black). The results in blue were
reported in Ref. 55 at the TDHF/6-aTZ+5K level using a heuristic lifetime model rather than a CAP. Semiclassical harmonic cutoffs (green vertical lines) were estimated
using Eq. (7).5° Data from the study by Labeye et al. are reproduced with permission from Labeye et al., “Optimal basis set for electron dynamics in strong laser fields: The
case of molecular ion H3,” J. Chem. Theory Comput. 14, 5846-5858 (2018). Copyright 2018 American Chemical Society.

molecular ion.”” It is possible that tuning the CAP parameters
used herein might afford better agreement with the grid-based
simulations, but we have not pursued this.

Returning to Hj, Fig. 9 shows HHG spectra computed at
the HF/5-aTZ level using four sets of CAP parameters. The

parameters ro = 9.524 ap and 7 = 4.0 Eh/a(z) that are used in Fig. 9(a)
are the same as those used in the impulse-field simulations described
above (Fig. 7); comparison of the two spectra demonstrates how the
continuous waveform affords a much better resolved set of peaks,
up to and beyond the harmonic cutoff from Eq. (7). We attribute
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FIG. 9. (a)—(d) Comparison of HHG spectra for H, computed at the TDHF/5-aTZ level using various values of the parameters ry and # that define the CAP, as indicated.
Al four simulations were propagated for 5000 a.u. of time in the presence of a continuous-wave field corresponding to / = 0.877 x 10" W/cm? (Fig. 1). The semiclassical

harmonic cutoff [Eq. (7)] is indicated.

this superior resolution to the fact that the system experiences more
cycles of the laser field as compared to the impulsive simulation.

As compared to the spectrum in Fig. 9(a), the one reported
in Fig. 9(b) uses the same turn-on radius (r9) but reduces the
curvature (1) by a factor of ten. This change has a negligible
effect on the pre-cutoff features and only a minor effect on the six
sharp peaks that appear just above the cutoff. The feature around
the 92nd harmonic, which we previously attributed to an above-
threshold resonance, becomes more pronounced but the intensity
is so low that this feature is clearly separated from the HHG
spectrum.

To compute the spectra shown in Figs. 9(c) and 9(d) we used
a much larger turn-on radius, 7o = 18.5 ao, with two different val-
ues of #. The resulting harmonic progressions do not drop nearly
so precipitously at the 30th (cutoff) harmonic as they did for the
smaller value of 7o, and sharp (but gradually attenuated) features
are observed out to at least at the 72nd harmonic where they van-
ish into the background but reappear at somewhat higher energies.
Notably, the CAP parameters in Fig. 9(d) are the ones that afforded
good agreement with grid-based TDKS simulations for H3 (Fig. 8).
Therefore it is clear that the smaller CAP radius of rg = 9.524 ag

prematurely attenuates the harmonic progression. For ry = 18.5 ay,
the difference between the two choices of 77 in Fig. 9 is that the larger
value [ = 4.0 Ey, /aé, Fig. 9(c)] provides a clearer indication of where
the harmonic sequences vanish into baseline noise, around the 72nd
or 74th harmonic. Higher-energy parts of the spectrum should not
be taken seriously.

Figure S7 plots the HHG spectrum obtained using ro = 4.0 ao
and 77 = 4.0 Ey,/a?. In this case, the much smaller value of ro destroys
the entire harmonic progression, even at pre-cutoff energies, as
nearly all of the harmonics are swallowed by the absorbing potential.
In fact, these harmonics are dissolved by the small-ry CAP because
the electron density itself is annihilated over the course of the simu-
lation if the CAP is set too close to the molecule. This is illustrated in
Fig. 10(a), which plots the ionization rate (time-dependent value of
the integrated number of electrons) for a simulation with ry = 4.0 ao.
The corresponding HHG spectrum (Fig. S7) fails to evince any clear
harmonics beyond the first three, and two of those are severely
attenuated.

Tonization rates for other sets of CAP parameters, with
1o > 9.524 ay in each case, are plotted in Fig. 10(b). For these sim-
ulations, the ionization rate is much slower and <0.02¢ is lost over
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FIG. 10. lonization rates for continuous-wave simulations at the TDHF/5-aTZ level
using (a) a small value of ry that annihilates the entire electron density over the
course of 5000 a.u. of time propagation, vs (b) CAP parameter sets (ro, 77) leading
to much slower ionization. The “field off’ result in (b) illustrates the electron loss
in the absence of any perturbing field, which is due to the CAP itself. The CAP
parameters for this “field off” simulation are ry = 9.524 ay and 7 = 4.0 Eh/ag.

5000 a.u. of time propagation. As noted elsewhere,”’ introduction of
a CAP at t = 0 creates a non-stationary state that induces electron
loss even in the absence of an external perturbing field, but for CAP
parameters ry = 9.524 ao and % = 4.0 Eh/aé, these losses amount to
<0.01e over 5000 a.u. of time propagation. Furthermore, ionization
rates obtained using rp = 9.524 4o are not so different from what
is obtained with ry = 18.5 aq that it might lead one to suspect that
the smaller CAP attenuates so much of the harmonic progression as
it does. Thus, the ionization rate proves not to be a very stringent
diagnostic for the quality of the HHG spectrum.

The conclusion from these variations in the CAP parameters is
that the CAP plays a critical role in obtaining characteristic HHG
spectra, as without it the spectra are overwhelmed by noise and
higher harmonics are missing. The 1% of the electron density that
is annihilated by the slow-ionization simulations [Fig. 10(b)] is crit-
ical to obtaining a clean HHG spectrum, as otherwise this part of
the density becomes a reflected wave whose interference with the
outgoing wave leads to noise. On the other hand, if the turn-on
radius of the CAP is set too close to the nuclei (small r¢), then the
electron density is absorbed too quickly and the system does not
experience enough field cycles to generate well-resolved harmonics
(Fig. $7).

It is interesting to consider these observations about electron
loss within the context of the semiclassical ponderomotive quiver
radius,"”

e&
a =, (31)
mwo

which is the classical turning point for the excursion of the electron
in the presence of the field. For field parameters & = 0.05 a.u. and
hwy = 1.55 eV (corresponding to I = 10'* W/cm?), Eq. (31) affords
ap = 15.4 ao. This is well outside of the CAP radius ro = 9.525 ao
that is used in Figs. 9(a) and 9(b) although it is inside of the larger
CAP radius (ro = 18.5 ao) that is used in Figs. 9(c) and 9(d). In
view of this, it is perhaps not surprising that the smaller CAP radius
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attenuates the harmonic sequences earlier as compared to the larger
radius although from another point of view, it is surprising that so
much of the harmonic progression can be resolved using a value
1o < ag. It should be noted that a CAP is an imperfect absorber,”*’°
and it must be the case that even with ry = 9.524 ao, the wave packet
experiences sufficient field cycles within the envelope of the CAP
in order to generate a non-trivial number of harmonics, if not the
full progression. (For ro = 4.0 ay, this is clearly not the case.) Future
work might try to visualize the wave packet to understand how much
of it survives at the classical turning point.

C. Windowing technique

Focusing now on the spectrum with CAP parameters
to = 18.5 ap and # = 0.1 Ey/a} [Fig. 9(d)], we next present several
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FIG. 11. HHG spectra for H, computed at the TDHF/5-aTZ level from a continuous-
wave simulation with CAP parameters ry = 18.5 ap and # = 0.1 Eh/ag, as in
Fig 9(d). The total simulation time of 5000 a.u. has been divided into consecu-
tive segments, and the spectra in (a)—(e) are obtained from the Fourier transform
of the u, (t) data within just one segment, as indicated. The logarithmic intensity
scale is the same in each panel, and the semiclassical cutoff [Eq. (7)] is indicated.
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versions of this spectrum computed from the same simulation data
via “windowed” Fourier transforms. In Fig. 11, the total simulation
time of 5000 a.u. has been divided into five sequential segments
and the transform is computed separately within each segment.
For the segment corresponding to 0 <t <1000 a.u. [Fig. 11(a)],
peaks are obtained at the odd harmonic numbers but they are
not yet very clear or sharp, with considerable noise in the spec-
trum and no clear indication of where the harmonic progression
terminates. Within the second data segment [Fig. 11(b)], corre-
sponding to the subsequent 1000 a.u. of simulation data, peaks
become much sharper although some noise remains. A drop in
intensity at the semiclassical cutoff value [Eq. (7)] becomes more
apparent, and it is clear that the harmonic progression terminates
at or near the 72nd harmonic. The noise largely disappears in the
third data segment, corresponding to 2000 a.u. < ¢ < 3000 a.u., and
subsequent data segments afford little change in the HHG spec-
trum. In view of this information, we could have propagated the
continuous-wave simulations for 3000 a.u. rather than 5000 a.u.
and obtained a spectrum of similar quality from the final one-
third of the shorter simulation. Results in Fig. S8 demonstrate that
this windowing procedure also cleans up the spectrum when the
CAP radius is set to the much smaller value ro = 9.524 ay, even if
the harmonic progression is terminated prematurely under those
conditions.

This windowing procedure is important for extending the
present methodology to larger polyatomic molecules, and its suc-
cess can be interpreted as follows. In the hypothetical case that the
basis set were complete and covered all of space, extending to infin-
ity, then some part of the H, wave packet would quickly be ionized
by the strong laser field, never to return. In practice, the finite extent
of the basis functions means that there are spurious peaks corre-
sponding to excitations into unbound states and the most significant
spurious features coincide with excited states having nonzero oscil-
lator strength. Other noise is generated by a partially reflected wave.
By windowing the spectrum, we only include u(t) data from later
times in the Fourier transform, by which time some of the high-
frequency, artificially trapped electron wave has been absorbed by
the CAP.

V. SUMMARY AND CONCLUSIONS

We have examined the calculation of high-harmonic spec-
tra using TDKS simulations (otherwise known as “real-time”
TDDFT) using atom-centered Gaussian basis functions and an
atom-centered, real-space CAP based on a new implementation of
the TDKS method in the Q-Chem software.”"”’ In these strong-
field simulations, the CAP serves to absorb the highest-energy
part of the outgoing electronic wave packet, which would other-
wise reflect off of the artificial barrier that is created by the finite
extent of the basis set. Interference between the outgoing and
reflected waves then leads to significant noise in the high harmonic
spectrum that is obtained from the fluctuating dipole moment
function.

In this preliminary report, we have characterized the CAP
parameters that are needed to obtain a well-defined harmonic pro-
gression in agreement with grid-based TDKS simulations. In the
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absence of the CAP, only a few low-energy harmonics are obtained,
but even with the CAP turned on the results are sensitive to the val-
ues of the turn-on radius (r9). A value of ry that is smaller than
the semiclassical quiver radius (ap) results in premature attenua-
tion of the harmonic progression, although perhaps surprisingly, a
long sequence of harmonics can still be observed even when ry < ay.
The value of the CAP strength parameter () affects the background
noise to some extent, although the results are less strongly dependent
on this parameter.

The use of atom-centered basis functions, along with a com-
mensurate atom-centered CAP that can be represented using stan-
dard atom-centered quadrature grids (as used routinely in DFT
calculations’) makes the present methodology much more exten-
sible to larger molecular systems as compared to grid-based solution
of the TDKS equations. The cost of a single TDKS time step is
comparable to the cost of a ground-state SCF cycle, and the mem-
ory footprint is only twice that of a ground-state DFT calculation
(because the matrices are complex-valued). The Gaussian orbital
representation is thus essential for extending strong-field calcu-
lations to larger systems, and others have already reported the
applications of the Gaussian-based TDKS approach to polyatomic
molecules including the HHG spectra of CH,Cl, and strong-field
ionization rates of C¢Hs, both at the TD-CIS level.””"'"” The present
work suggests an efficient means to add correlation to those cal-
culations, as an alternative to time-dependent implementations of
correlated wave function models.”’ In moving to larger systems,
one may need to deal with a linear dependency problem arising
when very diffuse basis sets are employed, which we circumvent in
the present work using tight thresholds. As in the case of weakly
bound anions,”' judicious use of floating centers (“ghost atoms”), or
augmentation of selected atoms only, may help to circumvent this
problem in larger molecules. This extensibility may open the door to
simulations of strong-field phenomena in a wide variety of complex
systems.

SUPPLEMENTARY MATERIAL

See the supplementary material for additional calculations and
convergence tests.
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