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Abstract (149 words) 

This perspective article highlights recent progress and emerging challenges in understanding the 

formation and function of membraneless organelles (MLOs). A long-term goal in the MLO field 

is to identify the sequence-encoded rules that dictate the formation of compositionally controlled 

biomolecular condensates, which cells utilize to perform a wide variety of functions. The 

molecular organization of the different components within a condensate can vary significantly, 

ranging from a homogeneous mixture to core-shell droplet structures. We provide many examples 

to highlight the richness of the observed behavior and potential research directions for improving 

our mechanistic understanding. The tunable environment within condensates can, in principle, 

alter enzymatic activity significantly. We examine recent examples where this was demonstrated, 

including applications in synthetic biology. An important question about MLOs is the role of 

liquid-like material properties in biological function. We discuss the need for improved 

quantitative characterization tools and the development of sequence-structure-dynamics 

relationships.  

Introduction 

The many biochemical processes that take place inside a cell are highly coordinated and occur 

with a great degree of spatiotemporal control. Classic organelles like the endoplasmic reticulum 

and mitochondria use lipid bilayer membranes to organize biological molecules and activities, but 

there are additionally many organelles without such membranes, which also function to 

concentrate various required molecules for cellular pathways. These are termed membraneless 

organelles (MLOs) or biomolecular condensates.1 Some examples are the nucleolus, Cajal bodies, 

stress granules, and germ granules. MLOs have recently emerged as a central player in numerous 

cellular processes,2 including gene regulation, DNA repair, cellular signaling, and stress response.3  

 

Formation of MLOs involves the selective incorporation of several biomolecules like proteins, 

nucleic acids, and in some cases lipids, due to liquid-liquid phase separation (LLPS).1,2,4 This 

process is expected to be carefully regulated in the cellular context to maintain function. Loss of 

function can arise from aberrant phase separation behavior, leading to excessive or insufficient 
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condensate formation, altered material properties, and/or loss of specificity in recruiting desired 

constituents to the condensate. Altering the phase behavior of proteins involved in the formation 

of MLOs may lead to numerous diseases such as Alzheimer’s, amyotrophic lateral sclerosis (ALS), 

frontotemporal dementia, and cancer.5,6 

 

The assembly of MLOs is sequence-encoded. Many MLOs have a multilayered or ‘multiphase’ 

architecture with distinct subcompartmentalization, reminiscent of composite materials. The 

composition of each subcompartment can be quite different, which may be necessary for achieving 

spatial control over function, e.g., in the case of the nucleolus.7 Interestingly, the material 

properties and dynamics within these compositionally distinct phases can also be remarkably 

different, e.g. in the case of P granules,8 further providing control over kinetic processes such as 

enzyme-catalyzed reactions. These issues and examples will be further discussed herein. 

 

As MLOs are now being recognized as essential for cellular compartmentalization, we must obtain 

a better understanding of their formation to unlock the rules of life. Given the scientific excitement 

about this new way of thinking about critical cellular processes and the complexity of the 

underlying phenomena, scientists from diverse backgrounds have converged to work on this 

problem.9 This has brought a wide-ranging set of experimental and computational techniques10–12 

to the field13, leading to an explosion of new discoveries, and in turn raising yet more questions. 

In this article, we discuss recent progress and future opportunities related to various 

thermodynamic, structural, functional, and dynamical aspects of MLOs. We note that the selection 

of systems and techniques is mostly guided by our interests instead of a comprehensive survey of 

the field. 

  

Sequence determinants of phase separation 

Intrinsically disordered regions (IDRs) have been identified as important drivers of phase 

separation for many proteins that underlie biomolecular condensate formation (such as FUS,14 

TDP-43,15,16 LAF-1,17,18 hnRNPA2,19,20 etc.). In particular, phase-separating proteins often feature 

low-complexity (LC) domains or prion-like domains (PLDs), which are subtypes of IDRs. Even 

though a combination of experimental and computational studies has corroborated the importance 

of IDRs, the role of folded domains is also shown to be important for phase separation (e.g., TDP-

43 NTD,21 PcG SAM domain,22 and engineered complex coacervates23 and multivalent systems 

such as polySUMO+polySIM or polySH3+polyPRM24).  More work is certainly needed to identify 

the relative contributions of the disordered and folded domains (Fig. 1), and in vitro laboratory 

experiments and in silico computational studies can play an essential role in this.  

 

 



 
Figure 1. Molecular determinants of phase separation underlying the formation of biomolecular condensates. (Left) 
Cartoon representation of a dense droplet phase in co-existence with a dilute phase of proteins and nucleic acids. 
(Middle) The condensed phase can be stabilized by interactions between different protein domains [intrinsically 
disordered regions (IDRs) or folded domains] and interactions with nucleic acids (DNA/RNA). (Right) The strength of 
multivalent interactions between IDRs is determined by standard atomic interaction modes and their patterning, 
and it is tunable via post-translational modifications to regulate phase separation in cells. 
 

The first obvious question about the phase separation of IDRs is the role of protein sequence, 

which can be further separated into two parts: (a) the amino acid composition and (b) their specific 

arrangement in the primary sequence. IDRs involved in phase separation are typically LC and rich 

in polar residues with interspersed aromatic residues (most commonly Tyrosine) and repetitive 

motifs (such as [S/N/G]Y[S/N/G], RGG/RG, FG, etc).25 Many IDRs have a significant fraction of 

Glycine and Proline residues that may promote disorder,26 though these residues may also be 

important for controlling the phase separation or co-localization of other biomolecules. Also, the 

presence of charged residues, especially Arginine, has been deemed important for driving LLPS, 

though the molecular interactions responsible for Arginine’s potency are still being debated.18,27,28  

 

Consistent with fundamental biochemistry knowledge, hydrophobic residues are expected to drive 

protein self-assembly via non-specific interactions (including 𝜋-𝜋 interactions between aromatic 

sidechains), while polar residues may help control phase separation and maintain liquid-like 

condensates.29,30 Charged residues may provide additional stabilizing interactions via electrostatic 

attraction between oppositely charged Asp/Glu and Arg/Lys pairs.18,31,32 Several intriguing 
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observations from mutagenesis experiments have prompted researchers to invoke interaction 

modes such as cation-𝜋 and sp2-𝜋 as being equally or more important drivers of phase separation 

than commonly described primary interaction modes in biomolecular assembly.27,28 For example, 

Arg-to-Lys or Tyr-to-Phe mutations can cause a significant decrease in LLPS propensity.18,27 As 

it has been difficult to explain the observed behavior in terms of electrostatic or hydrophobic 

interactions, it has been proposed that these two mutations may disrupt either cation-𝜋 interactions 

or sp2-𝜋 interactions. Accordingly, a ‘molecular grammar’ based on cation- 𝜋  interactions between 

Arg-Tyr residue pairs has been proposed to explain the LLPS of PLDs.27 In another study, the 

importance of sp2-𝜋 interactions was emphasized and presented in the form of a propensity score 

(PS) predictor.28 More recent studies have also highlighted the role of hydrogen bonding abilities 

of specific amino acids, including Arg and Tyr, to help drive LLPS.18,33,34 

 

Despite the lack of mechanistic clarity on which interaction modes are responsible, the 

contributions of different amino acids to LLPS are much clearer, and it is possible to design protein 

sequences with tunable phase behavior.35 Some of this design is helped by complementing the 

experimental results with simple transferable coarse-grained (CG) computational models that can 

capture effective interactions between different amino acids and can be used to study the sequence-

dependent LLPS of proteins.10,36,37 Most of these CG models require further improvements to 

become completely predictive,30 which ultimately requires a better understanding of molecular 

interactions within the condensate.38 The efforts towards this goal so far use existing all-atom 

classical force fields that can provide faithful structural and dynamical properties of disordered 

proteins11 but are not necessarily able to distinguish between different interaction modes that are 

inherently quantum-mechanical. This is starting to be recognized by the force field development 

community,39 and new developments will likely emerge soon. 

 

In addition to amino acid composition, the linear arrangement of amino acids in the protein 

sequence is also important in controlling LLPS. Significant previous research has demonstrated 

that the placement of charged residues within an IDR sequence tunes its conformational 

properties,40 leading to a predictable change in the phase separation behavior.18,41,42 Much less 

appreciated is the impact of how other amino acids are arranged, though some recent studies have 

shown that the patterning of Tyrosine residues within PLDs can tune the phase behavior.43 Some 

biologically relevant IDRs (e.g. LAF-1 RGG, FUS LC) appear to have a specific bias towards the 

presence of repetitive short motifs in their sequence, rather than a random arrangement of residues 

with the same amino acid composition (e.g., the LAF-1 RGG domain has 7 repeats of the RGG 

motif). It would be helpful to understand the context in which a specific bias in the IDR sequence 

is necessary for phase separation, and if not, which other factors might explain the repetitive short 

motifs. 

 

Recent studies have identified simple order parameters based on charge and hydropathy patterning 

that can be used to assess conformational changes in IDRs associated with changes in protein 

sequence for a fixed composition.40,44–46 Of course, these simple order parameters fail to capture 

every single case, requiring further work in this direction.47 One of the current limitations in 

improving these parameters is the lack of experimental data on the systematic variation of protein 

sequences. We believe this to be an area of opportunity where collaboration among experimental 

and computational groups may be beneficial. 

 



A conceptual framework based on the mapping of real protein sequences to a sticker-spacer 

architecture has been used to study the role of “sticker” residues and their arrangement within the 

sequence, using a highly optimized lattice-based simulation engine.12 The binary classification 

scheme of assigning a residue to either the sticker or spacer category may appear limited at first 

and at odds with the prevalence of weak, non-specific interactions between most residue pairs. Yet 

the framework was used successfully in recent studies48 to propose a predictive strategy for the 

phase behavior of many proteins in the FET family27,43 and highlight the relative role of different 

protein residues in the LLPS of the UBQLN2 protein.49 The use of this framework raises an 

important fundamental question – how does the specification of a “sticker” amino acid depend on 

its neighboring residues and the overall protein composition and sequence?  

 

Despite immense progress in the past several years, many important issues remain concerning the 

sequence determinants of LLPS. Many IDRs contain short secondary structure elements that may 

facilitate intermolecular interactions to promote self-assembly. For instance, LLPS of the TDP-43 

C-terminal domain (CTD) can be perturbed by point mutations within a small helical segment,15,16 

which can then be related to changes in the helical propensity of this region. Given the correlation 

between disease-associated point mutations and aberrant phase behavior for IDRs such as the TDP-

43 CTD, more work is needed to better understand how subtle changes in the protein sequence can 

have enormous implications for LLPS and biological function. Another example is the enhanced 

aggregation propensity of FUS LC due to a known ALS disease mutation (G156E);50 this aberrant 

liquid-to-fiber transition is difficult to explain mechanistically with the available knowledge. In 

many such cases, the altered LLPS behaviors are due to changes in the secondary structure. Most 

current computational models are not able to account for such changes in a transferable manner, 

though input from all-atom simulations and experiments can be used to test hypotheses about the 

role of secondary structure in assembly.16  

 

The folded domains in proteins involved in the formation of condensates usually have a recognized 

role, e.g., RNA recognition motifs (RRMs), DNA binding domains (DBDs), homo- or hetero-

dimerization domains, etc. Experimental challenges such as protein aggregation often preclude 

clarity on a folded domain’s contribution to the LLPS of full-length proteins. Regardless of the 

reason, interactions between the folded domains or between the IDRs and the folded domains are 

often not characterized experimentally, thereby limiting the ability to model these regions properly 

in simulations. As the self-assembly and the biological function of a protein may be tightly coupled 

to these details, an integrative approach combining various experimental and modeling tools 

should be a powerful strategy to move the field forward.   

 

Multicomponent phase separation and microstructural organization 

Biomolecular condensates in cells are comprised of many interacting molecules that in some cases 

are well-mixed and in other cases assemble into distinct, coexisting phases (Fig. 2). For example, 

in the case of P granules,8 MEG-3 forms a stable phase that recruits hundreds of RNAs, which 

coexists with a separate liquid-like phase comprised of PGL proteins and other IDPs such as LAF-

1 and GLH-1.8,51 What factors control the composition of a functional biomolecular condensate 

and the relative arrangement of various macromolecules?  

 



 
Figure 2. Schematic of possible scenarios in multicomponent protein phase separation. (Left) Mixing of different 
proteins due to similar homotypic and heterotypic interactions. (Middle) Formation of condensates with 
subcompartments distinct in protein composition (and possibly dynamics) due to differences in homotypic and 
heterotypic interactions. (Right) Formation of separate protein droplets of distinct composition when heterotypic 
interactions are much weaker.   

 

One useful framework for understanding the compositions of MLOs is to classify their components 

as either scaffold molecules that condense to form the MLO or clients that are recruited into the 

MLO.24 Clients may be incorporated into condensates due to either non-specific interactions 

(usually via IDRs) or specific binding modes.20,24,52,53 Regarding the mixing of different 

components within a condensate, studies highlight a wide set of possibilities, ranging from the 

formation of separate unmixed condensates that are composed of different biomolecules to 

complete mixing, and everything in between.7,54–58 In a binary mixture, for ex m  ample, one may 

expect a well-mixed dense phase if the homotypic and heterotypic interactions are similar. On the 

other hand, if heterotypic interactions are weaker than self-interactions, these condensates may 

form distinct subcompartments rich in either of the two components.   

 

The formation of such subcompartments can be crucial for providing more specialized control over 

the biochemical processes occurring inside the MLOs. The nucleoli’s three separately identifiable 

regions are enriched in RNA Pol I, fibrillarin, and nucleophosmin, which are essential for 

performing successive steps in generating mature pre-ribosomal particles.7 This behavior and other 

similar observations can be explained in terms of interfacial thermodynamics of liquid phases of 

different components,59 though a mechanistic understanding in terms of molecular interactions is 

still a work in progress. In this regard, various factors outlined in the previous section regarding 

sequence determinants of LLPS based on homotypic interactions, such as amino acid composition 

and patterning, and the presence of folded domains, should also apply to multicomponent phase 

separation. 

 

Indeed, recent experimental studies on synthetic and natural protein sequences have begun to shed 

light on the balance of homotypic and heterotypic interactions underpinning multicomponent 

phase separation60. In phase separating RNA-protein mixtures,58,61 the morphology and 

composition of the condensate is dictated by a balance of homotypic (protein-protein and RNA-

RNA) and heterotypic (protein-RNA) interactions. LLPS is enhanced in the presence of RNA at 

low concentrations due to favorable heterotypic interactions, whereas phase separation is inhibited 

at higher RNA concentrations due to repulsive interactions between RNA molecules. Such 

Microstructured DistinctMixed 



interactions, when modified by post-translational modifications (PTMs), can change the co-

localization of proteins in a condensate. For instance, FMRP and CAPRIN1 are IDRs involved in 

translational regulation. Phosphorylation of either FMRP or CAPRIN1, but not both, promotes co-

phase separation of the two proteins. Furthermore, inclusion of RNA resulted in striking 

differences in sub-compartmentalization depending on whether FMRP or CAPRIN1 was 

phosphorylated.62 A recent study presented a network model based on patchy-colloids theory to 

explain the assembly of stress granules (SGs) with attached P-bodies (PBs) in vivo.54 In the patchy-

colloids framework, a system of interacting particles will phase separate into a connected, system-

spanning network only if the particles have valence (number of binding sites) of three or more. 

G3BP plays a critical role in formation of SG/PB condensates upon RNA influx, with the G3BP 

oligomerization domain and RNA-binding domain both necessary for the high valence of G3BP. 

Together, these studies highlight the role of multivalency of intermolecular interactions, mixture 

composition, and stoichiometry. Furthermore, these examples illustrate that IDRs and folded 

domains can both play important roles in the intermolecular interactions underlying co-phase 

separation, with PTMs capable of tuning the interaction strength. 

 

As multicomponent phase separation is dependent on a competition between homotypic and 

heterotypic interactions between molecules (including with solvent species), even a simple theory 

based on two-body interactions (ignoring multi-body effects) will require enumeration of these 

interactions between all possible pairs of molecules. Even if such information becomes available, 

it will be rather cumbersome to use it to develop multicomponent phase diagrams,29,63 which will 

still require untested approximations in the underlying thermodynamic mixture model.64 We 

believe that results of computer simulations based on theoretical models with increasing level of 

complexity can help identify the limitations of different approaches that are currently feasible. The 

phase behavior of complex polymer solution mixtures has been studied extensively due to its 

relevance to many industrial problems, and researchers should leverage the existing literature on 

that topic to make further progress in biomolecular condensates.65    

 

Emerging experimental techniques will continue to advance our understanding of multicomponent 

phase separation. Proximity labeling approaches can identify unknown components of 

biomolecular condensates; one recent study identified ~150 human stress granule components 

using ascorbate peroxidase proximity labeling.66 Super-resolution microscopy has revealed micro-

phases that may be difficult or impossible to resolve using diffraction-limited microscopy.54,67 Also 

regarding microscopy, conventional fluorescent tagging strategies used to visualize 

multicomponent phase separation may alter the sensitive balance of intermolecular interactions.  

An emerging approach particularly useful for in vivo studies is the development of phase 

separation biosensors, which partition into condensates without themselves phase separating or 

perturbing native LLPS.68  

 

MLOs can regulate enzyme activity 

What is the function of membraneless organelles? In many cases, it may be to regulate the rates of 

biochemical reactions (Fig. 3). Data is emerging to support this hypothesis, but many questions 

remain, and the field is wanting for additional quantitative evidence. There are a host of reasons 

why enzyme-catalyzed reactions may change upon incorporation into condensates. First, and 

perhaps most straightforwardly, enzyme and substrate concentrations may be altered in 

condensates depending on the extent of their recruitment or partitioning. Second, enzyme activity 



is sensitive to the environment. Data indicates that the interior of condensates may have polarity 

closer to that of the interior of proteins or polar organic solvents than to that of the bulk aqueous 

phase.69–72 Other important liquid properties that impact enzyme activity can be altered in 

biomolecular condensates, including higher viscosities and lower diffusion coefficients, altered 

effective pH, and reduced ionic strength.70,71 Third, enzyme structural changes can occur as 

enzymes move between environments, resulting in altered activity and stability.73 When these 

considerations are taken together, it seems highly likely that enzymatic reaction rates will change 

when an enzyme moves from the bulk phase to a condensate. Condensates can form and dissolve 

rapidly in response to stimuli, so condensate formation provides a mechanism for highly sensitive 

enzyme activity regulation. Determining the combination of enzyme characteristics and 

condensate composition that will result in increased or decreased enzyme activity is of high 

priority for advancing our understanding of the biochemical functions of membraneless organelles. 

 

Several recent studies in both synthetic and natural systems examined enzymatic reaction rate 

changes upon compartmentalization into biomolecular condensates.3 Michaelis-Menten kinetics 

and increased concentrations are frequently invoked to explain the changes, but as just discussed, 

there are numerous additional considerations. It is therefore challenging to predict enzyme activity 

changes upon compartmentalization. One might expect not only instances of enhanced reaction 

rates, but also instances of unchanged or attenuated activity. In one recent report, β-galactosidase 

fused to an IDP exhibited increasing enzyme activity as the phase-separating IDP increased in 

length, demonstrating a correlation between increased phase separation propensity and enhanced 

enzyme activity.35 Contrarily, another recent report describes a cascade of two enzymes for 

converting L-aspartate 4-semialdehyde into 1,3-diaminopropane that, once fused to a phase 

separating IDP, results in slower catalysis than the free enzymes.74 The discordant results of these 

two reports highlight that further investigation into the physical chemistry of biomolecular 

condensates will underpin progress towards rational engineering of artificial organelle reaction 

chambers.  

 

One naturally occurring biomolecular condensate with catalytic function is the Bre1-Lge1 

condensate, which promotes ubiquitination of histone H2B in gene-body nucleosomes in yeast. 

Lge1 forms a core surrounded by a shell of Bre1 that together recruit nucleosome core particles 

and enzymes required for ubiquitination. Notably, the core-shell architecture of this condensate 

was found to be necessary for accelerating H2B ubiquitination.75 As a second example, 

purinosomes colocalize enzymes involved in the de novo purine biosynthesis pathway. A recent 

study demonstrated that purinosome enrichment yields increased purine biosynthesis. Purinosome-

enriched cells contained increased concentration of the purine nucleotide precursor IMP and 

exhibited enhanced metabolic flux of the de novo purine biosynthesis pathway.76 These studies 

reveal the impact of biomolecular condensates on enzyme activity, in both synthetic and natural 

systems. However, insight is lacking into the mechanisms responsible for the changes in catalysis, 

and future experimental and computational research will seek to dissect these mechanisms.  

 



 
Figure 3 – Modulation of enzyme activity by biomolecular condensates. Six outcomes are illustrated, highlighting 
different partitioning into condensates of enzymes, substrates, and products. A) Enzymes and substrates 
partitioned together or separately have been shown to enhance or reduce enzyme activity, respectively. 
Condensates which preferentially sequester unstable or toxic biproducts may localize the responsible enzymes at 
the condensate interface. B) Condensates can influence biochemical pathways by preferential incorporation of one 
enzyme over the other to alter reaction selectivity. C) Enzyme incorporation into the condensate environment could 
induce enzyme structural changes that alter enzyme kinetics. 
 

Studying enzymes in membraneless organelles is complex and highly dependent on the reaction 

in question. In classical enzymology experiments, catalysis occurs homogeneously in an aqueous 

solution. In the case of enzyme activity involving biomolecular condensates, even single enzyme-

substrate reactions become biphasic or multiphasic experiments where enzymes, substrates, and 

products separate between the liquid phases. This presents challenges and opportunities for 

experimental and theoretical research studying enzyme kinetics involving biomolecular 

condensates. Enzyme activity calculations must consider at least three different locations – the 

condensate, the dilute phase (bulk solvent), and the interface between the two phases. If the 

substrate and enzyme both partition into the condensate, catalysis may occur predominantly in the 

condensed phase. Or, enzymes that localize to or act at the interface may play a larger catalytic 

role. For instance, in one recent study, phase-separated DNA droplets underwent degradation when 

a SmaI restriction enzyme was applied. The enzyme activity was confined to the droplet surface 

(phase interface) when the system was far below the dissolution temperature. However, SmaI 

cleaved the DNA throughout the droplet at higher temperatures, because higher temperatures 

altered the droplet’s permeability, allowing for increased penetration of the restriction enzyme into 

the condensate.77 In both of these scenarios, droplet size (and consequently the surface area to 

volume ratio) is an important variable, which will impact diffusion times, partitioning, and 



interfacial catalysis. Finally, in LLPS systems, phase-separating proteins (e.g. an enzyme-IDP 

fusion) will be present in the dilute phase at the saturation concentration, and so the dilute phase 

should not be neglected as a possible location for catalysis. 
 

Kinetics studies must also consider enzyme structure. Protein structure rearrangements frequently 

occur as proteins move between environments, e.g. nucleus, cytosol, and extracellular.78 Similar 

structural or functional shifts should be expected of enzymes as they transition from the cytosol 

into condensates, resulting in Michaelis constant Km and catalytic rate constant kcat varying 

depending on the location of the enzyme. Specific enzyme structural characteristics will dictate 

enzyme activity upon condensate sequestration, and condensate properties will affect sequestered 

enzymes. Both aspects require investigation. Recent work on synthetic droplet reactors describes 

condensate properties that can be characterized in purified systems, including condensate polarity, 

partition coefficients, enzyme concentration, and localized enzyme activity.71 Most enzyme-

condensate systems are not as well characterized, especially in vivo. We will later describe methods 

for determining condensate rheology, which impacts the diffusion-limited on-rate constant for 

enzyme-substrate binding, but these and other liquid properties, including proticity, ionicity, and 

polarity, will vary and impact reaction kinetics. Condensate-sequestered enzyme conformational 

changes could be characterized by cryogenic electron tomography and other high-resolution 

techniques.78,79 Molecular dynamics simulations could examine how enzymes interact with 

different condensate environments. Bioinformatics methods could examine conserved features of 

enzymes found in biomolecular condensates.80 Our understanding of condensate-enzyme 

interactions is still in the early stages of development, as are the methods. Exploring how enzymes 

interact with condensates will inform our understanding of their biological functions and potential 

applications in designer synthetic organelles. 

 

Having discussed several examples and physicochemical considerations of enzymatic reactions 

localized to condensates, we now speculate on how enzymes may have evolved to harness LLPS 

for functional regulation. As discussed earlier, colocalizing enzymes to enhance activity is of great 

interest, but diminished activity upon colocalization to a condensate is at least equally important 

biologically. Membraneless organelles that sequester substrates away from enzymes can reduce 

reaction rates, as is the case for mRNA sequestered in stress granules away from the translational 

machinery.81,82 As a second example, proteins (e.g. TDP-43) that localize to stress granules may 

be shielded from stress-activated kinases, safeguarding the proteins from forming disease-related 

phosphorylated aggregates.83 Enzymes such as these kinases could have evolved to be excluded 

from condensates – partitioning dissimilarly from their substrates – to allow for stimulus-

responsive attenuation of enzyme activity. In other scenarios, enzymes and condensate proteins 

could perhaps coevolve to favor partitioning, as in the case of the Lge1-Bre1 condensate.75 These 

regulatory mechanisms that evolved in cells have provided inspiration for synthetic biologists. One 

recent study developed a synthetic condensate in yeast that, under control of an optogenetic switch, 

colocalized enzymes from the deoxyviolacein pathway to direct flux towards the desired product, 

resulting in product enrichment of up to 18-fold.76 

 

Finally, we note that recruitment of proteins into biomolecular condensates can also regulate the 

kinetics of non-enzymatic processes – e.g. branching microtubule nucleation, carboxysome 

formation, and tau fibril aggregation.84–87 These assembly events are not enzyme-based, but 

similarly to the examples discussed thus far, exhibit enhanced kinetics due to condensate 



colocalization. These natural systems could serve as inspiration for harnessing condensate 

colocalization to template the assembly of engineered bionanomaterials. 

 

Surface tension and rheology are critical properties of condensates, but challenging to quantify 

How do the material properties of biomolecular condensates, such as viscosity and surface tension, 

affect biochemical and biological function? This important question is just beginning to be 

explored. Surface tension and viscosity of condensates are essential for subcompartment 

formation,7,55,88 gene regulation,89,90 and condensate-membrane interactions.4 Another recent 

report found that Ape1 condensates must be liquid, not solid, for selective autophagy in yeast.91 

Apart from normal cell physiology, many aging-related diseases are linked to pathological fibrils 

that form when cells lose control over the liquidity of corresponding protein condensates.50,92–94 

Detailed understanding of material properties is therefore central to understanding biomolecular 

condensate biology and pathology, and furthermore, will guide the design of medical and 

biotechnological applications.95,96 

 

 
Figure 3. The material properties of biomolecular condensates arise from sequence-encoded information and impart 

biological function. A growing suite of techniques for measuring condensate surface tension and rheology is beginning 

to shed light on how condensate material properties relate to native biological processes, as well as how material 

properties change with aging or disease. 

 

Surface tension and viscosity are two main parameters that define the material state of a liquid. 

Surface tension is a static property, whereas viscosity describes the motion of a liquid under 

external force. Both originate from intermolecular forces, and in macromolecular systems, 

intramolecular forces also play an important role through their effect on biopolymer structure, 

radius of gyration, and flexibility.97 Nonetheless, the relation between surface tension and viscosity 

is highly nontrivial, where only empirical correlations exist within certain families of liquids.98,99 

Therefore, surface tension and viscosity are often considered as two independent liquid 

properties.100 Indeed, among the limited data of surface tension and viscosity for biomolecular 

condensates, they have been almost exclusively measured using separate techniques.7,101–103 The 

micro-scale nature of biomolecular condensates means that traditional rheometers or tensiometers 

are rarely applicable when studying the properties of protein/RNA condensates,92 and instead 

microscopy-based measurements predominate. 

  



So far, two techniques have been mainly applied to quantify the viscosity of condensates: most 

commonly fluorescence recovery after photobleaching (FRAP), and to a lesser extent, single 

particle tracking (SPT). Both techniques take advantage of the Stoke-Einstein relation,104 where 

the viscosity of a liquid is inferred from the Brownian motion of spherical particles within it, 𝜂 =

 
𝑘𝐵𝑇

6𝜋𝐷𝑎
 (η is the liquid viscosity, D and a are the diffusion coefficient and the radius of the chosen 

particle, respectively). Apart from several technical complications,105 FRAP is intrinsically limited 

in that the shape of the monitored fluorescent molecule can significantly deviate from a sphere, 

and that the hydrodynamic radii of molecules are often unknown. Therefore, often only an apparent 

viscosity can be extracted from the recovery of bleached molecules, limiting the comparability of 

FRAP results using different tracer molecules. Additionally, biomolecular condensates are often 

not pure liquids, and an elastic component can make the FRAP data nontrivial to quantify.92,106 

SPT solves the first issue by using well-defined spherical particles. For the second issue, a 

generalized Stokes-Einstein relation107,108 can be applied to SPT data to extract both viscous and 

elastic moduli. However, to apply SPT in different systems, the surface chemistry of particles often 

must be finely tuned to avoid particle aggregation inside the condensate.109 Both techniques can in 

principle be conducted on in vitro or in vivo condensates, but in vivo experiments are more difficult 

to perform and quantitatively interpret, due to the small size of intracellular condensates and the 

complexity of the cellular environment. Additionally, both FRAP and SPT are limited to 

measuring passive viscosity under zero applied force, a likely oversimplification compared to the 

heterogeneous mechanical environment that condensates experience in the cell.110 More recently, 

two more approaches based on microfluidic shear stress103 and oscillatory stretch through dual 

optical traps106,111 have been applied to study the active rheology of condensates. Albeit 

challenging on their own rights, these new approaches promise a more accurate description of the 

viscoelastic behavior of biomolecular condensates. Other active microrheology techniques, such 

as magnetic twisting,112 are promising candidates to be applied in biomolecular condensate studies. 

 

Compared to viscosity measurements, quantifying the surface tension of condensates is more 

obscure. (We use the term surface tension to be consistent with the MLO literature, although 

elsewhere the term surface tension is reserved for gas-liquid interfaces while the more general term 

interfacial tension is used for gas-liquid, liquid-liquid, or solid-liquid interfaces.) The only widely 

applied technique to measure condensate surface tension relies on the scaling between the fusion 

time and the length scale of two coalescing droplets, from which only the ratio of surface tension 

and viscosity can be extracted.101 One of the first direct surface tension measurements was 

achieved by adapting the sessile drop technique. Side-view morphology of condensates, which 

represents a balance between surface tension and gravity, was used to quantify surface tension 

when the density of condensates was known.7 More recently, shape fluctuations of the nucleolus 

were monitored to report on its surface tension,102 resembling the use of flickering spectroscopy 

to measure membrane tension of giant lipid vesicles.113 So far, all measurements of biomolecular 

condensates report a very low surface tension, ~10-3 mN/m,7,101,102,106 less than ten thousandth of 

the surface tension of oil droplets in water. Is the low surface tension a unique feature of 

biomolecular condensates? For entropy-driven colloidal condensates in a polymer solution, 

surface tension of the condensates scales as 𝛾~ 
𝑘𝐵𝑇

4𝑎2 , leading to a low surface tension for 

condensates of protein-size particles (𝛾~10-2 mN/m, for a ~10 nm colloid).90,114 However, 

biomolecules can have direct enthalpic attractions towards each other, potentially producing high 

surface tension condensates that are waiting to be discovered.  



 

When quantifying condensate rheology, it is tempting to treat condensates as a bulk material. To 

be sure, the bulk rheology is salient when considering whether a condensate as a whole behaves 

as a liquid or gel, which contributes to the condensate’s fusion rate and how it may interact with 

other organelles and cellular structures. As the field looks to the future, we suggest that rheological 

studies should also consider the molecular microstructure of condensates. Condensates may be 

thought of as a porous material, with a mesh size on the order of nanometers, dependent on the 

intermolecular interactions and crosslinks in the condensed phase.95,115 Small molecules can access 

the interstices between the biopolymers, which are expected to be a watery, low-viscosity 

environment. A small molecule in a condensate may therefore experience a viscosity that is orders 

of magnitude smaller than would a probe particle larger than the mesh size of the condensate.115,116 

This nanoscale rheology may be particularly relevant to understanding the dynamics and 

biochemical activities of small drug molecules or native metabolites that partition into 

membraneless organelles.96 Many of the abovementioned techniques are most suitable for bulk 

rheology measurements, but FRAP of small molecule fluorophores or fluorescence correlation 

spectroscopy (FCS) can provide information about nanoscale rheology.115 

 

To more fully understand the physical chemistry of biomolecular condensates, future work must 

unravel the sequence determinants of material properties. Important progress has been made in 

understanding the sequence determinants of phase separation, but much less is known about how 

sequence encodes droplet rheology and surface tension. This information would inform how 

mutations and post-translational modifications alter material properties, and how changes to 

rheology and surface tension may execute biological function or cause disease. In recent work, we 

found that, surprisingly, two charge-patterned variants of the LAF-1 RGG domain did not 

significantly alter droplet dynamics.18 In contrast, several other recent papers identified sequence 

perturbations that did alter material properties. In hnRNPA1, clustering of aromatic residues 

resulted in amorphous aggregates rather than spherical liquid.43 In FUS, G to A mutation reduced 

droplet dynamics, whereas Q to G mutation prevented droplet hardening over time.27 In the 

UBQLN2 C-terminal region, certain point mutations that increased hydrophobicity slowed droplet 

fusion.49 Condensates of poly-R show ~100 fold greater viscosity than comparable poly-K 

condensates and ~10-fold greater surface tension.88 Future work will aim to ascertain the molecular 

basis of such effects and expand our understanding of what sequence features encode material 

properties, ultimately aiming to develop a predictive framework for relating sequence to rheology 

and surface tension in biomolecular condensates.  

 

As researchers continue to elucidate the relationship between condensate rheology and function, 

there is much room for development of new techniques and analysis, both for in vitro and in vivo 

condensates. Non-invasive approaches, such as genetically-encoded multimeric nanoparticles117 

and optical trap-based microrheology106,111 are particularly appealing for their potential to be 

applied to live samples. Another desirable feature of future technology is high-sensitivity tracing 

of the change in condensate properties over time. This is important because biomolecular 

condensates in cells are rarely at thermodynamic equilibrium: material properties of condensates 

can not only change with applied force, but also change with time. For instance, this is manifested 

in the glass-like aging of PGL-3 condensates111 or the disease-related liquid-to-solid fibrilization 

of FUS bearing the G156E mutation found in some ALS patients.50 New in vitro tools must 

minimize the effects of potential artifacts due to adhesion between condensates and the substrate 



(e.g. the coverglass). There is also need for higher throughput approaches to measure condensate 

material properties. Large-scale mutagenesis studies and IDP libraries have been employed to 

uncover sequence determinants of phase separation and IDP toxicity,35,118 but measurements of 

membraneless organelle material properties have been comparatively low throughput, and higher-

throughput approaches may help advance the field.  

 

Conclusion/Outlook 

Tremendous research effort in recent years has begun to shed light on the biophysical chemistry 

of membraneless organelles. Although the field may no longer be in its infancy, it is far from 

maturity, with many open questions remaining to be tackled. Building upon insights into the 

sequence determinants of phase separation of individual proteins, experimental and computational 

studies are now investigating the complex interactions that give rise to multi-component and multi-

phase condensates, which may be the rule rather than the exception in biology. The ultimate goal 

of this research is to predictively understand how biopolymer sequence and molecular interactions 

give rise to the emergent properties and functions of membraneless organelles. One such function 

is the regulation of enzymatic activity through sequestration of enzymes, substrates, or both into 

biomolecular condensates. Central to this function, and many other biological functions and 

dysfunctions, are the material properties of MLOs. New techniques are emerging that enable 

improved measurements of the rheology and surface tension of biomolecular condensates, 

promising to help resolve key questions about the time- and context-dependence of material 

properties and their biochemical consequences. In the coming years, progress towards these 

fundamental questions will also translate into advances in biomaterials, engineered cells and 

protocells, and novel therapeutic approaches for disease processes linked with biomolecular phase 

separation. 
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