
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS 1

StructADMM: Achieving Ultrahigh Efficiency in
Structured Pruning for DNNs

Tianyun Zhang , Shaokai Ye, Xiaoyu Feng, Graduate Student Member, IEEE, Xiaolong Ma ,

Kaiqi Zhang, Zhengang Li, Jian Tang , Fellow, IEEE, Sijia Liu , Member, IEEE,

Xue Lin , Member, IEEE, Yongpan Liu , Senior Member, IEEE,

Makan Fardad , and Yanzhi Wang, Member, IEEE

Abstract— Weight pruning methods of deep neural net-
works (DNNs) have been demonstrated to achieve a good
model pruning rate without loss of accuracy, thereby alleviating
the significant computation/storage requirements of large-scale
DNNs. Structured weight pruning methods have been proposed
to overcome the limitation of irregular network structure and
demonstrated actual GPU acceleration. However, in prior work,
the pruning rate (degree of sparsity) and GPU acceleration are
limited (to less than 50%) when accuracy needs to be maintained.
In this work, we overcome these limitations by proposing a
unified, systematic framework of structured weight pruning for
DNNs. It is a framework that can be used to induce different
types of structured sparsity, such as filterwise, channelwise,
and shapewise sparsity, as well as nonstructured sparsity. The
proposed framework incorporates stochastic gradient descent
(SGD; or ADAM) with alternating direction method of multipli-
ers (ADMM) and can be understood as a dynamic regularization
method in which the regularization target is analytically updated
in each iteration. Leveraging special characteristics of ADMM,
we further propose a progressive, multistep weight pruning
framework and a network purification and unused path removal
procedure, in order to achieve higher pruning rate without
accuracy loss. Without loss of accuracy on the AlexNet model,
we achieve 2.58× and 3.65× average measured speedup on
two GPUs, clearly outperforming the prior work. The average
speedups reach 3.15× and 8.52× when allowing a moderate
accuracy loss of 2%. In this case, the model compression for
convolutional layers is 15.0×, corresponding to 11.93× measured
CPU speedup. As another example, for the ResNet-18 model on
the CIFAR-10 data set, we achieve an unprecedented 54.2× struc-
tured pruning rate on CONV layers. This is 32× higher pruning
rate compared with recent work and can further translate into

Manuscript received March 24, 2020; revised August 12, 2020;
accepted November 24, 2020. This work was supported by the National
Science Foundation under Award CAREER CMMI-1750531, Award
ECCS-1609916, Award CCF-1919117, Award CNS-1909172, and Award
CNS-1704662. (Tianyun Zhang and Shaokai Ye contributed equally to this
work.) (Corresponding author: Yanzhi Wang.)
Tianyun Zhang, Kaiqi Zhang, Jian Tang, and Makan Fardad are with

the Department of Electrical Engineering and Computer Science, Syracuse
University, Syracuse, NY 13244 USA.
Shaokai Ye, Xiaoyu Feng, and Yongpan Liu are with the Department of

Electronic Engineering, Tsinghua University, Beijing 100084, China.
Xiaolong Ma, Zhengang Li, Xue Lin, and Yanzhi Wang are with the

Department of Electrical and Computer Engineering, Northeastern University,
Boston, MA 02115 USA (e-mail: yanz.wang@northeastern.edu).
Sijia Liu is with the IBM Cambridge Research Center, Cambridge,

MA 02141 USA.
Color versions of one or more figures in this article are available at

https://doi.org/10.1109/TNNLS.2020.3045153.
Digital Object Identifier 10.1109/TNNLS.2020.3045153

7.6× inference time speedup on the Adreno 640 mobile GPU
compared with the original, unpruned DNN model. We share
our codes and models at the link http://bit.ly/2M0V7DO.

Index Terms— Alternating direction method of multipliers
(ADMM), deep neural networks (DNNs), hardware acceleration,
weight pruning.

I. INTRODUCTION

DEEP neural networks (DNNs) utilize multiple functional
layers cascaded together to extract features at multiple

levels of abstraction [1]–[6] and are thus both computationally
and storage intensive. As a result, many studies on DNN model
compression are underway, including weight pruning [7]–[11],
low-rank approximation [12]–[14], and low displacement rank
approximation (structured matrices) [15]–[17]. Weight pruning
can achieve a high model pruning rate without loss of accu-
racy. An early work [7], [8] adopts an iterative weight pruning
heuristic and results in a sparse neural network structure.
It can achieve 9× weight reduction with no accuracy loss on
AlexNet [1]. This weight pruning method has been extended
in [9], [11], and [18]–[23] to either use more sophisticated
algorithms to achieve a higher weight pruning rate or to obtain
a fine-grained tradeoff between a higher pruning rate and a
lower accuracy degradation.
Despite the promising results, these general weight pruning

methods often produce nonstructured and irregular connec-
tivity in DNNs. This leads to degradation in the degree
of parallelism and actual performance in GPU and hard-
ware platforms. Moreover, the weight pruning rate is mainly
achieved through compressing the fully connected (FC) lay-
ers [7], [8], [18], which are less computationally inten-
sive compared with convolutional (CONV) layers and are
becoming less important in state-of-the-art DNNs such as
ResNet [24]. To address these limitations, recent work [10],
[25] have proposed to learn structured sparsity, including
sparsity at the levels of filters, channels, filter shapes, and
layer depth. These works focus on CONV layers and actual
GPU speedup is reported as a result of structured spar-
sity [10]. However, these structured weight pruning methods
are based on fixed regularization techniques and are still quite
heuristic [10], [25]. The weight pruning rate and GPU acceler-
ation are both quite limited. For example, the average weight
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pruning rate on CONV layers of AlexNet is only 1.5× without
any accuracy loss, corresponding to 33.3% sparsity.
In this work, we overcome this limitation by proposing

a unified, systematic framework of structured weight prun-
ing for DNNs, named StructADMM, based on the powerful
optimization tool alternating direction method of multipliers
(ADMM) [26], [27] shown to perform well on combinatorial
constraints. It is a unified framework for different types of
structured sparsity, such as filterwise, channelwise, and shape-
wise sparsity, as well as nonstructured sparsity. It is a system-
atic framework of dynamic ADMM regularization and masked
mapping and retraining steps, guaranteeing solution feasibility
(satisfying all constraints) and providing high solution quality.
It achieves a significant improvement in weight pruning rate
under the same accuracy, along with fast convergence rate. In
the context of deep learning, the StructADMM framework can
be understood as a smart and dynamic regularization technique
in which the regularization target is analytically updated in
each iteration.
Beyond the above single-step, one-shot ADMM framework,

we observe the opportunity of performing further weight
pruning from the results. This is due to the special property
of L2-based ADMM regularization process. This observation
suggests a progressive, multistep model compression frame-
work using ADMM. In the progressive framework, the pruning
result from the previous step serves as an intermediate result
and starting point for the subsequent step. It has an additional
benefit of reducing the search space for (structured) weight
pruning within each step. The detailed procedure and hyper-
parameter determination process have been carefully designed
toward ultrahigh weight pruning rates.
During the postprocessing procedure, we find that after

model retraining, some weights become less contributing to the
network performance. To take advantage of this characteristics,
we propose a novel algorithm to detect and remove the
redundant weights that slip away from ADMM (structured)
weight pruning. Also, we are the first to discover the unused
path in a structured pruned DNN model and design an effective
optimization framework to further boost compression rate as
well as maintain high network accuracy.
We conduct extensive experiments on StructADMM

framework using the ImageNet, CIFAR-10, MNIST, and
UCF-101 data sets, using AlexNet, VGGNet, ResNet-
18/ResNet-50, MobileNet-V2, and LeNet-5 DNN models.
For acceleration evaluation, we have tested on two NVIDIA
GPUs (NVIDIA 1080Ti and Jetson TX2), Intel i7-6700K
CPU, as well as the Qualcomm Adreno 640 mobile GPU
in Samsung Galaxy S10 smartphone. We have validated
significant benefits of StructADMM in both weight pruning
rates and actual system accelerations, with respect to the
original DNN model and a large collection of prior work.
For example, without accuracy loss on the AlexNet model
(with over 2% accuracy enhancement in baseline accuracy),
we achieve 2.58× and 3.65× average measured speedup on
two GPUs, which clearly outperforms the GPU acceleration
of 49% reported in SSL [10]. The speedups reach 3.15×
and 8.52× when allowing a moderate accuracy loss of 2%.
In this case, the model compression for CONV layers is 15.0×,

corresponding to 11.93× CPU speedup. As another example,
for the ResNet-18 model on the CIFAR-10 data set, we achieve
an unprecedented 54.2× structured pruning rate on CONV
layers when a two-step, progressive framework is utilized. This
is 32× higher pruning rate compared with recent work or over
100× fewer number of actual weight parameters considering
the difference of original DNN. It can further translate into
7.6× inference time speedup on the Adreno 640 mobile GPU
compared with the original, unpruned DNN model.
An early version of this work appeared in [28]. In this

article, we expand our contributions on the following aspects.

1) Our early version [28] only focus on nonstructured
pruning and evaluates the performance on LeNet-5 and
AlexNet. In this article, we propose a unified frame-
work for different types of structured sparsity such as
filterwise, channelwise, and shapewise sparsity, as well
as nonstructured sparsity. Also, we evaluate the per-
formance on a variety of models, such as VGG-16,
ResNet, and MobileNet. Also, we focus on the actual
inference time speedup in various platforms achieved
by our structured pruning method.

2) We propose a progressive, multistep framework for DNN
compression, which can be used for both structured
pruning and nonstructured pruning. It notably improves
the pruning rate, e.g., it increases the pruning rate on
AlexNet from 21× achieved by single-step ADMM [28]
to 31×.

3) We propose network purification and unused path
removal step for structured pruning, which further
increases the pruning rate without accuracy loss.

The rest of this article is organized as follows. Section II
discusses the related works. Section III briefly introduces the
background of ADMM. The proposed unified framework for
DNN weight pruning is investigated in Section IV. Section V
illustrates our proposed methods to increase the pruning rate.
Section VI discusses how to set hyperparameters and the
effectiveness of our proposed framework. We compare the
experiment results of our proposed method with state-of-
the-art weight pruning methods for structured and nonstruc-
tured pruning in Sections VII and VIII, respectively. Finally,
Section IX concludes this article.

II. RELATED WORK

A. General, Nonstructured Weight Pruning

The early work by Han et al. [7], [8] achieved 9× reduction
in the number of parameters in AlexNet and 13× in VGG-16.
However, most reduction is achieved in FC layers, and 2.7×
reduction achieved in CONV layers will not lead to an over-
all acceleration in GPU [10]. Extensions of iterative weight
pruning, such as [18] (dynamic network surgery), [9] (NeST),
and [29], use more delicate algorithms such as selective weight
growing and pruning. However, the weight pruning rates on
CONV layers are still limited, e.g., 3.1× in [18], 3.23× in [9],
and 4.16× in [29] for AlexNet with no accuracy degradation.
This level of nonstructured weight pruning cannot guarantee
GPU acceleration. In fact, our StructADMM framework can
achieve 16.1× nonstructured weight pruning in CONV layers
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of AlexNet without accuracy degradation; however, only minor
GPU acceleration is actually observed.

B. Structured Weight Pruning

To overcome the limitation in nonstructured, irregular
weight pruning, SSL [10] proposes to learn structured sparsity
at the levels of filters, channels, filter shapes, layer depth, and
so on. This work is one of the first with actually measured
GPU accelerations. This is because CONV layers after struc-
tured pruning will transform to a full matrix multiplication in
GPU (with reduced matrix size). However, the weight pruning
rate and GPU acceleration are both limited. The average
weight pruning rate on CONV layers of AlexNet is only 1.5×
without accuracy loss. The reported GPU acceleration is 49%.
Besides, another work [25] achieves 2× channel pruning with
1% accuracy degradation on VGGNet.

C. Other Types of DNN Model Compression Techniques

There are many other types of DNN model compres-
sion techniques. Weight quantization leverages the inherent
redundancy in the number of bits for weight representa-
tion. Many of the prior works [30]–[36] are directed at
quantization of weights to binary values, ternary values,
or powers of 2 to facilitate hardware implementations, with
acceptable accuracy loss. The state-of-the-art techniques [37],
[38] adopt an iterative quantization and retraining frame-
work, with some degree of randomness incorporated into
the quantization step. This method results in less than
3% accuracy loss on AlexNet for binary weight quantiza-
tion [38]. Furthermore, knowledge distillation leverages the
idea that a smaller student model can absorb knowledge
from the larger teacher model [39]–[42], low-rank approx-
imation using single-value decomposition (SVD) [12]–[14],
and low-displacement rank approximation using structured
matrices, such as circulant matrices [15], [43] and Toeplitz
matrices [16], [17]. These techniques result in a regular
network structure, but in general a lower pruning rate and
larger accuracy degradation compared with parameter pruning.
We point out that these compression techniques are compatible
with ADMM and will be the topic of future investigations
orthogonal to this work.
Besides the works we mention above, there are also several

representative recent works in this field. Yu et al. [44],
Li et al. [45], and He et al. [46] defined metrics to mea-
sure the importance of the weights, and they prune the
weights that are less important according to their metrics.
Zhuang et al. [47] and Yang et al. [48] defined optimization
targets to generate sparse DNNs, and they set the optimization
target as a regularization term when they train the DNNs.
In these methods, the authors decide the importance of weights
on a static model or setting a static optimization target as the
regularization term. However, in our method, the regularization
targets are updated dynamically during the training procedure.
This is the major difference between our method and these
methods. Note that there are also recent works use dynamically
updated approaches in the training to prune DNNs, such as
C-SGD [49] and CNN-FCF [50]. C-SGD trains several filters
to collapse into a single point in the parameter hyperspace and

then remove the identical filters. CNN-FCF defines dynami-
cally updated binary scalars to constraint the filters and remove
the filters corresponding to 0-valued scalars after convergence.
Both of the two methods focus only on filter pruning on DNNs,
but our framework is unified for different kinds of structured
pruning, as well as nonstructured pruning.

III. BACKGROUND OF ADMM
ADMM was first introduced in the 1970s, and theoretical

results in the following decades are collected in [26]. It is a
powerful method for solving regularized convex optimization
problems, especially for problems in applied statistics and
machine learning. Moreover, recent works [51], [52] demon-
strate that ADMM is also a good tool for solving nonconvex
problems, potentially with combinatorial constraints since it
can converge to a solution that may not be globally optimal
but is sufficiently good for many applications.
ADMM is based on decomposing an optimization problem,

which is difficult to solve directly, into two subproblems
that can be solved separately and efficiently. For example,
the optimization problem

min
x

f (x) + g(x) (1)

lends itself well to the application of ADMM if f (·) is differ-
entiable and g(·) is nondifferentiable but has some structure
that can be exploited. Common instances of g are the �1 norm
and the indicator function of a constraint set. To prepare it for
the application of ADMM, the above problem is first rewritten
as

min
x

f (x) + g(z)

s.t. x = z.

Next, via the introduction of the augmented Lagrangian,
the above optimization problem can be decomposed into
two subproblems in x and z [26]. The first subproblem is
minx f (x) + q1(x), where q1(·) is a quadratic function of
its argument. Since q1 is differentiable and convex, the com-
plexity of solving this problem (e.g., via gradient descent) is
the same as that of minimizing f . The second subproblem is
minz g(z) + q2(z), where q2(·) is a quadratic function of its
argument. In problems where g has some special sturcture,
for instance, if it is a regularizer in (1), then exploiting the
properties of g allows this problem to be solved analytically.
More details regarding the application of ADMM to the weight
pruning problem will be demonstrated in Section IV.

IV. UNIFIED STRUCTADMM FRAMEWORK FOR

STRUCTURED PRUNING

A. Problem Formulation of Structured Pruning

Consider an N-layer DNN in which the first M layers are
CONV layers and the rest are FC layers. The weights and
biases of the i th layer are, respectively, denoted by Wi and
bi . Assume that the input to the DNN is x. Every column
of x corresponds to a training image, and the number t of
columns determines the number of training images in the input
batch. The input x will enter the first layer and the output of
the first layer is calculated by

h1 = σ(W1x + b1)
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where h1 and b1 have t columns and b1 is a matrix with
identical columns. The nonlinear activation function σ(·) acts
entrywise on its argument and is typically chosen to be the
ReLU function [53] in state-of-the-art DNNs. Since the output
of one layer is the input of the next, the output of the i th layer
for i = 2, . . . , N − 1 is given by

hi = σ(Wihi−1 + bi ).

The output of the DNN corresponding to a batch of images is

s = WNhN−1 + bN .

In this case, s is a k × t matrix, where k is the number of
classes in the classification and t is the number of training
images in the batch. The element si j in matrix s is the score
of the j th training image corresponding to the i th class. The
total loss of the DNN is calculated as

f ({W1, . . . , WN }, {b1, . . . , bN }) = −1

t

t∑
j=1

log
esy j j∑k
i=1 e

si j

+ λ

N∑
i=1

‖Wi‖2F
where the first term is cross-entropy loss, y j is the correct
class of the j th image, and the second term is L2 weight
regularization.
Hereafter, for simplicity of notation, we write {Wi }Ni=1,

or simply {Wi} instead of {W1, . . . , WN }. The same notational
convention applies other variables or parameters. The training
of a DNN is a process of minimizing the loss by updating
weights and biases. If we use the gradient descent method,
then the update at every step is

Wi = Wi − α
∂ f

({Wi }Ni=1, {bi }Ni=1

)
∂Wi

bi = bi − α
∂ f

({Wi }Ni=1, {bi }Ni=1

)
∂bi

computed for i = 1, . . . , N, where α is the learning rate.
In this article, our objective is to implement structured

pruning on DNNs. In the following discussion, we focus on
the CONV layers because they have the highest computation
requirements. More specifically, we minimize the loss func-
tion subject to specific structured sparsity constraints on the
weights in the CONV layers, i.e.,

min
{Wi },{bi }

({Wi }Ni=1, {bi }Ni=1

)
s.t. Wi ∈ Si , i = 1, . . . , M (2)

where Si is the set of Wi with a specific “structure.”
Next, we introduce constraint sets corresponding to different
types of structured sparsity. Nonstructured, irregular spar-
sity is also included in the framework. The suitability for
GPU acceleration is discussed for different types of sparsity,
and we finally introduce the proper combination of struc-
tured sparsity to facilitate GPU accelerations. The details
of different types of structures will be discussed later in
Section IV-C.
In problem (2), the constraint is nonconvex and combinato-

rial. As a result, this problem cannot be solved directly by sto-
chastic gradient descent (SGD) methods [54] (or ADAM [55]).
However, the property that Wi satisfies certain combinatorial

“structures” allows us to integrate the ADMM framework with
SGD to effectively solve this problem.

B. Proposed StructADMM Framework

To apply the ADMM framework, we define indicator func-
tions to incorporate combinatorial constraints into the objec-
tive function and define auxiliary variables that allow us to
decompose the optimization problem into two subproblems
that individually can be solved effectively. In what follows,
we elaborate on these steps.
Corresponding to every set Si , i = 1, . . . , M , we define the

indicator function

gi(Wi) =
{
0, if Wi ∈ Si

+∞, otherwise.

Furthermore, we incorporate auxiliary variables Zi , i =
1, . . . , M with the restriction that Zi = Wi . The original
problem (2) is then equivalent to

min
{Wi },{bi }

f
({Wi}Ni=1, {bi }Ni=1

) +
M∑
i=1

gi(Zi )

s.t. Wi = Zi , i = 1, . . . , M. (3)

The augmented Lagrangian [26] of problem (3) is defined
by

Lρ

({Wi}Ni=1, {bi }Ni=1, {Zi }Mi=1, {�i }Mi=1

)
= f

({Wi }Ni=1, {bi }Ni=1

) +
M∑
i=1

gi(Zi )

+
M∑
i=1

tr[�T
i (Wi − Zi )] +

M∑
i=1

ρi

2
‖Wi − Zi‖2F

where ‖·‖F denotes the Frobenius norm, {�i }Mi=1 are the dual
variables, and the penalty parameters {ρi}Mi=1 are positive. With
the scaled dual variable Ui = (1/ρi)�i for i = 1, . . . , M ,
the augmented Lagrangian can be equivalently rewritten as

Lρ

({Wi }Ni=1, {bi }Ni=1, {Zi}Mi=1, {�i }Mi=1

)
= f

({Wi}Ni=1, {bi }Ni=1

) M∑
i=1

gi(Zi )

+
M∑
i=1

ρi

2
‖Wi − Zi + Ui‖2F −

M∑
i=1

ρi

2
‖Ui‖2F .

ADMM consists the following iterations for k =
0, 1, . . . , [26], [56]:{

Wk+1
i

}N
i=1,

{
bk+1
i

}N
i=1

:= argmin
{Wi },{bi }

Lρ

({Wi}Ni=1, {bi }Ni=1,

{Zk
i }Mi=1, {Uk

i }Mi=1

)
(4){

Zk+1
i

}M

i=1 := argmin
{Zi }

Lρ

({
Wk+1

i

}N
i=1,

{
bk+1
i

}N
i=1,

{Zi }Mi=1

{
Uk

i

}M
i=1

)
(5)

Uk+1
i := Uk

i + Wk+1
i − Zk+1

i for i = 1, . . . , M (6)

until for i = 1, . . . , M , both of the following conditions are
satisfied:∥∥Wk+1

i − Zk+1
i

∥∥2
F

≤ εi ,
∥∥Zk+1

i − Zk
i

∥∥2
F

≤ εi . (7)
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Fig. 1. Illustration of filterwise, channelwise, and shapewise structured
sparsity from left to right.

In order to solve the overall pruning problem, we need to
solve subproblems (4) and (5). More specifically, problem (4)
can be formulated as

min
{Wi },{bi }

f
({Wi}Ni=1, {bi}Ni=1

) +
M∑
i=1

ρi

2

∥∥Wi − Zk
i + Uk

i

∥∥2
F

(8)

where the first term in the objective function of (8) is the
differentiable loss function of the DNN, and the second term
is a quadratic regularization term of the Wi ’s, which is
differentiable and convex. As a result, (8) can be solved by
SGD. Although we cannot guarantee the global optimality of
the solution, it is due to the nonconvexity of the DNN loss
function rather than the quadratic term enrolled by our method.
On the other hand, problem (5) is given by

min
{Zi }

M∑
i=1

gi(Zi ) +
M∑
i=1

ρi

2

∥∥Wk+1
i − Zi + Uk

i

∥∥2
F
. (9)

Note that gi(·) is the indicator function of Si , and thus, this
subproblem can be solved analytically and optimally [26]. For
i = 1, . . . , M , the optimal solution is

Zk+1
i = 
Si

(
Wk+1

i + Uk
i

)
(10)

where 
Si (·) is the Euclidean projection of Wk+1
i + Uk

i onto
Si . The set Si is different when we apply different types
of structured sparsity. We will discuss how to implement
the Euclidean projection to different types of structures in
Section IV-C.

C. Solutions of Different Types of Structured Sparsity and
Discussion

The collection of weights in the i th CONV layer is a 4-D
tensor, i.e., Wi ∈ RAi×Bi×Ci×Di , where Ai , Bi ,Ci , and Di are,
respectively, the number of filters, the number of channels in
a filter, the height of the filter, and the width of the filter,
in layer i . In what follows, if X denotes the weight tensor in
a specific layer, let (X)a,:,:,: denote the ath filter in X, (X):,b,:,:
denote the bth channel, and (X):,b,c,d denote the collection of
weights located at position (:, b, c, d) in every filter of X, as
shown in Fig. 1.
1) Filterwise Structured Sparsity: When we train a DNN

with sparsity at the filter level, the constraint on the weights
in the i th CONV layer is given by

Wi ∈ Si := {X | the number of nonzero filters in X

is less than or equal to αi }.

Here, nonzero filter means that the filter contains some
nonzero weight. To solve subproblem (10) with such con-
straints, we first calculate

Oa = ∥∥(
Wk+1

i + Uk
i

)
a,:,:,:

∥∥2
F

for a = 1, . . . , Ai . We then keep αi elements in (Wk+1
i +

Uk
i )a,:,:,: corresponding to the αi largest values in {Oa}Ai

a=1 and
set the rest to zero.

2) Channelwise Structured Sparsity: When we train a DNN
with sparsity at the channel level, the constraint on the weights
in the i th CONV layer is given by

Wi ∈ Si := {X | the number of nonzero channels in X

is less than or equal to βi}.
Here, we call the bth channel nonzero if (X):,b,:,: contains
some nonzero element. To solve subproblem (10) with such
constraints, we first calculate

Ob = ∥∥(
Wk+1

i + Uk
i

)
:,b,:,:

∥∥2
F

for b = 1, . . . , Bi . We then keep βi elements in (Wk+1
i +

Uk
i ):,b,:,: corresponding to the βi largest values in {Ob}Bi

b=1 and
set the rest to zero.

3) Filter Shapewise Structured Sparsity: When we train a
DNN with sparsity at the filter shape level, the constraint on
the weights in the i th CONV layer is given by

Wi ∈ Si := {
X | the number of nonzero vectors in

{X:,b,c,d}Bi ,Ci ,Di
b,c,d=1 is less than or equal to θi

}
.

To solve subproblem (10) with such constraints, we first
calculate

Ob,c,d = ∥∥(
Wk+1

i + Uk
i

)
:,b,c,d

∥∥2
F

for b = 1, . . . , Bi , c = 1, . . . ,Ci , and d = 1, . . . , Di . We then
keep θi elements in (Wk+1

i + Uk
i ):,b,c,d corresponding to the θi

largest values in {Ob,c,d }Bi ,Ci ,Di
b,c,d=1 and set the rest to zero.

4) Nonstructured, Irregular Weight Sparsity: When we train
a DNN with nonstructured weight sparsity, the constraint on
the weights in the i th CONV layer is

Wi ∈ Si := {X | the number of nonzero elements in X

is less than or equal to γi}.
To solve subproblem (10), we keep γi elements in Wk+1

i + Uk
i

with largest magnitudes and set the rest to zero.

5) Combination of Structured Sparsity to Facilitate GPU
Acceleration: Convolutional computations in DNNs are com-
monly transformed to matrix multiplications by converting
weight tensors and feature map tensors into matrices [57],
named general matrix multiplication (GEMM). Filterwise
sparsity corresponds to row pruning, whereas channelwise
and filter shapewise sparsity correspond to column pruning
in GEMM. The GEMM matrix maintains a full matrix with
a number of rows/columns reduced, thereby enabling GPU
acceleration. This is shown in Fig. 2, in which Wn,m,k means
the kth element in the mth channel of the nth filter. In the
results, we will use row pruning to represent the results
of filterwise sparsity in GEMM and use column pruning
to represent the results of channelwise and filter shapewise
sparsity.
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Fig. 2. Illustration of 2-D weight matrix for GEMM (left) and rowwise and columnwise sparsity (right).

D. Masked Retraining Step

For very small values of εi in (7), ADMM needs a large
number of iterations to converge. However, in many applica-
tions, such as the weight pruning problem considered here,
a slight increase in the value of εi can result in a significant
speedup in convergence. On the other hand, when ADMM
stops early, the weights to be pruned may not be identically
zero, in the sense that there will be small nonzero elements
contained in Wi . To deal with this issue, we first perform the
Euclidean projection to guarantee that the structured pruning
constraints are satisfied. Next, we mask the zero weights
and retrain the DNN with nonzero weights using training
sets (while keeping the masked weights 0). In this way, test
accuracy (solution quality) can be partially restored. Note that
the convergence is much faster than training the original DNN
since the starting point of the retraining is already close to the
point, which can achieve the original test/validation accuracy.

E. Overall Illustration of Our Proposed Framework

We take the weight distribution of every (convolutional
or FC) layer on LeNet-5 as an example to illustrate our
systematic weight pruning method. The weight distributions
at different stages are shown in Fig. 3. The subfigures in the
left column show the weight distributions of the pretrained
model, which serves as our starting point. The subfigures in the
middle column show that after the convergence of ADMM for
moderate values of εi , we observe a clear separation between
weights whose values are close to zero and the remaining
weights. To prune the weights rigorously, we set the values
of the close-to-zero weights exactly to zero and retrain the
DNN without updating these values. The subfigures in the right
column show the weight distributions after our final retraining
step. We observe that most of the weights are zero in every
layer. This concludes our weight pruning procedure.
As mentioned before, the computation time for the ADMM

procedure is similar to the training of the original DNN,
and the single retraining step converges much faster than the
original training. Consequently, the total computation time of
our method is less than training the original DNN twice, which
is much faster than the iterative pruning and training method
in [7]. An overall illustration of our proposed StructADMM
framework is shown in Algorithm 1, and the initialization of
{Z0

i } and {U0
i } will be discussed in Section VI-A.

Algorithm 1 Overall Illustration of Our Proposed Struc-
tADMM Framework

Input: Pretrained model
Initialize {Z0

i } and {U0
i }

Set j = 0 and k = 0.
Set T as the number of iterations of ADMM
Set β as the number of epochs in every iteration of ADMM
for k ≤ T do

for j ≤ β do
Solve problem (8) using one epoch of SGD or ADAM

end for
Update {Zk+1

i } according to (10)
Update {Uk+1

i } according to (6)
if Condition (7) is satisfied then
Break for loop

end if
end for
Perform the Euclidean projection according to (10) to guar-
antee that the structured pruning constraints are satisfied.
Then mask the zero weights and retrain the DNN with the
non-zero weights.

V. METHODS TO IMPROVE PRUNING RATE

A. Progressive DNN Weight Pruning

The first motivation of the progressive framework is that
during the implementation of the single-step weight pruning
framework, we observe that there are a number of unpruned
weights with values very close to zero. The reason is the L2

regularization nature in the ADMM regularization step, which
tends to generate very small, nonzero weight values even when
they are not pruned. As the remaining number of nonzero
weights is already significantly reduced during weight pruning,
simply mapping these small-value weights to zero will result
in accuracy degradation. On the other hand, this motivates us
to perform weight pruning in a multistep, progressive manner.
The weights that have been pruned in the previous step will
be masked and only the remaining, nonzero weights will be
considered in the subsequent step.
The second motivation of the progressive framework is

to reduce the search space for weight pruning within each
step. After all, weight pruning problems are essentially com-
binatorial optimizations. Although recently demonstrated to
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Fig. 3. Weight distribution of every (convolutional or FC) layer on LeNet-5. The subfigures in the left column are the weight distributions of the pretrained
DNN model (serving as our starting point); the subfigures of the middle column are the weight distributions after the ADMM procedure; the subfigures of
the right column are the weight distributions after our final retraining step. Note that the subfigures in the last column include a small number of nonzero
weights that are not clearly visible due to the large number of zero weights.

generate superior results on this type of problems [58], [59],
ADMM-based solution still has a superlinear increase of
computational complexity as a function of solution space.
As a result, the complexity becomes very high with ultrahigh
compression rates (i.e., very large search space) beyond what
can be achieved in prior work. The progressive framework,
on the other hand, can mitigate this limitation and reduce the
total training time (to 2× or slightly higher than the training
time of the original DNN).
A similar approach that masking the zero weights in the

model generated from the previous iteration of pruning has
been applied in [7] and [21], but our motivation is different
from these works. The magnitude-based pruning method is
used in [7] and [21], this method is heuristic, and the pruning
rate has to be iteratively increased to avoid accuracy loss.
One step of our ADMM-based method can achieve a much
higher pruning rate than the iterative magnitude-based pruning
method without accuracy loss. Also, our major purpose of
using a progressive method is to reduce the search space in
each step to achieve an ultrahigh pruning rate.

Also, masking the zero weights is not necessary for our
method to reduce the search space. In our experiment, we find
that even if we do not mask the zero weights pruned in each
step when we start a new step, the value of the unimpor-
tant weights still keeps close to zero. This is because the
ADMM-based regularization term prevents these unimportant
weights to move away from zero. In conclusion, if we start
from a model that is already pruned, the search space for our
ADMM-based method is being reduced no matter if we mask
the zero weights or not. We choose to mask the zero weights
to make the training more rigorous.
Fig. 4 shows our proposed progressive DNN weight prun-

ing method on the StructADMM framework. The single-step
ADMM-based weight pruning is performed multiple times,
each as a step in the progressive framework. The pruning
results from the previous step serve as intermediate results
and starting point for the subsequent step. Through exten-
sive investigations, we conclude that a two-step progressive
procedure will be in general sufficient for weight pruning,
in which each step requires approximately the same number of
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Fig. 4. Illustration of our proposed progressive DNN weight pruning method
on the StructADMM framework.

training epochs as original DNN training. Further increase in
the number of steps or the number of epochs in each step will
result in only marginal improvement in the overall solution
quality (e.g., 0.1%–0.2% accuracy improvement).

B. Network Purification and Unused Path Removal

After ADMM-based structured weight pruning, we propose
the network purification and unused path removal step for
further weight reduction without accuracy loss. First, as also
noticed by prior work [25], a specific filter in layer i is
responsible for generating one channel in layer i + 1. As a
result, removing the filter in layer i (in fact removing the batch
norm results) also results in the removal of the corresponding
channel, thereby achieving further weight reduction. Besides
this straightforward procedure, there is a further margin of
weight reduction based on the characteristics of ADMM regu-
larization. As ADMM regularization is essentially a dynamic,
L2-norm-based regularization procedure, there are a large
number of nonzero, small weight values after regularization.
Due to the nonconvex property in ADMM regularization, our
observation is that removing these weights can maintain the
accuracy or even slightly improve the accuracy occasionally.
As a result, we define two thresholds, a column-wise threshold
and a filterwise threshold, for each DNN layer. When the L2

norm of a column (or filter) of weights is below the threshold,
the column (or filter) will be removed. Also, the corresponding
channel in layer i + 1 can be removed upon filter removal in
layer i . Structures in each DNN layer will be maintained after
this purification step.

VI. DISCUSSION

A. Discussion on Hyperparameter Determination and
Initialization

A very critical question is how to determine the hyperpa-
rameters, in a highly efficient and reliable manner. We need
to determine both the target overall pruning rate and specific
pruning rate for each layer, both required in the ADMM-based
solution. On AlexNet, the pruning rate in each layer for
nonstructured pruning and structured pruning is shown in the
prior work iterative pruning [7] and SSL [10], respectively.
A simple but effective hyperparameter determination method
is as follows. We set the target overall pruning rate in the
first ADMM-based weight pruning step to be around 1.5×
compared with what can be achieved (without accuracy loss)
in prior work. The target overall pruning rate in the second
step will be doubled compared with the first step or even
further increased if there is still a margin of improvement.
The per-layer pruning rate will be inherited from the results
in prior work and increased proportionally. According to our

experiments, the above heuristic generates consistently higher
pruning rates than prior work without accuracy loss. We also
test the sensitivity of the pruning rate in each layer when the
total pruning rate (or sparsity) is fixed. When the total column
sparsity for conv2-5 on AlexNet is 79.2%, we try a unified
sparsity (79.2% for every layer in conv2-5) and different
sparsity (details will appear in Table I), the experiment for
unified sparsity only has 0.1% more accuracy loss, which
means that when the total pruning rate (or sparsity) is fixed,
the distribution of pruning rate in each layer is not sensitive
on AlexNet, a unified sparsity also works well.
For other DNNs such as ResNet-18 and ResNet-50, we do

not have a prior knowledge of the pruning rate in each layer,
and it is complicated to decide different pruning rates in each
layer since there are lots of layers in these DNNs. Thus,
we use a unified pruning rate for all the layers, we start from
2× pruning rate and progressively increase it in every step.
Our experiment results demonstrate that we achieve a higher
overall pruning rate compared with prior work by using a
unified pruning rate for all the layers. For people without
expert knowledge on a DNN, we recommend them first set
a small unified pruning rate (such as 2×) for all the layers
and then use the progressive pruning method to increase the
pruning rate until they observe accuracy loss.
For the hyperparameters αi , βi , θi , and γi discussed in

Section IV-C, they are derived by the shape and desired
sparsity of the i th layer. For example, in filterwise structured
pruning, αi equals the number of filters in the i th layer that
multiplies the desired sparsity in the i th layer.
For nonconvex problems in general, there is no guarantee

that ADMM will converge to an optimal point. ADMM can
converge to different points for different choices of initial val-
ues {Z0

i } and {U0
i } and penalty parameters {ρi } [26]. To resolve

this limitation, we set the pretrained model {Wp
i , bp

i }, a good
solution of min

{Wi },{bi }
f ({Wi }, {bi}), to be the starting point when

we use SGD to solve problem (8). We initialize Z0
i by keeping

the li elements of Wp
i with the largest magnitude and set the

rest to be zero. We set U0
1 = · · · = U0

N = 0. For problem (8),
if the penalty parameters {ρi} are too small, the solution will
be close to the minimum of f (·) but fail to regularize the
weights, and the ADMM procedure may converge slowly
or not converge at all. If the penalty parameters are too
large, the solution may regularize the weights well but fail to
minimize f (·), and therefore, the accuracy of the DNN will
be degraded. In actual experiments, We start from smaller ρi

values, say ρ1 = · · · = ρN = 1.5 × 10−3, and gradually
increase with ADMM iterations. This coincides with the
theory of ADMM convergence [58], [59]. It in general takes
8–12 ADMM iterations for convergence, corresponding to
100–150 epochs in PyTorch, a moderate increase compared
with the original DNN training.

B. Discussions and Illustration of Effectiveness

The proposed StructADMM is different from the conven-
tional utilization of ADMM, i.e., to accelerate the convergence
of an originally convex problem [26], [27]. Rather, we propose
to integrate the ADMM framework with SGD. Aside from
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Fig. 5. Comparison of our method and other methods on nonstructured
pruning rate of the overall AlexNet model.

recent mathematical optimization results [58], [59] illustrat-
ing the advantage of ADMM with combinatorial constraints,
the advantage of the proposed StructADMM framework can
be explained in the deep learning context as described next.
The proposed StructADMM (8) can be understood as

a smart, dynamic L2 regularization method, in which the
regularization target Zk

i − Uk
i will change judiciously and

analytically in each iteration. On the other hand, conventional
regularization methods (based on L1, L2 norms, or their
combinations) use a fixed regularization target, and the penalty
is applied on all the weights. This will inevitably cause accu-
racy degradation. In contrast, StructADMM will not penalize
the remaining, nonzero weights as long as there are enough
weights pruned to zero. For an illustration, Fig. 5 shows the
comparison results (Top-5 accuracy loss versus overall pruning
rate) on the nonstructured pruning of the whole AlexNet
model. Methods to compare include iterative pruning, two
regularizations with retraining, and proximal gradient descent
(PGD) [60]. We use the same hyperparameters in Struc-
tADMM as baseline regularizations and PGD for fairness.
It is clear that StructADMM outperforms the others, while
regularization-based methods even result in lower performance
than [7] because they will penalize all the weights.
We can clearly observe the performance ranking of these

techniques from Fig. 5. The proposed progressive frame-
work outperforms all other methods. The second is one-shot
ADMM-based pruning. The third is iterative pruning and
retraining heuristic. Also, the last is fixed regularizations and
PGD. We know that fixed regularizations and PGD suffer from
penalizing all weights even if they are not pruned, thereby
resulting in notable accuracy degradation.

VII. EXPERIMENT RESULTS FOR STRUCTURE PRUNING

In this section, we evaluate the proposed StructADMM
framework, based on the ImageNet, CIFAR-10, MNIST,
and UCF-101 [63] (activity detection) data sets, using
the AlexNet [1], VGGNet [5], ResNet-18/ResNet-50 [24],
MobileNet-V2 [64], and LeNet-5 [65] DNN models. We focus
and compare on the CONV layer structured pruning results,
including combined filter (row) and column pruning, and
filter-only pruning, for a fair comparison with prior work.

In our experiment, the pruning rate is defined based on
sparsity.
Due to the compatibility of StructADMM with DNN train-

ing, directly training a DNN model using the framework
achieves the same result as using a pretrained DNN model.
When a pretrained DNN model is utilized, we limit the
number of epochs in the single-step ADMM or one single
step in the progressive framework to be 120, similar to the
original DNN training in PyTorch and much lower than the
iterative pruning heuristic. In fact, for ImageNet data set,
we adopt a single-step ADMM-based solution. This is to
illustrate that StructADMM can outperform prior work even
with the similar time of original DNN training. For other data
sets, we adopt the progressive solution. This is to illustrate how
much StructADMM can outperform prior work given enough
training time.
Besides the enhancement in pruning rates compared with

prior work, we also aim to investigate the actual inference
time speedups in various platforms, as well as the effect of
different structured pruning techniques (filter/row pruning and
column pruning) and combinations. Will a combination of
filter and column pruning schemes run faster than filter pruning
alone? To answer this question, we have conducted extensive
speedup testings on two GPU nodes, the high-performance
NVIDIA GeForce GTX 1080Ti and the low-power NVIDIA
Jetson TX2, as well as the Intel I7-6700K Quad-Core CPU.
For mobile devices, we also measure the inference time of the
pruned models using the latest Qualcomm Adreno 640 GPU
in Samsung Galaxy S10 smartphone.
The training of sparse DNN models is performed in

PyTorch [66] using NVIDIA 1080Ti, 2080Ti, and Tesla
P100 GPUs. The comparisons on GEMM computation effi-
ciency and acceleration use batch size 1, which is typical
for inference [7], [10], [14]. The original DNN models and
structured sparse models use cuBLAS on GPU and Intel
Math Kernel Library (MKL) on CPU. For mobile phone
acceleration, our mobile DNN acceleration framework is a
compiler-assisted, strong framework by itself. For the original
ResNet-50 on ImageNet, it achieves 48-ms inference times,
incorporating the Winograd algorithm for acceleration. These
results, as starting points, outperform current mobile DNN
acceleration frameworks, such as TensorFlow-Lite [67] and
TVM [68].
Our models are shared at the link http://bit.ly/2M0V7DO.

A. Experiment Results on Models Using ImageNet Data Set

First, we compare our method with the two configurations
of the SSL method [10] on AlexNet/CaffeNet. The first has
no accuracy degradation (Top-1 error 42.53%) and average
sparsity of 33.3% on conv2–conv5.We note that the 1st CONV
layer of AlexNet/CaffeNet is very small with only 35k weights
compared with 2.3M in conv2–conv5 and is often not the
optimization focus [10], [14]. The second has around 2%
accuracy degradation (Top-1 error 44.66%) with total sparsity
of 84.4% on conv2–conv5. The first configuration focuses on
column sparsity only. The second configuration focuses on a
combined row (filter) and column sparsity.
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TABLE I

COMPARISON OF OUR METHOD AND SSL METHOD ON COLUMN SPARSITY WITHOUT ACCURACY LOSS
ON ALEXNET/CAFFENET MODEL FOR IMAGENET DATA SET

TABLE II

COMPARISON OF OUR METHOD AND SSL METHOD ON COLUMN AND ROW SPARSITY WITH LESS
THAN 2% ACCURACY LOSS ON ALEXNET/CAFFENET FOR IMAGENET DATA SET

Table I shows the comparison of our method with the first
configuration of SSL. We generate a configuration with no
accuracy degradation compared with the original model (the
original model of our work is higher than that in SSL). We
can achieve a much higher degree of sparsity of 79.2% on
conv2–conv5. This corresponds to 4.8× weight pruning rate,
which is significantly higher compared with 1.5× pruning in
conv2–conv5 in [10].
We test the actual GPU accelerations using two GPUs:

GPU1 is NVIDIA 1080Ti and GPU2 is NVIDIA TX2. The
acceleration rate is computed with respect to the corresponding
layer of the original DNN executing on the same GPU and
same setup. One can observe that the average acceleration
of conv2–conv5 on 1080Ti is 2.58×, whereas the average
acceleration on TX2 is 3.65×. These results clearly outperform
the GPU acceleration of 49% reported in SSL [10] without
accuracy loss, as well as the more recent work [14]. The
acceleration rate on TX2 is higher than 1080Ti because the
latter has a high parallelism degree, which will not be fully
utilized when the matrix size GEMM of a CONV layer
is significantly reduced. Another technique cuDNN can use
implicit GEMM for better performance than cuBLAS, but we
still outperform it on the inference time without accuracy loss.
For example, we compare our result in Table I to the baseline
results with cuDNN, and our inference time with cuBLAS
is also 2.8× lower than the result with baseline cuDNN on
original, uncompressed DNN on TX2 GPU.
Table II shows the comparison with the second configuration

of SSL. With similar (and slightly higher) sparsity in each
layer as SSL, we can achieve less accuracy loss. With the same
relative accuracy loss (a moderate accuracy loss within 2%

Fig. 6. Convergence behavior of the ADMM regularization procedure for
the convolutional layers 2–5 of AlexNet.

compared with original DNN), a higher degree of 93.7%
average sparsity of conv2–conv5 is achieved, translating into
15.0× weight pruning. The actual GPU acceleration results
are also high: 3.15× on 1080Ti and 8.52× on TX2. One
can clearly see that the speedup on 1080Ti saturates because
the high parallelism degree cannot be fully exploited. The
acceleration on CPU can be higher under this setup, reaching
11.93× on average on conv2–conv5.
Fig. 6 shows the convergence behavior of ADMM regu-

larization (in StructADMM framework, single-step ADMM),
using the experiment that achieves 4.8× structured pruning
rate on AlexNet without accuracy loss. We can observe that
ADMM regularization converges in around 12 iterations. The
number of ADMM iterations is generally 9–12 for most of the
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TABLE III

STRUCTURED PRUNING RESULTS ON RESNET-18 MODEL
FOR IMAGENET DATA SET

TABLE IV

STRUCTURED PRUNING RESULTS ON RESNET-50 MODEL

FOR IMAGENET DATA SET

test cases. In each iteration, we need around 10%–20% of the
number of epochs as original DNN training.
In addition, in Tables III and IV, we demonstrate the

structured (filter or column) pruning results on ResNet-18 and
ResNet-50 models for ImageNet data set. We compare with a
list of prior work, and these prior work focus on filter pruning
only (we do not find prior work on column pruning on these
two models). As shown in the tables, we achieve simulta-
neously a higher pruning rate (weight parameter reduction
rate) and higher accuracy compared with prior work when
only applying filter (row) pruning. Also, we can observe that
column pruning results in a higher pruning rate and/or higher
accuracy compared with filter pruning. This is because of the
higher flexibility in column pruning by modifying filter shapes.
For large-scale GPU/CPU acceleration when GEMM compu-
tation is utilized, column pruning (and potentially effective
combination with filter pruning) will be more effective than
filter pruning only.

B. Experiment Results on Models Using CIFAR-10 Data Set

Tables V–VII show the structured pruning results on
ResNet-18, VGG-16, and MobileNet-V2 models, respectively,
on the CIFAR-10 data set. We compare with a list of prior
work (these prior work focus on filter pruning only). As a two-
step, progressive ADMM framework is utilized, we achieve a
higher performance gain compared with prior work. As our fil-
ter pruning already outperforms prior work, a further increase
in pruning rate can be achieved through a combination of filter
and column pruning. With a proper combination, a significant
improvement over prior work can be achieved. As shown
in Table V, the structured pruning rate 54.2× is 32× higher
compared with prior work AMC [46] and NISP [44] or over
100× higher considering the difference of the original DNN
(these prior work use a larger DNN ResNet-50 or ResNet-56),
with even higher accuracy.
For Tables V and VI, the amount of FLOPs reduction and

measured mobile inference time (using Adreno 640 mobile
GPU with OpenCL code generation from a custom-optimized

TABLE V

STRUCTURED PRUNING RESULTS (ALONG WITH END-TO-END MOBILE
INFERENCE TIME) ON RESNET-18 (RESNET-50 IN PRIOR WORK AMC
AND RESNET-56 IN PRIOR WORK NISP) FOR CIFAR-10 DATA SET

TABLE VI

STRUCTURED PRUNING RESULTS (ALONG WITH END-TO-END MOBILE

INFERENCE TIME) ON VGG-16 MODEL FOR CIFAR-10 DATA SET

compiler) are also presented. We can observe that the
amount of FLOPs reduction is also highly effective using the
proposed StructADMM framework. Besides, the end-to-end
mobile inference time is significantly reduced to even beyond
real-time requirement. We can also observe the benefit of
combined filter and column pruning (than filter pruning only)
in mobile execution acceleration, although the inference accel-
eration rate is not exactly proportional to FLOPs reduction.
The latter is because of I/O overheads and the Winograd
algorithm applied to the original, unpruned neural network.
Recent work [69] points out an intriguing aspect of struc-

tured weight pruning. When one trains from scratch based
on the structure (without weight values) of a pruned model,
we can often retrieve the same accuracy as the model after
pruning. We incorporate this “training from scratch” process
based on the results of filter pruning and combined filter
and column pruning and derive interesting results. When this
process is performed based on the result of filter pruning, it can
recover the similar accuracy. The insight is that filter pruning
is similar to finding a smaller DNN model, and in this case,
the main merit of StructADMM framework is to discover such
DNN model (our method still outperforms prior work in this
case). On the other hand, when this process is performed based
on the result of combined structured pruning, the accuracy
cannot be recovered. For example, the accuracy is only 91.9%
based on the ResNet-18 pruning results, while the combined
structured pruning yields 93.8% accuracy. The underlying
insight is that the combined pruning is not just training a
smaller DNN model, but with adjustments of filter/kernel
shapes. In this case, the pruned model represents a solution
that cannot be achieved through performing DNN training
only, even with detailed structures already given. In this case,
the StructADMM framework will be more valuable due to
the importance of pruning from a full-sized DNN model as a
starting point.
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TABLE VII

STRUCTURED PRUNING RESULTS ON MOBILENET-V2 MODEL
FOR CIFAR-10 DATA SET

TABLE VIII

COMPARISON OF OUR METHOD AND SSL METHOD ON FILTERWISE AND

CHANNELWISE STRUCTURED SPARSITY ON THE LENET-5
MODEL FOR MNIST DATA SET

TABLE IX

COMPARISON OF OUR PROPOSED METHOD AND THE SSL METHOD

ON SHAPEWISE STRUCTURED SPARSITY ON THE LENET-5
MODEL FOR MNIST DATA SET

TABLE X

STRUCTURED PRUNING RESULTS ON THE 3-D RESNET-18 MODEL

FOR UCF-101 DATA SET

C. Experiment Results on LeNet-5 Model for MNIST Data
Set

For the LeNet-5 model, we implement our experiments for
MNIST data set. Table VIII shows the comparison of our pro-
posed method and SSL method on filterwise and channelwise
structured sparsity, and Table IX shows the comparison on
shape-wise structured sparsity. In both cases, our proposed
method can achieve higher test accuracy on the same pruning
rate compared with the SSL method. The average accuracy
gain of our method is above 0.1%, which is notable in the
MNIST data set.

D. Experiment Results on ResNet Model for UCF-101 Data
Set

In order to demonstrate the broader application of our pro-
posed method, we implement our method on (3D-convolution)
ResNet-18 [70] for UCF-101 data set [63] (for activity detec-
tion). We compare with the PGD method. The results are
shown in Table X, and we achieve higher accuracy compared
with PGD on the same pruning rate.

TABLE XI

COMPARISONS OF WEIGHT PRUNING RESULTS ON THE ALEXNET
MODEL FOR IMAGENET DATA SET

TABLE XII

COMPARISONS OF WEIGHT PRUNING RESULTS ON THE VGG-16 MODEL
FOR IMAGENET DATA SET

VIII. EXPERIMENT RESULTS FOR

NONSTRUCTURED PRUNING

We evaluate our method for nonstructured pruning on
AlexNet and VGG-16 for ImageNet data set. Since we
propose a progressive, multistep weight pruning framework,
we achieve a higher pruning rate than the single-step ADMM
method in the early version of our work [28] on AlexNet.
We also achieve a much higher pruning rate compared with
other prior work.
Table XI presents the weight pruning comparison results on

the AlexNet model between our proposed method and prior
work. Our weight pruning results clearly outperform the prior
work, in which we can achieve 31× weight reduction rate
without loss of accuracy. Our progressive weight pruning also
outperforms the single-step ADMM weight pruning in [28]
that achieves 21× compression rate.
Table XII presents the comparison results on VGG-16.

These weight pruning results we achieved clearly outperform
the prior work, consistently achieving the highest sparsity
in the benchmark DNN models. On the VGG-16 model,
we achieve 30× weight pruning with comparable accuracy
with prior work, while the highest pruning rate in prior work
is 19.5×. We also achieve 34× weight pruning with minor
accuracy loss.
In summary, the experimental results demonstrate that our

framework applies to a broad set of representative DNN
models and consistently outperforms the prior work. It also
applies to the DNN models that consist of mainly convolu-
tional layers, which are different from weight pruning for prior
methods. These promising results will significantly contribute
to the energy-efficient implementation of DNNs in mobile and
embedded systems and on various hardware platforms.
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IX. CONCLUSION

In this article, we proposed a unified, systematic framework
of structured weight pruning for DNNs. It is a unified frame-
work for different types of structured sparsity, such as filter-
wise, channelwise, shapewise sparsity, as well as nonstructured
sparsity. By incorporating SGD with ADMM, our framework
updates regularization target analytically in each iteration.
Based on ADMM, we further propose a progressive weight
pruning framework and a network purification and unused
path removal procedure, in order to achieve higher pruning
rate without accuracy loss. In our experiments, we achieve
2.58× and 3.65× measured speedup on two GPUs without
accuracy loss. The speedups reach 3.18× and 8.52× on GPUs
and 10.5× on CPU when allowing a moderate accuracy
loss of 2% and reaches 7.6× on the Adreno 640 mobile
GPU. Our pruning rate and speedup clearly outperform prior
work.
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