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ABSTRACT: As a follow-on to a previous study on secondary eyewall formation (SEF) in a simulation of Hurricane Mat-
thew (2016), this study investigates the emergence and maintenance of an asymmetric rainband updraft region that leads
to an SEF event. Under moderate deep-layer environmental wind shear, the storm develops a quasi-stationary rainband
complex with intense, persistent updrafts in its left-of-shear, downwind end. Using a budget of equivalent potential temper-
ature uE, it is demonstrated that the maintenance of the left-of-shear updraft is aided by a mesoscale cold pool induced by
rainband stratiform cooling which interacts with the storm’s moist envelope of high-uE air. An extended period of destabili-
zation occurs through differential horizontal advection of uE in the boundary layer, which continuously replenishes the
moist instability that would otherwise be depleted by the updrafts. The initial lifting of the updraft is found to be the result
of buoyancy advection resulting from the density contrast between the surface cold pool and the inner-core high-uE air. A
potential vorticity (PV) budget analysis shows that these left-of-shear updrafts generate low- to midlevel PV through dia-
batic heating and boundary layer processes, which shapes the local PV enhancement and propagates cyclonically down-
wind. Meanwhile, in the mid- to upper levels, eddy PV flux convergence and PV generation continue to occur in the
stratiform precipitation extending downwind into the upshear quadrants, which substantially increases the azimuthal mean
PV at the radius of the developing secondary eyewall and marks the occurrence of the axisymmetrization process.

KEYWORDS: Conditional instability; Rainbands; Updrafts/downdrafts; Stratiform clouds; Tropical cyclones; Data
assimilation

1. Introduction

Secondary eyewall formation (SEF) in tropical cyclones
(TCs) remains an outstanding problem for TC forecasts
despite its frequent occurrence in nature. This is in part due
to the lack of a complete scientific understanding of the evolu-
tion of TC inner cores. To address this issue, previous work
has heavily focused on understanding the fundamental physi-
cal processes that underlie SEF (e.g., Huang et al. 2012;
Abarca andMontgomery 2013; Qiu and Tan 2013; Zhang et al.
2017; Wang et al. 2019; Wang and Tan 2020) as it is a marked
reorganization of the TC inner-core structure and can cause
substantial intensity change. The current study continues this
investigation in a follow-on to Yu et al. (2021), which exam-
ined the connection between the asymmetric and axisymmet-
ric features and processes to understand the evolving
tangential wind structure leading into SEF.

Several theories have been proposed for the physical mech-
anisms for SEF. Some studies focus on axisymmetric SEF
dynamics and hypothesize that asymmetric eddy features can
contribute to the azimuthal mean TC evolution from a wave–
mean-flow interaction perspective. These hypotheses include
the stagnation and axisymmetrization of vortex Rossby waves
(VRWs) at a critical radius (Montgomery and Kallenbach

1997), the beta-skirt axisymmetrization via an upscale cascade
of vorticity perturbations (Terwey and Montgomery 2008),
and upscale growth of convective perturbations in a zone of
declining rapid filamentation outside the eyewall (Rozoff et al.
2006) and in the outer rainbands (Wang et al. 2019). Other
studies also highlighted the role of axisymmetric boundary
layer processes during SEF. These include a progressive
boundary layer control pathway emphasizing unbalanced
boundary layer dynamics (Huang et al. 2012; Abarca and
Montgomery 2013, 2014; Abarca et al. 2015) and a steady-
state boundary layer response to pressure forcing associated
with boundary layer top vorticity anomalies (Kepert 2013;
Kepert and Nolan 2014).

A common requirement in these axisymmetric SEF theo-
ries is a preexisting axisymmetric vorticity anomaly in the TC
outer core to initiate the upscale growth process or the cou-
pling between the troposphere and boundary layer processes
(e.g., Miyamoto et al. 2018). Given the importance of this nec-
essary axisymmetric projection, we need to understand the
asymmetric processes that are most efficient or common for
reaching this critical threshold. Owing to their large spatial
coverage, outer rainbands are a potential source for such an
axisymmetric vorticity anomaly. Indeed, several other studies
have demonstrated that the secondary eyewall is often axi-
symmetrized from asymmetric outer rainband features (e.g.,
Qiu and Tan 2013; Wang et al. 2019; Wang and Tan 2020).

Observational and modeling studies have found that the
primary organizing factor for TC outer rainbands is deep-
layer environmental wind shear (e.g., Hence and Houze 2012;
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Riemer 2016; Li et al. 2017). Under the asymmetric forcing
associated with sufficiently strong shear, TC rainbands tend to
form a quasi-stationary, long-lived system, termed the station-
ary band complex (SBC; Willoughby et al. 1984), that primar-
ily lies in the downshear half of the storm (Hence and Houze
2012). As nascent convective cells are initiated and mature in
the downshear-right quadrant (Corbosiero and Molinari 2002,
2003), they propagate to the left-of-shear half of the storm
and gradually weaken, collapsing into widespread stratiform
precipitation (Didlake and Houze 2013; Riemer 2016).

Despite having less vigorous vertical exchanges than its
upwind counterpart, the downwind stratiform rainband may
have a critical role in SEF processes (Qiu and Tan 2013; Fang
and Zhang 2012; Didlake and Houze 2013; Dai et al. 2017;
Zhang et al. 2017; Didlake et al. 2018). Didlake and Houze
(2013) found a mesoscale descending inflow (MDI) in the
stratiform rainband complex of Hurricane Rita (2005), which
extended from the mid- to upper troposphere into the bound-
ary layer. A similar MDI feature was also found in Hurricane
Earl (2010), which had a clear robust updraft on the inward
side of the MDI that contributed to the subsequent SEF
(Didlake et al. 2018). Qiu and Tan (2013) similarly identified
a mesoscale, negatively buoyant downdraft within the strati-
form rainband that connected to an enhanced boundary layer
inflow region, which triggered new convective updrafts along
its inner edge. Other modeling studies also showed that latent
cooling in stratiform rainbands produce a favorable thermo-
dynamic environment for initiating outer-core convection,
and increases the likelihood of SEF (Li et al. 2014; Zhu et al.
2015; Tyner et al. 2018; Chen 2018; Chen et al. 2018). Using
idealized, dry simulations, Yu and Didlake (2019) examined
the vortex response to prescribed stratiform diabatic forcing
and showed that a mesoscale updraft can be triggered on the
inward and upwind side of the MDI. Their findings provided
a potential explanation for the mechanism and relative place-
ment of these important features commonly observed prior to
SEF.

Overall, these studies describe a dynamical connection
between an organized rainband complex and SEF, where the
downwind stratiform portion sets up a cooling-driven MDI
and a surface cold pool that helps to initiate new convective
updrafts that are the precursors to the secondary eyewall axi-
symmetric updraft. Yu et al. (2021) examined this process in
an SEF event of a full-physics simulation of Hurricane Mat-
thew (2016) by first focusing on the evolving tangential wind
field. Prior to SEF onset, the TC develops a stationary rain-
band complex and an accompanying storm-scale wind acceler-
ation in the left-of-shear quadrants. This broad wind
acceleration is driven by a midlevel irrotational inflow that
draws high-angular-momentum air from the environment
inward. Induced by stratiform diabatic forcing, this irrota-
tional inflow is collocated with a downdraft, resembling the
MDI found in previous observations (Didlake and Houze
2013; Didlake et al. 2018). Along the inner edge of the MDI,
intense updrafts are triggered upon interaction with the
boundary layer, as consistent with previously mentioned stud-
ies. However, the exact mechanism that leads to these intense
updrafts and their impact on secondary eyewall formation

were not fully investigated. In this study, we examine the
dynamics of the emergence and maintenance of the rainband
convective updrafts in our simulation of Hurricane Matthew.
We emphasize understanding how the downwind rainband
processes interact with the boundary layer to result in a low-
level thermodynamic structure conducive for triggering and
sustaining prolonged updrafts and subsequent diabatic heat-
ing. We then perform a potential vorticity analysis to examine
how the asymmetric updrafts can substantially increase the
azimuthal mean potential vorticity at outer radii, which subse-
quently leads to the axisymmetrization of the outer eyewall.

The paper is organized as follows: sections 2 and 3 describe
the model simulation and budgeting methods used in the
study, section 4 examines the role of boundary layer thermo-
dynamics in updraft maintenance and initiation during the
SEF period using the moist instability parameter ­uE/­z and
Lagrangian analysis, section 5 uses a potential vorticity budget
to examine how the asymmetric updrafts lead to the axisym-
metrization of the secondary eyewall, and section 6 provides
the conclusions of the study.

2. Methodology

a. Model and data

This study examines a high-resolution, convection-permit-
ting, full-physics simulation of Hurricane Matthew during
its peak intensity in the Caribbean Sea near 0000 UTC 3
October. The model simulation is the same as in Yu et al.
(2021), which uses the Weather Research and Forecasting
(WRF) Model v3.5.1 (Skamarock et al. 2008) and consists of
four two-way-nested domains (the three inner domains being
vortex-following) with horizontal grid spacings of 27, 9, 3, and
1 km. The simulation is initialized with an ensemble Kalman
filter (EnKF) analysis mean at 0000 UTC 2 October 2016
from the Pennsylvania State University WRF-EnKF system
(e.g., Weng and Zhang 2016; Nystrom et al. 2018); this data
assimilation system assimilates all available conventional
observations, synthetic hurricane position and intensity obser-
vations, airborne Doppler radar super observations (Gamache
at al. 1995; Weng and Zhang 2012), and dropsonde observa-
tions. The model physics are identical to that in Zhang and
Weng (2015), which include the WSM6 microphysics scheme
(Hong et al. 2004), and the YSU boundary layer scheme (Noh
et al. 2003). More details about the data assimilation proce-
dure, model configurations, and simulation verification can be
found in Yu et al. (2021).

b. Budget equations

In this study, we examine budgets of equivalent potential
temperature and potential vorticity to understand the rain-
band updraft mechanisms leading to axisymmetrization and
SEF. These budgets are performed in a storm-relative frame-
work using WRF output at 1-min frequency.

1) EQUIVALENT POTENTIAL TEMPERATURE

Equivalent potential temperature (uE) is an integrated vari-
able that comprises of entropy and latent heat energy, and is
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conserved in saturated reversible processes. In this study, the
Bolton (1980) approximated formula for uE is used:

uE � u exp
3:376
TL

2 0:00254
( )

3 qy 1 1 0:81 3 1023qy
( )[ ]

,

(1)

where u is dry potential temperature, qy is vapor mixing ratio,
and TL is the air parcel temperature at the lifting condensa-
tion level. The storm-following uE budget is given by

­uE
­t

1 v · $huE 1 w
­uE
­z

� FuE , (2)

where ­/­t is storm-relative local tendency operator; $h is
the horizontal gradient operator; v is the storm-relative hor-
izontal wind; FuE is the forcing of uE, which is calculated as a
residual within the WRF Model. It is found that the struc-
ture of the residual forcing agrees well with the Rotunno
and Emanuel (1987) analytical forcing expression of uE,
which verifies the calculation of our uE budget. We note that
the WRF Model is not designed to precisely conserve the uE
in Eq. (1), nor is the uE as computed by this formulation pre-
cisely conserved in the real atmosphere (since phase
changes in the atmosphere are not actually pseudoadia-
batic). But since the evolution of uE contains important
information about how energy is converted between latent
energy and entropy, its budget can explain the concurrent
dynamics of the moist processes.

2) POTENTIAL VORTICITY

Ertel’s potential vorticity (PV) is a physical quantity that
incorporates the evolution of both the dynamics and ther-
modynamics of a system, and has been used to understand
many fundamental processes of TCs (Schubert and Hack
1983; Hausman et al. 2006; Martinez et al. 2019). The tradi-
tional Ertel’s PV is conserved in adiabatic, frictionless
motion of a dry system. For moist flow, Schubert et al.
(2001) showed that the conservation property of PV can be
retained by using the “virtual potential temperature”; here,
we refer to this variable as the density potential temperature
ur {ur � u 11 qy=«

( )
= 11 qy 1 ql 1 qi( )[ ]

with u being the dry
potential temperature; qy, ql, and qi the mixing ratio of
vapor, liquid, and ice phase hydrometeors; « the ratio of dry
to vapor gas constants}. The resulting storm-relative conser-
vation equation is given by

­P
­t

1 v · $hP 1 w
­P
­z

� 1
r

$ 3 F( ) · $ur 1 fa · $u̇r 1 P$ · rrU( )[ ]
, (3)

where P = 1/r(za · $ur) is the moist PV; r is the total mass
density; za is the absolute vorticity vector; ur

˙ is external
forcing for density potential temperature; F is the frictional
force per unit mass; rr is the density of precipitating water
substance (liquid or ice); and U is the air-relative terminal
fall velocity of precipitation. The terms on the right-hand

side of Eq. (3) are the external forcing of PV due to
mechanical forcing, diabatic heating, and precipitation.
To complete the budget, external forcings for the three-
dimensional wind, potential temperature u, and water vapor
mixing ratio qy are output from the model to compute the
PV forcing.

3. Overview of SEF in the Matthew simulation

Figures 1a and 1b show the azimuthally averaged vertical
motion at z = 1.5 km and tangential wind at z = 2.86 km dur-
ing the first 36-h simulation period of the storm. Figures 1c
and 1d show the mean environmental wind structure and
850–200-hPa shear averaged from hours 15 to 25, and the
evolution of the shear direction and magnitude. The details
of the shear calculation can be found in Yu et al. (2021).
The simulated storm reaches maximum tangential winds
of 60 m s21 with a radius of maximum wind of ∼10 km by
hour 7. During hours 15–16, the wind shear magnitude is
steady at a moderate value of ∼5 m s21, which helps form a
stationary band complex (SBC) in the downshear quad-
rants, as seen in the plan views of vertical velocity (Fig. 2).
At hour 16, a clear azimuthal mean updraft (Fig. 1a) and a
sudden kink in the azimuthal mean tangential wind (Fig. 1b,
indicated by the dotted–dashed line) emerges as a result of
the SBC near 60-km radius (Figs. 2a,b). These inward con-
tracting azimuthal mean signals mark the beginning of SEF.
As in Yu et al. (2021), the timing of a formed secondary eye-
wall is defined as the hour when all four shear-relative quad-
rants show a clear secondary maximum of vertical velocity,
which occurs at hour 22 in this simulation. Based on this def-
inition of SEF time, we refer to the time period from hours
15 to 22 as the Pre-SEF period, and the sequence after hour
22 as the ERC period (hours 23–25). After hour 22, the
inner eyewall starts to decay and is subsequently replaced
by the outer eyewall at hour 25, which stabilizes at a larger
radius of 20 km.

As seen in Fig. 2, hours 17–19 display SBC updrafts that
intensify and gradually shift downwind from the downshear-
right (DR) quadrant toward the downshear-left (DL) quad-
rant. This downwind development along the inward spiraling
SBC results in the inward contracting signal of the azimuthal
mean updraft shown in Fig. 1a. At hour 20, the SBC updrafts
in the DL show a clear extension toward the upshear-left
(UL) quadrant. Near hour 21, the left-of-shear portion of the
SBC continuously propagates and wraps around the storm
(Fig. 2g). At hour 22, the secondary eyewall is formed, dis-
playing a circular updraft ring surrounding the inner eyewall
near 25-km radius.

4. Thermodynamic evolution

a. Thermodynamic structure prior to SEF

Leading into hour 20, the SBC shows a clear downwind
development toward the left-of-shear half of the storm
before axisymmetrization begins at hour 21. This indicates
that the strong updrafts in the downwind portion of the
SBC near hours 19 and 20 may play an important role in the
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formation process of the secondary eyewall. In this section,
we focus on the left-of-shear thermodynamic structures that
support the growth and maintenance of these intense SBC
updrafts.

Figures 3a–c show the hourly and vertically averaged
uE between z = 200 and 850 m and hourly averaged vertical
velocity at z = 1.5 km for hours 19, 20, and 22. During
hours 19 and 20, the low-level uE has a clear asymmetric
structure, with high-uE air of the inner core (.360 K) spiral-
ing inward toward the DL quadrant, resulting in a “comma”
shape (Figs. 3a,b). Frequently documented in previous studies
(Riemer and Montgomery 2011; Riemer et al. 2013; Riemer
2016), this asymmetric high-uE region is often referred to
as the “moisture envelope” and is a direct result of the wave-
number-1 forcing of the deep-layer wind shear (Riemer and
Montgomery 2011). Meanwhile, the hourly averaged updrafts
in the boundary layer (z = 200–800 m) show a spiral band that
coincides with a strong horizontal uE gradient at the outer
boundary of the moist envelope. One of these updraft zones
is located in the DR quadrant, with a spiral pattern that sepa-
rates the high-uE inner-core air from the low-uE environment.
This DR updraft zone emerged at hour 15 and persisted in a
quasi-stationary manner. Another branch of organized updrafts
develops and strengthens in the downwind portion of the SBC
in the left-of-shear (LS) quadrant during hour 19 (Fig. 3a). This
updraft branch appeared as the low-uE air to the north
advanced southward and strengthened, resulting in a sharper
horizontal uE gradient here. At hour 20 (Fig. 3b), the LS
boundary layer updraft band shifts slightly downwind and

becomes more organized and intense, apparently separating
from the spiral band in the upwind DR quadrant. Instanta-
neous model output indicates that these slowly evolving
updraft bands are regions supportive of persistent convective
activity, where numerous individual convective cells intensify
and subsequently propagate downwind during the hour-long
period.

Figures 3d–i show the radial–height cross section of uE, its
vertical gradient, and the secondary circulation, azimuthally
averaged over the sectors indicated in Figs. 3a–c. During
hours 19 and 20 (Figs. 3d,e), rising motion near 20–40-km
radii advects high-uE boundary layer air upward, resulting in
a column of locally increased uE. Throughout this column,
the vertical gradient of uE remains negative (Figs. 3g,h).
Since both the updraft region and the entire layer below
1 km are close to saturation (relative humidity RH $ 96%;
cf. Figs. 3j,k), this indicates that moist absolutely instability
is present in the updraft core region. Since uE is largely con-
served in regions of diabatic heating from condensation,
saturated air parcels rising along a negative vertical uE gra-
dient gain positive buoyancy due to diabatic heating. This
indicates that the continuous diabatic heating release is sus-
tained by the release of moist absolute instability. These
results are consistent with Li and Wang (2012), who empha-
sized the importance of convective available potential
energy (CAPE) in driving the updrafts in the rainband
region. We also note that after the secondary eyewall has
formed at hour 22 (Fig. 3f), the uE structure following the
updraft zone has notably changed}uE contours are more

FIG. 1. (a) Hovmöller diagram of the axisymmetric vertical velocity at z = 1.5 km. (b) As in (a), but for tangential velocity at z = 2.86 km.
Black dotted lines indicate radius of maximum wind of the primary and secondary eyewalls. The black dash–dotted line follows the tangen-
tial wind increase associated with the inward-contracting updraft signal shown in (a). (c) Hodograph of environmental wind vectors at indi-
cated pressure levels (black) and 850–200-hPa environmental shear vector (red), all averaged over hours 15–25. (d) Time evolution of the
850–200-hPa shear direction (black) and magnitude (red) from hours 15 to 25.
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vertically erect, with a weaker vertical gradient. This change
indicates that after the establishment of the outer eyewall,
the outer eyewall updrafts may not be solely relying on the
release of moist absolute instability, but more on the moist
symmetric instability (Fig. 3i).

b. A moist instability budget at hours 19 and 20

Given the close association between the enhanced outer
updrafts and the release of moist instability, in this section we
examine the budget of the moist instability parameter
(­uE=­z) to understand how the persistent updrafts in hours

19 and 20 are sustained in the SBC.1 Taking the vertical deriv-
ative of Eq. (2), the storm-relative budget equation for
­uE=­z is

FIG. 2. Plan views of vertical velocity at z = 4 km from simulation hours 15 to 23. Green arrows indicate the 850–200-hPa environmental
wind shear vector. Black circles indicate 20-, 40-, and 60-km radii. All fields are temporally averaged over the 1-h period starting at the
hour mark using 5-min output.

1 A more appropriate instability parameter is ­uE=­z
( )

M, i.e.,
the vertical change of uE along angular momentum surface M.
However, a correct ­uE=­z

( )
M budget would need to account for

M surface changes, making it less ideal for budgeting diagnosis.
During hours 19 and 20, ­uE=­z is the dominant part of the
­uE=­z
( )

M . Therefore, the ­uE=­z budget still provides important
insight to the instability evolution during these 2 h.
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­

­t
­uE
­z

( )
�2 ­

­z
v · $huE( ) 2 ­

­z
w

­uE
­z

( )
1

­FuE

­z
, (4)

where the second and third terms represent the differential
horizontal advection (DHA) and differential vertical advec-
tion (DVA) effects on the stability parameter. Figure 4
shows the budget terms of Eq. (4), temporally averaged
over an hour using 1-min model output and azimuthally

averaged over the selected sectors at hours 19 and 20.
As shown in Figs. 4a and 4b, the local time derivative of
­uE=­z has relatively small magnitudes compared to the
other terms within the updraft region, indicating that the
DVA, DHA, and external forcing terms remain quasi
balanced to maintain a slowly varying moist instability
(­uE=­z) during these 1-h periods. Below 1-km altitude, the
dominant balance is between DHA (Figs. 4c,d) and external

FIG. 3. (a)–(c) Plan views of hourly averaged uE (shading) for (a) hour 19, (b) hour 20, and (c) hour 22, vertically averaged over z =
200–850 m. Positive vertical velocity at z = 1.5 km is contoured in red at every 0.4 m s21. Green arrows indicate the 850–200-hPa environ-
mental wind shear vector. Sectors enclosed by black lines are regions of focus in the subsequent panels. (d)–(f) Cross sections of variables
averaged over the sectors and hours shown in (a)–(c). Shown are uE (shading), positive vertical velocity (magenta contours every 0.2 m s21

from 0.4 to 3 m s21), and secondary circulation (radial and vertical velocity) vectors. (g)–(i) As in (d)–(f), but for ­uE=­z (shading) and pos-
itive vertical velocity (contours). (j)–(l) As in (d)–(f), but for relative humidity (%).
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forcing from boundary layer fluxes (Figs. 4g,h). Boundary
layer enthalpy fluxes from the warm ocean surface tend to
destabilize (i.e., negative tendency values) the boundary layer.
This enthalpy is immediately carried away by horizontal
advection, thus stabilizing (i.e., positive tendency) the bound-
ary layer air.2

FIG. 4. Hourly averaged cross sections of the terms of the budget equation for ­uE=­z for sectors in Fig. 3 at (left)
hour 19 and (right) hour 20. Budget terms are (a),(b) local tendency of ­uE=­z, (c),(d) vertical gradient of horizontal
advection, (e),(f) vertical gradient of vertical advection, and (g),(h) vertical gradient of uE forcing. The corresponding
average positive vertical velocity is contoured in magenta every 0.2 m s21 from 0.4 to 3 m s21, with thickened con-
tours for 0.6 m s21 and greater.

2 We note that the balance between DHA and external forcing
is reversed at z , 300 m because the subgrid-scale moisture flux
convergence attains a maximum near 300 m for r . 30 km. Since
our main emphasis is on the convective updraft region with strong
diabatic heating release, our discussion here focuses on the overall
balance throughout the boundary layer.
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Focusing on the intense updraft above z = 1 km (thick
magenta contours), the dominant balance is between DHA
and DVA. In Figs. 4e and 4f, DVA is largely positive at the
updraft core, indicating that the intense updrafts stabilize the
local atmosphere by continuously bringing high-uE air from
low levels upward. Given that the ­uE=­z at the updraft core
region is about 22 3 1023 K m21 (Figs. 3g–i) and the corre-
sponding DVA is 2 3 1026 K m21 s21, such a DVA stabiliza-
tion rate due to the updraft could deplete the local moist
instability in roughly 1000 s (∼15 min) if the mechanism to
replenish the instability is absent. However, the intense
updraft region in the LS sector not only lasts for more than
2 h, the local instability during this period also remains slowly
varying during hours 19 and 20 (Figs. 3g,h). This indicates
that a continuous supply of moist instability must exist in the
vicinity to maintain the longevity and strength of the updrafts.
The budget analysis shows that above z = 1 km, DHA is the
only source of destabilization that can counter the stabiliza-
tion inherent to the vertical uE advection by the intense
updrafts. In other words, if this destabilizing mechanism does
not exist (i.e., small DHA), the positive DVA will simply
result in positive ­=­t

( )
­uE=­z
( )

, i.e., a weakening of local
moist instability and thus the convective activity. Therefore,
the quasi-balanced relationship in the ­uE=­z budget suggests
that the destabilization from DHA is essential for sustaining
the continuous diabatic heating in the long-lasting convective
updraft zone.

To examine the DHA structure more closely, Figs. 5a–c
show the cross sections of DHA at hour 20 decomposed into
its azimuthal and radial advection components. The result for
hour 19 is similar and is therefore not shown. Focusing on the
updraft core between z = 0.8 and 1.5 km, the destabilization
of the DHA term is largely the result of differential azimuthal
advection. Differential radial advection has a more varied
contribution at this altitude since below z = 1 km, stabilization
occurs from inward advection of the surface high-uE air.
Above 2 km, differential radial advection also provides an
important destabilization source as the radial outflow of con-
vection transports high-uE inner-core air outward.

Figures 5d–f show the plan views of vertically integrated
(between z = 1 and 3.3 km) DHA and the two components.
Note that the vertical integration of DHA equals to the differ-
ence of horizontal advection between the layer top and bot-
tom, that is,�ztop

zbottom

­

­z
2v · $uE( )dz � 2v · $uE( )∣∣ztop 2 2v · $uE( )∣∣zbottom :

(5)

From Fig. 5d, the layer-mean DHA indeed provides strong
destabilization throughout the entire rainband region, which
means that DHA results in differential warming of uE that is
stronger at the layer bottom (z = 1 km) than the layer top
(z = 3.3 km). This destabilization is crucial since it replenishes
the moist instability in the rainband region that would other-
wise be depleted by the stabilization effect of the intense rain-
band updrafts, thus maintaining the strong convective updraft
zone in a quasi-stationary manner over a long duration.

The two horizontal components (Figs. 5e,f) further show
that the destabilization effect mainly comes from azimuthal
advection, which is partially offset by the radial component.
Since the uE contours take a spiral pattern (Fig. 3b), this par-
tial cancellation indicates that the horizontal wind field
crosses the uE contours from warm to cold cyclonically.

To consolidate the relationship between DHA and w, we
focus on updrafts at the rainband region (r . 20 km) that are
greater than 0.4 m s21 and examine the statistics between w
and DHA (Fig. 5g), its azimuthal component (Fig. 5h), and its
radial component (Fig. 5i). As seen in Fig. 5g, not only is the
centroid (or maximum) of the distribution located at the neg-
ative half plane of DHA, but vertical velocity also displays a
clear negative correlation with DHA. These implies that
more intense updrafts tend to occur at regions with more neg-
ative DHA (i.e., a stronger destabilization effect). When sepa-
rated into the azimuthal and radial advection components, we
see that the major contributor of the destabilization effect
comes from the azimuthal advection, consistent with Figs. 5b
and 5e.

c. Features responsible for the destabilization by
differential horizontal uE advection

Given the importance of the destabilization by DHA, we
next examine the processes that lead to this destabilization.
Figure 6a shows the plan view of asymmetric uE at hour 20
averaged between z = 200 and 850 m and the sectors (located
DR and LS) analyzed in Figs. 6b–d. Figure 6b shows the
cross section of uE, vertical velocity, and vectors representing
azimuthal advection of uE [i.e., 2 y=r

( )
­uE=­l
( )

l̂( )] over the
left-of-shear updraft region between r = 20 and 30 km.
Below z = 1.25 km, a strong azimuthal gradient in uE is
located near 3508, with warm uE air located azimuthally
upwind. Collocated with this strong uE gradient is the
updraft maximum. As expected, azimuthal advection of uE is
strong where the azimuthal uE gradient is steep. More
importantly, this warm advection of uE is decreasing with
height between 0.5 and 2 km, resulting in differential warm-
ing of uE that effectively replenishes the local moist instabil-
ity that would have been otherwise depleted by the strong
updrafts. Shown in Fig. 6a, the low-uE air on the downwind
side of the LS updraft is associated with a surface cold pool
that intrudes inward and sets up the azimuthal uE gradient.
The core of this cold pool can also be seen in Fig. 6b near
3058. Figure 6d shows the radius–height cross section aver-
aged over the LS sector. Seen here, the negative uE anomaly
of the surface cold pool is connected to downdrafts that orig-
inate from the midtroposphere near 4–5-km altitude. These
downdrafts are driven by stratiform diabatic cooling that
cover beyond r = 120 km. This shows that the tight horizon-
tal uE gradient seen in Fig. 3b is caused by the interaction
between the surface cold pool and the inner moist envelope.

Figure 6c shows the azimuth–height plot over the rainband
updraft region in the DR sector. The updraft here, similar to
that in Fig. 6b, is located in a region of vertically decreasing
azimuthal advection of uE. However, one key difference is
that the azimuthal uE gradient does not involve a mesoscale
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cooling-induced surface cold pool. As shown in Fig. 6e, the
weak negative anomaly of uE in the DR does not reach the
surface and is not collocated with a downdraft and diabatic
cooling. Rather, this azimuthal gradient represents the bound-
ary between the TC moist envelope of high-uE air and the
colder environmental air. So, while the destabilization mecha-
nisms are similar in both the DR and LS updraft regions, the
physical origins that lead to the destabilization are different.

d. Updraft initiation

Given the close association between the LS intense
updraft zone and the surface cold pool, it is important to
further examine the role of the surface cold pool on the
initiation of the convective updraft. As was shown in section 4a,
since the updraft zone in the LS is embedded in a conditionally

unstable atmosphere (­uE=­z, 0), once the lifted condensa-
tion level is reached, the upward acceleration of the air
parcel soon becomes buoyancy driven (due to diabatic heat-
ing release) and relies on the release of moist instability.
Therefore, this analysis focuses on the lifting process before
any diabatic heating release occurs. Trajectory calculations
are performed offline using the Lagrangian Analysis Tool
(Lagranto; Wernli and Davies 1997; Sprenger and Wernli
2015) with WRF Model output at 1-min interval. The trajec-
tories are initialized every 5 min during a 30-min time win-
dow from t = 20 h 15 min to t = 20 h 45 min in the LS updraft
zone for grid points with w . 0.2 m s21 at z = 90, 120, 150,
and 180 m. At each initial point, 10-min forward and 15-min
backward trajectories are calculated, yielding a 25-min trajec-
tory for each point (t = 215 to 110 min). To focus on the

FIG. 5. (a)–(c) As in Fig. 4, but for the vertical gradient of (a) horizontal advection, (b) azimuthal advection, and (c) radial advection for
hour 20 in the sector shown in (d). (d)–(f) Plan view of the quantities in (a)–(c), vertically integrated between z = 1 and 3.3 km. Positive
vertical velocity is contoured in red every 0.2 m s21. (g) Histogram of vertically integrated w vs differential horizontal advection (DHA)
between z = 1 and 3.3 km, as shown in (d). Only data points with r. 20 km and w. 0.4 m s21 are collected. Best linear fit is plotted in the
straight white line with the equation shown. Zero value is shown as the black solid line. (h),(i) As in (g), but for w vs differential azimuthal
advection, and w vs differential radial advection, respectively.
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FIG. 6. (a) Plan view of hourly averaged asymmetric uE for hour 20, vertically averaged between z = 200 and 850 m.
Positive vertical velocity at z = 1.5 km is contoured in red every 0.4 m s21. Black lines and arcs indicate azimuthal and
radial ranges of averaging used in (b) and (c). The sector enclosed by the magenta and blue dashed lines shows the
range of azimuthal averaging used in Fig. 7. (b) Azimuth–height cross section of hourly averaged uE for hour 20, radially
averaged between r = 20 and 30 km over the sector highlighted left-of-shear (LS) sector in (a). Positive vertical velocity
is contoured in magenta every 0.25 m s21. Vectors indicate azimuthal advection of uE, with warm advection pointing to
the decreasing azimuth direction. (c) As in (b), but for the downshear-right (DR) sector highlighted in (a), radially aver-
aged between r = 55 and 70 km. (d) Radial–height cross section over the LS sector of hour 20 for uE (shading), negative
uE anomaly (black dashed contours every 0.5 K), updraft (solid magenta every 0.12 m s21), and downdraft (dashed
magenta every 0.06 m s21). Zero vertical velocity is contoured in white. (e) As in (d), but for the DR sector.
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intense updraft, only the trajectories satisfying the follow-
ing criteria will be composited and analyzed. First, we
require the mean updraft over the 25-min trajectory to be
at least 0.4 m s21. Second, to isolate the updraft lifting
mechanism solely due to buoyancy induced by diabatic
heating release, we require the trajectory to have no posi-
tive diabatic heating release from t = 215 to 21 min.
Among these trajectories, it is found that over 85% of the
trajectories (779 trajectories) experience lifting during the
first 15 min of the trajectory [z(t = 215 min) . z(t = 21
min)], despite diabatic forcing being nonpositive. Figure 7a
shows the plan view of the storm-relative initial locations
of the trajectories, together with the vertical velocity at
z = 100 m averaged from t = 20 h 15 min to 20 h 45 min. To
examine the lifting mechanism, the following Lagrangian
vertical momentum equation budget is computed along the
trajectories

dw
dt

� 2
1
r0

­p*

­z
1 Fcurv,coriolis

( )
1

r*

r0
g 1 Fdiff, (6)

where the asterisk denotes deviation from hourly averaged
field; the terms on the right-hand side are the perturbation
vertical pressure gradient force (PVPGF), curvature and
nontraditional Coriolis forces, buoyancy force (B), and
diffusion. It is found that part of the PVPGF is strongly bal-
ancing the curvature and nontraditional Coriolis forces
(analogous to geostrophic balance). Therefore, these two
terms are grouped together to form the effective PVPGF
(e.g., 2 1=r0

( )
­p*=­z
( )

1 Fcurv,coriolis). Note that both the
PVPGF and buoyancy force are defined as deviation from
some hydrostatic reference state. Smith et al. (2005) illus-
trated the ambiguity in defining this hydrostatic reference
state in a gradient-wind environment that incorporates
asymmetric storm features. Given the asymmetric structure

FIG. 7. (a) Plan view of vertical velocity at z = 100 m, temporally averaged from t = 20 h 15 min to 20 h 45 min. The
black dots show the storm-relative initial locations of the trajectory calculations that satisfy the minimum updraft and
diabatic heating criteria (see text for details). The total number of the trajectories is 779. The green arrow indicates
the direction of the deep-layer wind shear. (b) Time series of the Lagrangian vertical momentum budget terms for
the trajectories, composited with respect to the trajectory initial time (at t = 0 min). The shaded region shows62smean

of each term, where smean is the standard deviation for the composite mean. (c) Plan view of the buoyancy force, ver-
tically averaged below z = 400 m. Black contours show the normalized backward trajectory histogram. The histogram
is normalized by its maximum value and is contoured every 0.1 from 0.05 to 1. Positive vertical velocity, vertical aver-
aged below z = 400 m, is contoured 0.15 m s21 in red. (d) As in (b), but for asymmetric density anomaly vertically
averaged below z = 400 m.
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of the mass fields in the outer-core rainband region, we used
the hourly averaged density and pressure fields from t = 20.0
to 21.0 h to define the hydrostatic reference state. This
yields a three-dimensionally varying hydrostatic reference
state that best captures both the system buoyancy of the axi-
symmetric balanced vortex (Smith et al. 2005) and the
outer-core asymmetric structure of the balanced mass fields
(e.g., the quasi-stationary cold pool in the LS quadrant).

Figure 7b shows the 5-min running averaged time series of
the vertical momentum budget, composited with respect to
t = 0 min of each trajectory. Focusing on the time from
t = 215 to 21 min, the vertical velocity tendency is increas-
ingly positive (upward acceleration) during t = 25 to 21 min.
Since diabatic forcing (from microphysics) is nonpositive, the
lifting of these air parcels is not driven by diabatic heating
release. However, these air parcels indeed acquire positive
buoyancy during t = 25 to21 min, which outweighs the nega-
tive PVPGF. Since the vertical diffusion is small compared to
the vertical acceleration, this means that the positive buoy-
ancy of these air parcels is instrumental to the lifting process.
And as expected, after t = 0 min, the positive buoyancy and
vertical acceleration are further enhanced by strong diabatic
heating release.

Figures 7c and 7d show the plan views of buoyancy and
density anomaly vertically averaged below z = 400 m, along
with frequency contours of the trajectories from t = 215 to
21 min. From Fig. 7c, the trajectories during the vertical lift-
ing period are collocated exactly with a region of positive
buoyancy, which is connected with the LS updraft zone and
forms a continuous band. Looking at Fig. 7d, this positive
band of buoyancy is located on the inward and immediately
upwind side of a widespread positive density anomaly that
covers the LS quadrant, which is also associated with a nega-
tive anomaly of uE, i.e., the stationary surface cold pool (as
shown in Fig. 6a). This band of positively buoyant air (with
respect to the hourly balanced mass fields) on the upwind
edge of the surface cold pool indicates that as the TC inner-
core air parcels travel cyclonically and encounter the station-
ary cold pool in the LS quadrant, they acquire positive buoy-
ancy due to the density contrast and are lifted upward along
the inner edge of the surface cold pool.

The dynamics of the lifting process and its placement rela-
tive to the surface cold pool agree well with the buoyancy
advection mechanism described in Yu and Didlake (2019).
Using idealized simulations of a dry, hurricane-like vortex,
Yu and Didlake (2019) examined the vortex response to a
prescribed stratiform diabatic forcing that mimicked a TC spi-
ral rainband. They used a generalized omega equation to
diagnose the vertical velocity responses in the vortex. They
showed that a long-lasting spiral updraft band emerges on the
upwind side of the cooling-driven cold pool as a result of
buoyancy advection at that region. This buoyancy advection
relies on the horizontal density gradient set up by the station-
ary cold pool, a key ingredient that is well captured in
Figs. 6a, 6d, and 7d. They also demonstrated that the updraft
driven by this mechanism is strong enough to lift the air parcel
to its lifted condensation level and potentially trigger a buoy-
ant updraft. This claim is supported by Fig. 7c, where we see

that the buoyancy force at the lifting region and updraft
region forms a continuous spiral band, indicating a clear con-
nection between these two features. Given the results of our
trajectory analysis and the similarity in the updraft placement
with respect to the surface cold pool, we believe that the
buoyancy advection mechanism described in Yu and Didlake
(2019) plays an important role in the lifting process identified
in the current simulation.

5. The PV evolution and budget

The previous sections demonstrated how stratiform dia-
batic processes in the downwind rainband sector help to
initiate convective updrafts and create a thermodynamic
environment conducive for sustaining organized, persistent
convection. However, the exact connection between these
updrafts and the formation of the secondary eyewall remains
unclear. Our Hovmöller (Fig. 1a) and plan view (Fig. 2) analy-
ses strongly suggests that the outer eyewall is axisymmetrized
from the asymmetric updrafts at the left-of-shear quadrants.
Following this idea, several important questions regarding the
roles of these asymmetric updrafts in the axisymmetrization
process still need to be answered. Specifically, does the axi-
symmetrization process occur in the form of the cyclonic
downwind propagation of these asymmetric updrafts? And
why does axisymmetrization occur only after the MDI reaches
the boundary layer in the LS quadrant and develops the sur-
face cold pool, but not earlier? To examine these questions
and to further understand the role of these updrafts in the axi-
symmetrization process, we now examine the PV evolution
and budget. We choose to examine the PV in this analysis
since PV is a physical quantity that incorporates the evolution
of both the dynamical and thermodynamic properties of the
flow. Numerous studies (e.g., Judt and Chen 2010; Wang et al.
2019) show that secondary eyewall formation is marked by
the gradual formation of a concentric ring of PV maxima out-
side the primary eyewall, and therefore is particularly suitable
for this analysis.

a. PV evolution during the SEF period

Figure 8 shows the hourly averaged azimuthal mean PV
structure during hour 15 and its subsequent evolution
(changes relative to hour 15) from hours 16 to 23, along
with positive vertical velocities. At hour 15 during the early
phase of the SEF period, high PV values (.50 PVU;
1 PVU = 1026 K kg21 m2 s21) are concentrated at the eye,
and decay to below 3 PVU outside 25-km radius. During
hours 16–18, when the SBC is intensifying, the symmetric
PV changes outside 20-km radius are generally small. At
hour 19 when the convective updrafts emerge in the LS
quadrant, the symmetric PV shows a clear increase between
30- and 40-km radii and between 4- and 10-km altitude.
During hour 20, this increase of the symmetric PV becomes
stronger and extends into the lower levels. This PV increase
at 20–40-km radius continues during hour 21. At hour 22,
the secondary eyewall is established with a strong outer
updraft maximized at 20-km radius.
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To illustrate the temporal evolution of PV associated with
the emerging outer eyewall, Fig. 9a shows a radius–time plot of
the axisymmetric PV changes at z = 2 km relative to the hourly
average at hour 15. Consistent with Fig. 8, the axisymmetric
PV at 20–40-km radius notably increases around hour 20. The
increase in the axisymmetric PV in the outer eyewall region
can be further illustrated using the axisymmetricity parameter
(AP; Miyamoto and Takemi 2013), defined as

AP � P
∣∣ ∣∣2

P
∣∣ ∣∣2 1 P′| |2

, (7)

where P
∣∣ ∣∣2 �∑

iP
2
i and P′| |2 �∑

iP
′2
i are the norm square of

the symmetric and asymmetric PV with i being the grid points
within a specific radial range. The temporal evolution of AP
can be properly analyzed when the selected radial range best

captures the inward contracting PV that eventually axisym-
metrizes into an outer eyewall. To do this, we first identify
regions at radius r . 15 km where the increase in total PV

magnitude i:e:,
���������������
P
∣∣ ∣∣2 1 P′| |2

√( )
relative to hour 15 is greater

than 3 PVU. From these locations, the radius of maximum
AP is determined at each time. For times earlier than hour 18,
the 3 PVU threshold criterion is disregarded and only the
outer PV maximum radius is identified. The result of this
procedure is an inward contracting radial location that cap-
tures the PV signal associated with the forming outer eyewall
(Fig. 9a).

Figure 9b shows the actual and hourly averaged temporal
evolutions of AP along our identified inward contracting line.
During hours 16–18, the AP has small values between 0.2 and
0.3, indicating that the outer-core PV is largely asymmetric.
Between t = 19 and 20 h (when the 20–40-km axisymmetric

FIG. 8. (a) Cross section of hourly averaged azimuthal mean PV for hour 15. PV less than 9 PVU is contoured in white every 2 PVU.
(b)–(i) Cross section of the changes in hourly averaged azimuthal mean PV relative to hour 15. Positive vertical velocity is contoured in
black at every 0.15 m s21.
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PV strongly increases), the AP abruptly increases from 0.2 to
0.5. While fluctuations exist near t = 21 h, which results in an
episodic decrease of AP from 0.5 to 0.4, the AP further
increases to 0.6–0.7 during at t = 22–23 h. After t = 23 h, AP
values remain steady near 0.8–0.9, indicating the establish-
ment of the secondary eyewall, which is consistent with our
defined SEF timing at hour 22. Given that the AP shows a
clear increase starting from t = 19 h before the establishment
of the secondary eyewall at hour 22, we now define the time
period of “axisymmetrization” to be the time window
between t = 19.0 and 22.0 h.

To quantify the dynamical processes contributing to the azi-
muthal mean PV, the PV equation, Eq. (3), is rewritten into
the density-weighted flux divergence form and then separated
into mean flow and eddy terms:

­q
­t

�2
1
r
­rqu
­r

2
­qw
­z

2
1
r

­rq′u′
­r

2
­q′w′
­z

1 Fq,mean 1 Fq,eddy , (8)

where q = rP is the density-weighted PV, u is the radial
velocity, the overbar denotes azimuthal average, and the
prime denotes deviation from the azimuthal mean. The first
and second terms on the right-hand side of Eq. (8) are

radial and vertical convergence of azimuthal mean (sym-
metric) PV flux; the third and fourth terms are the radial
and vertical convergence of eddy (asymmetric) PV fluxes;

and the fifth Fq,mean � $3 F · $ur 1 z · $u̇r
( )

and sixth

terms Fq,eddy � $3 F′( ) · $u′r 1 z ′ · $u̇′r
[ ]( )

are the forcing

contributed by the mean and eddy quantities, respectively.
These terms are first analyzed within the radially contract-
ing outer PV region enclosed by the dashed lines in Fig. 9a,
which is 15-km wide and centered on the inward contract-
ing line (except for later times when the inner bound
becomes fixed to avoid the primary eyewall PV). Figure 9c
shows the time series of the axisymmetric PV tendency, and
the corresponding mean and eddy contributions vertically
averaged between z = 0.5 and 8 km. The total axisymmetric
PV tendency is small during t = 16–18 h but begins a clear
increasing trend during t = 19–22 h. During t = 19–20 h, the
mean contribution stays at a steady positive value but starts
to decline gradually to near zero during t = 20–22 h. On the
other hand, the eddy contribution first starts with negative
value during t = 18 h due to the outward slantwise structure
of updrafts at the developing SBC near the DL quadrant
(Yu et al. 2021). Starting from t = 19 h, the eddy contribu-
tion increases to small positive values, surpasses the mean

FIG. 9. (a) Hovmöller diagram of the change in azimuthal mean PV relative to hour 15, and the radial location of
the axisymmetrizing PV (solid magenta line; see text for detailed description). The dashed magenta lines indicate the
range of radial averaging of the PV budget shown in (c). (b) Time series of the axisymmetric parameter (AP) along
the axisymmetrizing PV line in (a). (c) Time series of hourly averaged total density-weighted PV (q) tendency, and
the contributions from mean and eddy processes, radially averaged over the dashed magenta lines in (a) and verti-
cally averaged over z = 0.5–8 km.
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contribution near hour 20, and continues the steady increase
during t = 20–21 h. Despite an episodic drop during t = 21–21.5
h, the eddy contribution continues to increase to large positive
values during t = 21.0–22.0 h. Because of the general declining
trend of the mean contribution during t = 19–22 h, the increas-
ing trend of eddy contribution closely resembles that of the total
axisymmetric tendency during this axisymmetrization period.
Despite a negative eddy contribution during t = 18.0–19.5 h, the
resemblance between eddy and total PV tendency indicates
that the PV generated by eddy processes can project onto the
azimuthal mean and shapes the systematic increase of the total
axisymmetric PV during this period. As will be shown in section
5c, these eddy processes are due to the enhanced rainband con-
vection in the LS and UL quadrants.

Near t = 22.5 h, the opposite pattern occurs with the eddy
contribution decreasing and the mean contribution increasing
and surpassing the eddy contribution. This pattern is consis-
tent with our definition of SEF timing at hour 22 based on
vertical velocity. After t = 23 h, the mean contribution contin-
ues to grow, indicating that the axisymmetric dynamics domi-
nate the evolution afterward.

Returning to Fig. 8, another notable feature is a small
updraft occurring between 15- and 20-km radius and
between 2- and 4-km altitude during hours 16–20. Nearby is
a small region of increased PV at 15-km radius between
4- and 6-km altitude. These features are likely the manifes-
tations of VRWs propagating outward from the primary
eyewall, which then halt at a stagnation radius. Several stud-
ies have attributed this VRW process to SEF, since at this
stagnation radius, the waves deposit momentum and build
the axisymmetric tangential winds and vorticity (Montgom-
ery and Kallenbach 1997). In the current simulation, these
likely VRW features are clearly present and also seen as
enhanced PV filaments in Fig. 9a propagating outward
between 15- and 25-km radius during hours 16–20. Given
that these radii also correspond to the eventual secondary
eyewall radius, these features possibly contribute to the
SEF process, but the extent of this contribution is unclear.
On the other hand, it is clear that the development of the
secondary eyewall ramps up only when inward-propagating
axisymmetric signals of enhanced vertical velocity (Fig. 1a)
and PV (Fig. 9a) reach the radii of SEF. We argue that if
VRWs had a greater, defining contribution to SEF in this simu-
lation, then there would be a range of times when a secondary
eyewall could ramp up, including at hour 20 or earlier hours
when VRW are also active, depending on the storm’s evolving
vorticity radial profile. The SEF concurrence with the inward-
propagating axisymmetric signal would then be largely coinci-
dental. Instead, it is more likely that the timing and location of
this axisymmetric signal is not a coincidence, and such an align-
ment with SEF suggests that the SBC has a larger, more defining
contribution to SEF than VRWs in this simulation. Therefore,
we focus the remainder of the current study on this feature.

b. PV budget during hours 19–20

The evolution of azimuthal mean PV and its tendency
shown in Figs. 8 and 9 indicate that the eddy processes during

hours 19 and 20 help shape the early systematic increase of
the axisymmetric PV, which subsequently evolves into the
outer eyewall. To further examine the dynamics that lead to
the described PV changes, we now perform a more detailed
PV budget analysis for these 2 h.

Figure 10 shows the actual and diagnosed changes of den-
sity-weighted PV during hours 19 and 20 h and the individual
terms in Eq. (8). For simplicity, we group the Fq,mean and
Fq,eddy terms into one single external forcing term Fq . Consis-
tent with Figs. 8e and 8f, the actual PV change (Fig. 10a)
shows a broad area of increasing PV between 20- and 40-km
radii, which is replicated reasonably well in the integrated PV
change (Fig. 10b). We do note, however, that there are notice-
able errors between the actual and integrated PV change
within the boundary layer and near 3–4-km altitude and
40-km radius, possibly due to numerical integration error.

The PV flux convergence terms are shown in Figs. 10d–i,
along with overlaid vectors that represent the total axisym-
metric PV flux (qu, qw), and its mean (qu, qw) and eddy
(q′u′ , q′w′ ) components. Several important terms contribute
to the PV enhancement near 20–40-km radius below
z = 4 km. At z , 1.5 km, the dominant balance is between
positive PV forcing (Fig. 10c) and vertical PV flux divergence
(Fig. 10i), where strong vertical PV flux associated with con-
vective updrafts carries the boundary layer PV upward. This
results in flux divergence at z , 1 km that opposes the posi-
tive boundary layer PV forcing (due to surface sensible heat
fluxes and frictional torque). Accompanying the intense con-
vective updraft is radial PV flux convergence (Fig. 10f) at
z , 1.5 km that helps shaping the overall PV increment in the
boundary layer. The upward pointing PV fluxes, largely from
eddy contributions (Fig. 10h), lead to vertical flux conver-
gence at z = 2 km as they transport the boundary layer PV
toward the free troposphere. This vertical flux convergence is
partially countered by the negative PV forcing (due to the
drop-off of sensible heat flux and friction across this altitude)
and radial flux divergence, all of which shape the PV change
at this level. The cancellation between the vertical PV flux
convergence and PV forcing is the direct consequence of the
impermeability theorem (Hayne and McIntyre 1987; Viúdez
1999), while radial flux convergence associated with boundary
layer processes and the convective updraft shapes the local
PV enhancement.

Above z = 2 km, prominent PV enhancements occur
between 20- and 30-km and near 40-km radii (Fig. 10b). Both
regions of positive tendency appear to result from PV forcing
and radial flux convergence. As will be shown in later figures,
stratiform precipitation processes are a major contributor to
the positive PV forcing at these levels, where varying water
phase changes produce the necessary vertical gradient of
latent heating to generate midlevel PV (e.g., Franklin et al.
2006; Moon and Nolan 2010). This latent heating gradient is
coupled with vertical mass flux divergence, which supports
the vertical PV flux divergence at these levels. As a result,
vertical PV flux divergence generally counteracts the positive
PV forcing (Figs. 10c,f), which leaves radial flux convergence
as a key contributor to the midlevel PV positive tendency,
consistent with the impermeability theorem. Based on the
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flux vectors here, the total PV fluxes are emanating upward
from the lower troposphere (Figs. 10d–f) at the rainband
region. The radial convergence of these PV fluxes along with
the locally generated PV then shape the structures of midlevel
PV enhancement in Fig. 10b. One noteworthy point is that
the mean flux convergence is generally weak outside of 20-km
radius, and so the eddy flux convergence plays a larger role in
the PV evolution during these hours, consistent with the find-
ing shown in Fig. 9c. Overall, the enhancement of the outer
PV maximum prior to SEF, both within the boundary layer
and at midlevels, is primarily sourced from PV generated by
asymmetric rainband processes, which is consistent with Judt
and Chen (2010).

c. Azimuthal–time evolution of the PV field and
budget terms

Given the importance of eddy processes in building the
outer PV maximum, our next step is to determine the exact

azimuthal locations of these eddy processes and their down-
wind evolution. To do this, the azimuthal–time evolution of
the PV field and the budget terms are analyzed within the
boundary layer (z , 2 km) and midtroposphere (between
z = 2 and 8 km). With this goal, the density-weighted PV ten-
dency is rewritten in the following form:

­q
­t

�2
1
r
­r qu 1 q′u′( )

­r
2

­ qw 1 q′w′( )
­z

1 Fq

1 2
1
r
­r qu′ 1 q′u( )
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­l

[ ]
, (9)

where the first and second terms are the sum of the mean and
eddy PV flux divergence in the radial and vertical directions,
the third term is PV forcing, and the remaining terms in large
parentheses include the asymmetric parts of the radial, verti-
cal, and azimuthal PV flux divergence. Note that the terms in
large parentheses vanish when taking the azimuthal mean of

FIG. 10. Radius–height plots of the axisymmetric density-weighted PV (q) budget: (a) hourly changes in q during hours 19 and 20; (b)
diagnosed hourly q changes; (c) external forcing Fq ; (d)–(f) radial flux convergence due to mean, eddy, and total PV fluxes; (g)–(i) vertical
flux convergence due to mean, eddy, and total PV fluxes. Overlaid are corresponding vectors of mean, eddy, and total PV fluxes. The two
magenta boxes in (b) highlight the regions of interest for Fig. 11.
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Eq. (9), indicating that these processes only redistribute the
PV around the azimuthal circle, but do not produce net
changes in azimuthal mean PV. Thus, these terms are
neglected in this following analysis. On the other hand, the
first three terms include all the processes that can contribute
directly to the azimuthal mean PV; therefore, the azimuthal
distribution of the sum of these terms represents the source
region for the net azimuthal mean PV generation.

Figures 11a–d show the azimuth–time plots of PV changes
relative to hour 15 and the first three terms in Eq. (9) aver-
aged over the boundary layer box region in Fig. 10b
(r = 25–40 km and z , 2 km). The black contours overlaid are
the net azimuthal mean PV generation [the sum of the first
three terms of Eq. (9)]. As shown in Fig. 11a, the left-of-shear
boundary layer PV increases strongly between t = 17 and 21 h.
During t = 19–21 h when the intense updraft zone emerges in
the LS and UL quadrants, the PV increases are closely tied to
the increase in net PV generation that lies slightly upwind and
extends toward the UL quadrant; the newly generated PV
then propagates downwind (as indicated by the blue arrows).
Just later at 21.0 h, this strongest PV surge axisymmetrizes
around all azimuths, helping to establish the secondary eye-
wall at t = 22 h (black dashed line) as defined by our vertical-
velocity-based SEF timing and corroborated by the eddy/
mean-flow analysis (Fig. 9c). Within the boundary layer, the

PV generation is dominated by PV forcing (Fig. 11d), which
includes sensible and latent heat fluxes from the ocean surface
and boundary layer friction. Both PV generation and forcing
signals share a similar structure and downwind extension
toward the UL quadrant during t = 19–21 h. The vertical flux
convergence (Fig. 11c) takes a similar structure as the PV
forcing but with an opposite sign, indicating a net export of
PV out of the boundary layer to above z = 2 km, consistent
with Fig. 10i. Meanwhile, the radial PV flux convergence
within the boundary layer (Fig. 11b) also has concurrent posi-
tive regions, but generally have minor contributions to the
axisymmetric PV changes there.

Figures 11e–h show the same azimuth–time plots for the
midtroposphere box region (r = 25–40 km and z = 2–8 km)
shown in Fig. 10b. As shown in Fig. 11e, for times before
t = 21 h, the midlevel net PV generation occurs in the UL
and UR, which is downwind of the net PV generation in the
DL quadrant boundary layer. This midlevel PV generation
is mainly attributed to the PV forcing (Fig. 11h) and radial
flux convergence (Fig. 11f) in the UL quadrant, which is
cyclonically downwind from the low-level asymmetric
updrafts left-of-shear at these times. This linkage is con-
firmed in Figs. 12a and 12b, which show the azimuth–height
cross section (averaged between r = 25 and 40 km) and
layer-mean plan view (z = 2–8 km) of the PV forcing,

FIG. 11. Azimuthal–time evolution of (a),(e) density-weighted PV changes (dq) relative to hour 15 and budget terms averaged over the
(top) low-level and (bottom) midlevel regions shown by the magenta boxes in Fig. 10. The remaining panels show the contributions from
(b),(f) radial PV flux convergence, (c),(g) vertical PV flux convergence, and (d),(h) external forcing. Positive values of the net PV genera-
tion are contoured in black every 5 kg m23 PVU h21 in (a)–(d) and every 2 kg m23 PVU h21 in (e)–(h). The black dashed line indicates
when the secondary eyewall becomes well established. Blue arrows highlight the downwind extension of PV from the region of positive
net symmetric PV generation.
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diabatic heating (Fig. 12a) and low-level updraft (Fig. 12b)
for hour 20. As convective updrafts are triggered in the left-
of-shear quadrants and cyclonically propagate toward
upshear quadrants (Figs. 12a,b), the diabatic heating struc-
ture gradually develops more stratiform-like characteristics,
with diabatic heating and cooling above and below the melt-
ing level. Meanwhile, positive PV forcing occurs either
underneath the diabatic heating maxima (in UL) or lies
between heating and cooling (in the UR). This positive PV
forcing signal is the same as that seen in Fig. 11h. As the net
midlevel PV forcing inhabits the U.S. quadrants during
18–20 h, enhanced PV (Fig. 11e) propagates cyclonically
downwind and extends into the UR and DR quadrants (as
indicated by the blue arrows), and subsequently fills all
quadrants at hour 21. We also note here that the filamenta-
tion time scale (Rozoff et al. 2006) of the LS asymmetric
updraft during hour 20 is about 30–60 min (not shown),
which is longer the typical 30-min lifespan of the individual
convective elements in our simulation. This indicates that
these updrafts are located in an environment dynamically
favorable for their growth and cyclonic propagation around
the storm. These times are in contrast with the filamentation
times of about 15 min just radially inward of the updrafts; if
these updrafts were initiated radially inward, then they
would be sheared apart before reaching their greatest
growth potential.

To understand the radial PV flux convergence shown in
Figs. 11f and 10f more clearly, Fig. 12c shows the plan view of
vertically averaged (between z = 2 and 8 km) radial PV flux
convergence and the radial component of PV flux. From the
plan view, we see that the radial PV flux convergence in the
U.S. quadrant occurs slightly inward of the PV forcing
(Fig. 12b), while divergence is covering part of the positive
PV forcing region. Associated with this dipole pattern of PV
flux convergence, the radial PV flux over this region is

pointing inward, indicating that the PV generated by the local
PV forcing is transported slightly inward by the PV flux. This
radial PV flux convergence in the upshear quadrants is exactly
the feature responsible for the radial PV convergence shown
in Fig. 10e and 10f (as highlighted by the magenta box
between z = 2 and 8 km). The relative placement between PV
generation and PV shown in Figs. 11a, 11e, and 12a–c show
that the PV axisymmetrized into the outer eyewall is associ-
ated with the asymmetric updraft and PV generation in the
left-of-shear quadrants emerging at hours 19 and 20.

6. Conclusions

In this study, we examined the emergence and maintenance
of an intense asymmetric updraft region and its impact on the
evolution of potential vorticity prior to and during a second-
ary eyewall formation (SEF) event in a convection-permitting
model simulation of Hurricane Matthew (2016), as a follow-
on study to Yu et al. (2021). While Yu et al. examined the
tangential wind evolution and dynamics associated with the
rainband complex prior to SEF, this study focused on the per-
sistent asymmetric low-level updrafts that developed within
the left-of-shear stratiform rainband complex, which subse-
quently forged the onset of SEF. Specifically, we examined
the role of the boundary layer uE asymmetries and surface
cold pool in the triggering and maintenance of the low-level
updrafts and we examined the resulting potential vorticity
(PV) evolution that led to updraft axisymmetrization and the
formation of a secondary eyewall.

The uE structures and a budget of the moist stability param-
eter ­uE=­z were analyzed in the asymmetric updraft region
of the SEF-precursor rainband in the left-of-shear (LS) quad-
rant. In the updraft core region, vertical advection of uE sta-
bilizes the local atmosphere and is maintained at a strength
that can consume the local moist instability on the time scale
of 15 min, indicating the presence of a replenishment

FIG. 12. (a) Azimuthal–height cross section of PV forcing Fq, radially averaged between r = 25 and 40 km at hour 20. Diabatic heating is
contoured in solid black every 8 3 1024 K s21, while cooling is contoured in dashed black at every 4 3 1024 Ks21, with the zero contour
thickened. The vertical black solid lines and vertical blue dashed lines indicate the azimuth ranges shown in (b). (b) Plan view of vertically
averaged PV forcing Fq from z = 2 to 8 km. Upward velocity (averaged between z = 0.5 and 1.5 km) is contoured in red from 0.4 m s21.
The black lines indicate the azimuth of the low-level updraft in the LS quadrant [as in (a)], while the blue dashed lines indicate the azimuth
of the positive PV forcing Fq [as in (a)]. The black circles indicate r = 25- and 40-km radii. The green vector shows the direction of deep-
layer environmental wind shear. (c) Plan view of vertically averaged radial PV flux convergence from z = 2 to 8 km. Vectors show the verti-
cally averaged radial PV flux. The flux vectors at r# 15 km are scaled by 0.05 for visualization purposes.
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mechanism of moist instability. Horizontal advection counters
this stabilization by having warm-uE advection that decays
with height near the top of the boundary layer. This differen-
tial warm-uE advection continuously destabilizes and replen-
ishes the moist instability of the local atmosphere,
maintaining the longevity of the strong updrafts.

Figure 13 shows a schematic diagram that illustrates the
roles of the stationary rainband complex and the LS asymmet-
ric updraft in the SEF process. This schematic is similar to the
Fig. 17 of Didlake et al. (2018), but with a heavier emphasis
on the sequence of processes at the LS updraft zone, which
preconditions the SEF occurrence. This sequence of events
begins at the LS rainband region, where a stream of meso-
scale descending inflow (MDI; represented by the blue curved
arrow) emerges in stratiform rainband precipitation in the DL
quadrant, continuously flushing low-uE air into the TC bound-
ary layer and establish a surface cold pool (blue shaded
region), consistent with previous observational and modeling
studies (Didlake and Houze 2013; Didlake et al. 2018; Qiu
and Tan 2013; Chen 2018; Chen et al. 2018; Yu et al. 2021).
As the inner edge of this LS surface cold pool interacts with
the TC’s inner-core envelope of high-uE air (yellow region),
an azimuthal gradient of uE is established, which supports col-
located long-lasting updrafts (as highlighted by the red dashed
contour) in a manner consistent with previous modeling

studies (Chen et al. 2018). Using a Lagrangian trajectory anal-
ysis, we also show that the development of the surface cold
pool in the left-of-shear quadrants provides vertical lifting for
the air parcels at its upwind, inner edge. The vertical lifting
location relative to the cold pool and the updraft triggering
mechanism are consistent with the buoyancy advection mech-
anism discussed in Yu and Didlake (2019).

Using a PV budget analysis, it is found that in this long-last-
ing LS updraft region, low-level PV is generated by boundary
layer and convective diabatic processes, while the mid- and
upper-level PV is generated by diabatic PV forcing, which has
a diabatic heating structure consistent with precipitation fields
that transition from convective to more stratiform characteris-
tics. The cyclonic propagation and radial convergence of these
different sources of PV (as highlighted by the purple regions
in Fig. 13) systematically increases the azimuthal mean PV
outside the primary eyewall prior to SEF. These low-level and
midlevel processes occur in the span of 2 h and signals the
establishment of the outer eyewall at hour 22.

The SEF pathway depicted herein contributes to the cur-
rent understanding on SEF processes in the following ways.
First, while consistent with previous studies highlighting the
importance of PV generation in rainbands, our PV budget
analysis further identifies that in sheared TCs, the rainband
feature primarily responsible for the early enhanced PV gen-
eration is a low-level updraft region within the left-of-shear
stratiform portion of the rainband complex. This enhanced
updraft owes its existence to the interaction between a strati-
form-cooling-driven surface cold pool and the high-uE inner
core. Second, consistent with Wang et al. (2019), who
highlighted enhanced eddy kinetic energy in the boundary
layer prior to axisymmetrization, we note that the localized
asymmetric PV forcing discussed herein results in a substan-
tial increase in the eddy contribution to the azimuthal mean
PV generation just prior to the SEF period.

The rainband processes analyzed in this study highlight a
specific pathway for SEF from a stationary rainband complex
in sheared TCs. Given that similar rainband diabatic forcing
structures have been identified in numerous previous SEF
studies in a quiescent environment (e.g., Qiu and Tan 2013;
Wang et al. 2019), it would be important to further examine if
the downwind rainband updrafts are generally maintained by
a similar mechanism in those scenarios. Furthermore, one
important unanswered question is how strong the asymmetric
PV forcing needs to be to trigger the SEF axisymmetrization
process. Finally, vortex Rossby waves propagating outward
from the inner eyewall may also contribute to the mainte-
nance of the asymmetric updraft and the development of the
axisymmetric outer PV maximum, but the extent of the VRW
contribution to SEF in our simulation remains unclear. Addi-
tional experiments and comparisons to observations are
needed to investigate these outstanding issues.
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