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Abstract 

The migration to electronic health records (EHR) in the healthcare industry has raised issues with 
respect to security and privacy. One issue that has become a concern for healthcare providers, 
insurance companies, and pharmacies is patient health information (PHI) leaks because PHI leaks 
can lead to violation of privacy laws, which protect the privacy of individuals’ identifiable health 
information, potentially resulting in a healthcare crisis. This study explores the issue of PHI leaks 
from an access control viewpoint. We utilize access control policies and PHI leak scenarios derived 
from semi structured interviews with four healthcare practitioners and use the lens of activity theory 
to articulate the design of an access control model for detecting and mitigating PHI leaks. 
Subsequently, we follow up with a prototype as a proof of concept. 

Keywords: Patient Health Information (PHI), PHI Leak Detection and Mitigation, Activity Theory, 
Access Control Model, Design Science, Crisis Management 

Tom Stafford was the accepting senior editor. This research article was submitted on May 7, 2019 and underwent two 
revisions.  

1 Introduction 
The adoption of digital patient records, government 
initiatives to move such records online, and the need 
for information exchange between patients, providers, 
and payers has increased the risk of patient health 
information (PHI1) leaks (Sokolova et al., 2009). A 
2015 report by Verizon, drawing from 392 million 
security incidents and 1,931 data breaches across 25 
nations, notes that 90% of industries have leaked PHI.2 
Given the integration of data across sources in 
healthcare networks, PHI leaks are becoming a major 
security issue (Hu et al., 2010). In some cases, PHI 

 
1  In the literature, PHI is used to refer to patient health 
information, personal health information, and protected 
health information. In this paper, we use these terms 
interchangeably to avoid monotony.  

leaks result in privacy violations and social 
stigmatization (Wimmer et al., 2016); in other cases 
they may lead to medication errors and insurance fraud 
(Johnson & Wiley, 2011), potentially resulting in a 
healthcare crisis. Given these issues, the academic 
literature on PHI leaks is growing.  

In this paper, we follow prior literature and define PHI 
leak as the inappropriate (inadvertent/unintentional or 
intentional) or unauthorized disclosure of patient 
information to an untrusted user (Johnson & Wiley, 
2011; Shabtai et al., 2012). PHI leaks and unauthorized 
disclosures have been attributed to access violations 
(Broghammer, 2017), and Johnson (2009) states that 

2  http://www.verizonenterprise.com/resources/reports/rp_ 
2015-protected-health-information-data-breach-
report_en_xg.pdf 

file:///C:/Users/monic/Dropbox/JAIS/Papers/2021/03.%20MAY-JUNE/07.%20RA-19-0165%20Velecha/01.%20Original/0165/02.%20Formatted/rvalecha6446@gmail.com
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controlling access to PHI is a necessary first step in the 
protection of PHI. Appari and Johnson (2010) urge 
organizations to enact better information control since 
expanded access increases information security risks 
(Ho and Warkentin, 2017). Access violations relating 
to PHI are serious problems in and of themselves that 
expose organizations to civil lawsuits and regulatory 
sanctions and can damage public relations.  

The healthcare literature details access control issues 
related to the PHI leak problem, including controlling 
access to file-sharing applications (Emam et al., 2010), 
controlling access in risky workaround situations 
(Johnson & Wiley, 2010), and controlling the access of 
users (Smari et al., 2014). Missing from this literature 
are models to support the design of access control 
models for PHI leak detection and mitigation. Based 
on these observations, we offer the following research 
question:  

RQ: How can access control models be designed for 
PHI leak detection and mitigation?  

In this paper, we adopt the design science research 
method (Hevner et al., 2004) to articulate the design of 
an access control model (ACM) to aid in the detection 
and mitigation of PHI leaks and manage potential 
healthcare crises. 

We suggest that one potential solution is that the design 
of access control models (ACM) should incorporate a 
perspective that includes technical safeguards and 
policies (Johnson, 2009). We use the lens of activity 
theory to build the framework that drives this paper. 
The value of a model based on activity theory is that it 
can be used to model real-world complex domains 
(Chaudhary et al., 2001; Wand and Weber, 2002). It 
provides the foundations needed to define a modeling 
language with symbols and vocabulary that can serve 
as the building blocks from which more complex 
expressions can be articulated (Rees & Barkhi, 2001; 
Tremblay et al., 2014). 

This paper makes a twofold contribution: First, we 
adapt activity theory and utilize access control policies 
from real-world data to propose the design and 
specification of access control models for use in 
modeling PHI leaks. Second, we gather PHI leak 
scenarios from healthcare practitioners and adapt 
activity theory, restructuring the constituents of an 
activity system to incorporate “request” and 
“response” interactions. This restructuring allows us to 
capture a view of access control systems required for 
PHI leak detection and mitigation. We follow this with 
a prototype as a proof of concept (Peffers et al., 2007). 
This paper fits the representation genre (Parsons & 
Wand, 1997) of design science (Rai, 2017). 

 
3  We would like to thank an anonymous reviewer for 
pointing this out. 

In the next section, we discuss the background of PHI 
leaks and access control. Then, we focus on the 
theoretical underpinnings of activity theory. 
Subsequently, we elaborate the design of our activity 
theory-based access control model for detecting and 
mitigating PHI leaks. We validate the model in the 
evaluation section, and then provide a brief overview of 
the prototype developed for PHI leak detection and 
mitigation. In the conclusion, we state the limitations of 
this work and suggest future directions.  

2 Background 
Electronic health records (EHRs) facilitate the collection 
and reporting of various metrics and behaviors on 
multiple individuals at different time points at a fraction 
of the cost of traditional paper-based approaches. EHRs 
provide accurate, up-to-date, and complete information 
about patients at the point of care, which can be used to 
predict a wide range of clinical outcomes (Cebul et al., 
2011; Goldstein et al., 2017). However, some of the 
opportunities afforded by EHRs are overshadowed by 
severe problems related to PHI leaks. In this section, we 
discuss the background of PHI leak detection and 
mitigation in the context of access control.  

2.1 PHI Leak Detection and Mitigation 
PHI leaks come from many different sources. Johnson 
and Wiley (2010) identify ambulatory healthcare 
providers, acute-care hospitals, physician groups, medical 
laboratories, insurance carriers, back offices, and 
outsourced service providers, such as billing, collection, 
and transcription firms as sources. PHI leaks can be found 
throughout the healthcare chain, and involve care 
providers, laboratories, and financial partners, among 
other actors (Johnson & Wiley, 2011). Leaks are primarily 
caused by out-of-date systems or by inappropriate use due 
to improper employee training, negligence, or human 
error3 (for example, lost or stolen laptops and flash drives 
have constituted sources of leaked sensitive patient 
information—Johnson & Wiley, 2011). 

Numerous tools and systems have been developed in order 
to detect and mitigate information leaks (Alneyadi et al., 
2016; Shibtai et al., 2012). Previous studies recommend 
technologies for data tracking and network monitoring to 
trace the flow of sensitive data, as well as technologies for 
data sanitizing, including disk-level encryption, 
tokenization, and data truncation (Johnson, 2009; Johnson 
& Wiley, 2011). Other studies have proposed a broad 
arsenal of enabling technologies, such as firewalls, identity 
management, etc. (Kale & Kulkarni, 2012; Papadimitriou 
& Garcia-Molina, 2011). Table 1 provides example cases 
of PHI leaks, along with information detailing how these 
leaks were detected and mitigated.
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Table 1. Examples of PHI Leak Detection and Mitigation  
# Scenario How the leak happened How the leak was detected How the leak was mitigated 
1 Leaked health information 

of a celebritya 
Employee borrowed the 
credentials of three 
doctors  

The leak was detected 
from the alerts raised by 
inappropriate access 

Institution of a policy, i.e., 
those with high profile 
access should not share their 
passwords with other 
employees 

2 Leaked names, date of 
births, and social security 
numbers from patients at a 
hospitalb 

Employee stole personal 
information from the 
billing application 

Patient information was 
used to open credit card 
accounts and cellphone 
accounts 

Patients were notified 
patients, offered free credit 
monitoring for one year, and 
a call center was set up  

a http://healthitsecurity.com/news/kim-kardashians-patient-data-breached-at-cedars-sinai 
b http://www.observeit.com/blog/umass-memorial-insider-breach-went-12-years 

 
Table 2. PHI Leak  

 Does the subject have access? 
No Yes 

Is the subject authorized? 
No No leak PHI leak—focus of this study 
Yes Admin error 

(No leak) 
No leak (legitimate access) 

 

The predominant approaches for detecting and 
mitigating information leaks are content-based or 
behavior-based approaches (Katz et al., 2014; Soumya 
and Smitha, 2014). The content-based approach uses 
various rules that are defined for certain keywords, 
phrases, or terms (entities such as users, places, data, 
etc.) that may appear in a scanned text (Gafny et al., 
2011). The rules determine a confidence score based 
on the number of times these keywords appear in the 
scanned text. Using confidence scores, the content-
based approach seeks to identify sensitive content and 
then determine the level of threat its leakage may 
present to the organization (Harel et al., 2010). The 
behavior-based approach focuses on identifying 
anomalies in user behavior, which can be used to track 
illegitimate access to personal data (Lien et al., 2011) 
or access to other files (Mathew et al., 2010). The 
behavior-based method defines normal user behavior 
and issues an alert whenever a user’s behavior deviates 
from the normal profile (Gafny et al., 2011). 

Protecting against PHI leakage not only seeks to 
protect critical files and data, but also aims to ensure 
proper access control by determining who has access 
to what information and constantly reviewing access 
control settings (Table 2 shows how access control is 
related to PHI leaks). In summary, proper access 
control is essential for mitigating the risk of PHI 
information leaks (Broghammer, 2017). In line with 
this discussion, this paper suggests an access control 
solution for the PHI leak problem (i.e., for detecting 
and mitigating information leaks in the healthcare 
context).  

Access control is the “process of mediating request to 
data and determining if the request should be granted 

or denied” (Valecha et al., 2014, p. 3). Milutinovic 
(2008) defines access control in the healthcare setting 
as the process of authorization in which the access to 
medical records can be limited to users with an 
appropriate role and allowed only during an episode of 
care. Access control involves three main entities: 
subject, resource, and action.  

2.2 The Access Control Model (ACM) 
The subject requests an action regarding a resource 
(Park & Ho, 2004). The ACM is generally expressed 
in terms of the subject, along with permissions in terms 
of various objects. The task of a subject is to access 
(read, write, etc.) objects, for which access is allowed 
or denied based on the permissions issued between 
subjects and objects listed in the relevant policy (Smari 
et al., 2014).  

Table 3 lists some of the popular healthcare access 
control models. A majority of the access control 
models in the healthcare setting focus on the requestor 
in the context of patient data access requests. 
Fernández-Alemán et al. (2013) identify role-based 
access control (Sandhu et al., 1996) as “the access 
control model par excellence” (p. 549). Over the 
years, various other components such as affiliation, 
location, time, etc. have been incorporated into access 
control models in the healthcare setting (Beznosov, 
1998). This evolution of access control models is in 
line with the work of other researchers who argue in 
favor of considering contextual factors that are a part 
of various business processes (Rosemann et al., 2008) 
by using access control models that utilize fine-
grained access policies. 
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Table 3. Access Control Models in Healthcare Setting 
Citation Theory base Access control elements 
Beznosov (1998) Role-based access control Role, affiliation, location, time  
Motta & Furuie (2003) Role-based access control Role, info, access, environment  
Blobel (2004) Policy-based access control Role, info, access 
American National Standard 
(2005)a Role-based access control Role, info, access 

Rostad & Edsberg (2006) Role-based access control Role, info, reason, membership 
Lovis et al. (2007) - Role, profile, access, department, time  
Rostad (2008) Role-based access control Role, profile, access 
Peleg et al. (2008) Role-based access control Roles and their relations, Info, Situation  

Falcao-Reis et al. (2008) Policy-based access control with 
OASIS and XACML Role, info, access, situation  

Ardagna et al. (2010) Policy-based access control Subject, object, access, environment 

This paper Activity theory-based access 
control 

Subject, resource, community, rules, tools, division of 
labor, and interactions 

a Standard Guide for Information Access Privileges to Health Information, http://www.astm.org/Standards/E1986.htm. 

2.3 Access Control Requirements for PHI 
Leak Detection and Mitigation 

Access control models in healthcare need to be 
extended to support complex healthcare requirements 
(Peleg et al., 2008). First, ACMs should permit a 
collective understanding of the users, processes, and 
technology (Garg et al., 2005) that relate to the “who, 
what, why, where, when, and how” of the context and 
are needed to address the PHI leak problem (Raman et 
al., 2011). Second, ACMs need to be flexible enough 
to allow for the consideration of interaction aspects 
(emergence of interactive entities) in addition to 
structural aspects (van der Haak et al., 2003). 
Furthermore, ACMs should enable consideration of 
work processes, organizational structure, and 
organizational environment and culture (Appari & 
Johnson, 2010; Ferreira et al., 2006).  

While some access control models in healthcare 
settings consider context elements based on contextual 
data or environmental attributes (Mohan & Blough, 
2010), they often lack information about how access 
control models can be designed for leak detection and 
mitigation. In particular, there is a need to identify 
specific ways in which access control models can be 
redesigned (or transformed) with a specific focus on 
leak detection and mitigation. To this end, it will be 
useful to deconstruct an access control model in order 
to identify the constituents involved in the leak 
detection and leak mitigation process and then realign 
the constituents into a reimagined access control model 
(which is further elaborated in the following 
subsection). 

2.4 Need for Activity Theory (AT) 
Figure 1 depicts a typical healthcare situation. All 
authorized users are allowed to obtain, change or 
delete patient data. There may be many different 

parties who need access to information, including 
patients, patients’ family members, and professionals 
such as primary care physicians, physician’s 
assistants, hospital personnel, doctors, nurses, 
specialists, pharmacists, researchers, scientists, 
dieticians, public health officials, paramedics, 
insurance agents, etc. Further, multiple devices enable 
access to multiple users within the workflow. 
Healthcare devices collect, store and report 
information from sensors using apps that can be used 
for diagnosis and treatment and enable patients to 
monitor and manage their health conditions. 

In the healthcare access control scenario, it is 
important to realize that access happens in the context 
of interactions. A natural starting point is the 
interaction between the patient and the physician 
(Engeström, 1987). In terms of patient data, the 
constellation becomes more complex when the 
physician interacts with support staff and other 
hospital personnel in the hospital. In this scenario, the 
access requester and access provider form two 
separate but interactive parties within the access 
control system. The objective of the access requester 
is to perform patient tasks involving patient data, 
while the objective of the access provider is to deliver 
relevant information. When the two systems interact, 
the result is a shared objective—namely, acquiring the 
access needed to achieve the outcome of healthcare 
services provided to the patient. 

Each interacting user may have asymmetric and 
dynamically changing demands regarding diverse 
patient data accessed from multiple apps, services, and 
devices. Each user may have different perspectives on 
how to perform a number of interrelated and 
overlapping activities using shared patient data, 
demonstrating that access control is a process of 
dialogic interaction that includes user participation 
and feedback.  
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Figure 1. Health Access Components 

Furthermore, access is not static but dynamic—i.e., it 
changes and develops in response to new access based 
on existing access. The problem of conflict arises when 
new access conflicts with existing access. As a result, 
private information becomes vulnerable to PHI leaks 
arising from conflicts caused by inadequate, 
inaccurate, or careless access control in data-intensive 
healthcare settings involving multiple users and 
devices. 

In line with the need for “theories related to human 
knowledge” that can be used as “foundations for 
conceptual modelling in systems development” (Wand 
et al., 1995; p. 285), we propose activity theory (AT) 
as a framework to inform the design of access control 
models (Chen et al., 2008; Igira, 2008; Kaptelinin et 
al., 1995; Korpela et al. 2001; Valecha et al., 2014). 
We develop an AT-based access control model that 
incorporates contextual aspects of the healthcare 
situation and provides a sociotechnical perspective on 
PHI leak detection and mitigation (Allen et al., 2013; 
Ho et al., 2016; Karanasios et al., 2013; Volkoff et al., 
2007).  

By enabling analysis of complex situations, AT 
facilitates a unifying perspective that goes beyond 
traditional access control models. ACMs focus on the 
process of information exchange surrounding the 
information resource, while AT deals with the purpose 
of information exchange. ACMs use static structures to 
model access to the resource, and AT allows the 
modeling of dynamic interactions between agents. 
ACMs are resource centered whereas AT is “user-

centered” in that it is generally oriented toward the 
subject and fosters mediated interaction within the 
flow of actions. The use of the AT approach allows us 
to focus on human-centered, positive design (Avital et 
al., 2006) and enables the analysis of the health 
information workflow as an activity-centric and agent-
centric process (Raghu et al., 2004).  

2.5 Activity Theory  
Previous research has proposed that activity theory can 
be used as a theoretical framework to study context 
(Nardi, 1995) and provides a lens to deconstruct 
interactions within complex situations (Chen et al., 
2008; Igira, 2008; Kaptelinin et al., 1999). AT enables 
the analysis of an organization’s activity (Chen et al., 
2013). In AT, the minimal unit of analysis is the 
activity system (Kuutti, 1996), involving an activity 
consisting of a subject directed toward an object.  

AT has been extended through three generations of 
research (Tran et al., 2019). In the first generation of 
AT research, Vygotski and Leont’ev conceptualized 
the core of an activity as consisting of subjects, objects, 
and the mediating effect of tools that can be used by 
subjects to achieve the object in order to conduct the 
activity (Leont’ev, 1978; Vygotski, 1978). The subject 
is an individual or a group that performs the activity. 
The object can be either a material object or personal 
objectives (motives) (Fuentes et al., 2004; Nardi, 
1995). The activity is supported by the means of 
physical or logical instruments.  
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In the second generation of AT research, Engeström 
focused on collective activities within a cultural and 
historic context by considering the mediating effect of 
rules, community, and the division of labor (Engeström, 
1999, 2009; Kaptelinin et al., 1995). The community 
specifies the aspects of the external environment and 
includes multiple individuals who collaborate to act on 
the same general object (Jonassen, 2000). The key aspect 
of the community is that the community members have a 
common interest. The rules specify the logic or the 
boundaries for the activity, while the division of labor 
identifies the hierarchical responsibility (Valecha et al., 
2014).  

The third generation of AT focuses on interacting activity 
systems for investigating complex social activities to 
construct potential shared objects or objectives (Chen et 
al., 2013; Tran et al., 2020). In the third generation of AT 
research, multiple subjects are involved in various 
activities with separate but related objectives (Engeström, 
1999, 2009). This activity is mediated by artifacts and is 
socially constituted within the surrounding environment 
(Bertelsen & Bødker, 2003; Vygotsky, 1978).  

3 Access Control as an Activity 
System 

In this section, we focus on the access control model and 
then adapt the access control model using activity theory 

based on the requirements of PHI leak detection and 
mitigation. 

3.1 Basic Access Control Model 
In an access control model, the basic element, the 
access control policy, comprises a target, obligation, 
and rules (see Figure 2). Together, this information is 
used to determine whether the policy is applicable to a 
given request. A matching function retrieves a value 
from the request, matching it with the values specified 
in the policy element according to the function’s 
semantics. If the matching of an element succeeds for 
all categories, then the policy is applicable to the 
request (Margheri et al., 2013). The decision to permit 
or deny access is based on the matching function that 
determines whether the requested elements match the 
allowed elements (typically preset).  

We utilize activity theory to deconstruct the access 
control activity, and investigate user access along the 
dimensions of the activity system: subject, activity, 
instrument, community, rule, and division of labor. We 
propose mapping the basic structure of an activity 
system onto a policy model of access control, which 
will facilitate an in-depth understanding of the access 
control policy and the associated business 
requirements and will allow us to recognize the key 
data elements in the access control context.

 

 
 

Figure 2. Access Control Policy Specification 
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Table 4. Access Control Policy Elements 
Entity Description 

Access control policy 
Obligation A set of parameters that the user is obligated to expose 
Rule A set of conditions that the request has to satisfy 
Target A set of attributes—subject, resource, action, environment—that the request has to consist of (see below) 

Access control target 
Subject The user requesting the access to the resource 
Resource The entity (i.e., patient data) being protected 
Action The operation to be performed on the resource 
Environment The setting in which the resource resides 

3.2 Activity Theory-Based Access Control 
Model 

To identify the aspects of AT-based analysis capable 
of enabling capture of a higher-level view of access 
control processes, we model access control in terms of 
activity components: i.e., subject, object, community, 
tools, rules, and division of labor. In an access control 
model, the subject performs the activity of requesting 
access to a resource that is typically some form of data 
or service. The obligation is the operation that is 
performed to enforce the authorization. The 
environment component specifies aspects of the 
external environment and provides other information. 
The rules identify a set of conditions that must be 
satisfied in order to obtain access. The action defines 
what type of access is requested for an object.  

We argue that it is possible to map the basic structure 
of an activity onto an access control policy (see Figure 
3). The subject and object factors contain information 
respectively associated with the subject and the access 
resource. The community factor includes details of the 
environment, such as the department (e.g., other 
personnel or support staff). The rules, division of labor 
(responsibility), and tools are related to 
sociotechnological factors associated with rules, social 
actions, and obligations (see Table 5). In an access 
control setup, the outcome can be accomplished 
through a decision mechanism for approving or 
denying access to PHI. This decision mechanism 
describes who can execute actions on patient resources 
and also explains how access can be constrained. 

It is important to note that the conceptualization does 
not require a one-to-one mapping. Our view is that 
different interpretations exist depending on the 
context. For example, environmental information in 
one setting can be part of a rule in another setting. 
Likewise, the same piece of information can be part of 

 
4  We would like to thank an anonymous reviewer for 
pointing this out. We quote the reviewer’s exact words in 
order to preserve its quintessential representation of the 

different categories based on the activity. The same 
holds for the AT-based analysis itself: an object can 
function as a tool in different activity settings. We 
quote an anonymous reviewer in support of our 
argument that different components of the activity 
system can align with different factors of the access 
control model: 

For example, [action] could equally be 
applied to rules, which also influence what 
actions are possible. The action itself, from 
an activity theory perspective, resides in the 
object because an activity theory object is 
not simply a thing, as in the data resource 
the subject is interested in accessing. 
Rather, it more broadly represents the goal 
of the subject, which in the access control 
model would include the action performed 
on the resource. In other words, the object 
for an activity theory subject in an access 
control scenario would be to gain access to 
data in order to do something with that 
data. Therefore, an accurate mapping 
would associate the object in activity theory 
with both the resource and action in the 
access control model.4 

This quote highlights that an object in the activity 
system can align with the resource and action factor in 
the access control model. In similar vein, the subject 
and division of labor components of the activity 
system can align with the subject factor in the access 
control model. Thus, the mapping from the activity 
system to the access control model suggests that 
activity theory can be used to specify access, allowing 
the designer to focus on task-related information 
(Valecha et al., 2014). 

The basic principles of activity theory are important 
(Kaptelinin et al., 1999) for the design of the access 
control model for PHI leak detection and mitigation.  

mapping of components of activity system with the different 
factors of the access control model.  
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Table 5. Sample Mapping of Activity System to Access Control System 
Activity Theory aspects Access control factors Access governance and management 
Subject, division of labor 
(responsibility) 

Subject Who has access? 

Object Resource, action What data are sensitive? 
Community Environment With whom is the data shared? 
Rules Rules How are the data regulated? 
Tools Obligation How are the data accessed? 
Division of labor (responsibility) Action How do the data flow? 

 
Figure 3. Activity Theory-Based Specification of Access Control Model 

Thus, in order to explicate the elements within the 
access control model, we adapt the fundamental 
principles of AT as they relate to access control in the 
context of PHI leaks: namely, object-orientedness and 
mediation, multi-voicedness and context, historicity 
and emergence, and expansive transformation 
(Engeström, 2001; Kaptelinin et al., 1999).  

Object-orientedness: The subject in the healthcare 
setting is the employee or the role that requires access 
to a patient’s data. The employee’s role determines the 
perspective from which the tasks are assumed by the 
access control model. The object in the access control 
model refers to a patient’s data, and the objective is the 
employee’s need to access this sensitive information 
from a hospital computer.  

Tool-mediation: Access in the healthcare setting is 
facilitated through a work system within the hospital 

 
5  We would like to thank an anonymous reviewer for 
pointing this out. 

and the policies set up on that system for employee 
access. This system and its policies allow the employee 
to connect not only with the patient’s data but also with 
other employees in the organization’s community. 

Multi-voicedness: As access is granted, various 
members of the health organization take the role of the 
subject. In this role, specialists and physicians or 
doctors may have different ideas and views about the 
access requested/provided to perform patient-related 
tasks. If access is insufficient, they may 
request/provide more access through a feedback 
mechanism. This feedback loop is particularly 
important to ensure that the goals of multi-voicedness, 
or multiple perspectives, are met. Multi-voicedness 
stems from the negotiation of access from different 
parties. This allows individual participants to bring 
their own unique experiences into the activity system.5  
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Historicity: Access control models maintain a 
selective history of the access requests made by 
individual hospital employees and utilize this history 
to improve the differentiation between safe and 
potentially dangerous requests (Edjlali et al., 1998). 
This history identifies access requests made in 
previous units of time and enables monitoring of the 
continuous spectrum of requests, from “declined” to 
“granted.” Access can be granted or declined based on 
the evaluation of a history of activities of the requester, 
e.g., behavior, time between requests, content of 
requests, etc. (Schapranow, 2012).  

Expansive transformation: Next-gen sensors and 
wearable devices that collect and store health 
information represent important transformations that 
require patients to learn new and previously 
unconsidered means of controlling access to their data. 
Also, healthcare workers must adjust to the practice of 
access control by designing and implementing 
workarounds, which requires an understanding of the 
structure of the access system and necessitates new 
interpretations of the purpose of access.  

4 Designing Access Control 
Activity System for PHI Leak 
Detection and Mitigation 

As mentioned earlier, Engeström (1987) describes an 
activity system as containing interacting components: 
subjects, object, tools, community, rules, and division 
of labor, which interact to attain the activity outcome. 
These components continually influence and transform 
one another through their interactions, which can 
happen within the activity system or between activity 
systems (Engeström, 1987). Prior research has 
investigated “between” activity system interactions, 
where multiple actors from different activity systems 
work together with other actors to effectively address 
a complex and rapidly evolving situation (e.g., Chen et 
al., 2013).  

In an access control setting, multiple actors seek access 
in the context of working together with others—i.e., 
access is permitted or denied based on interactions of 
various individuals from different activity systems. 
Engeström has investigated between-activity system 
interactions in the healthcare domain (Engeström, 
1987, 2019) but not in the context of access control. 
However, such interactions may also be applicable in 
the context of patient data access exchange.  

Focusing on the key interactions between the activity 
system, we can reimagine the system by expanding the 
activity object (Kuutti, 1996). Interactions are key for 

activity restructuring and are important for 
incorporation into any access control model seeking to 
detect and mitigate PHI leaks. Below, we explicate the 
key interactions between user access control activities. 

In a healthcare scenario, the starting point is the patient 
describing how access is to be granted in the 
community (by specifying how the access requester 
and the surrounding community should interact while 
accessing patient data). For example, a patient might 
give a specialist doctor (who works with a patient’s 
primary care doctor) permission to access their 
diagnostic information (Peleg et al., 2008) in the 
context of an access request system involving 
interactions between access requesters and the 
community of doctors, nurses and hospital 
staff/personnel, all of whom are involved in the 
process of accessing patient data. This system 
generally identifies who has access to what resources 
(Fernández-Alemán et al., 2013).  

However, the access requester might be involved in the 
interpretation/analysis of patient data or might need to 
share patient data. Thus, there needs to be rules that 
explicitly or implicitly guide the actions of access 
requesters (Brossard, 2011). Moreover, the requester 
may utilize any set of tools, sign systems, or 
procedures for acting on patient data; thus, there needs 
to an awareness of the resources and tools available for 
accessing patient data. Access requests can limit who 
can see what information, and can limit data to the 
information that the requester is entitled to see 
(Damiani et al., 2002). Prior studies have investigated 
various types of access requests, and Mohan and 
Blough (2010) argue that access requests should be 
specified through more detailed policies and rules.  

In a security model, the system administrator defines 
the rules providing access to resource objects. These 
rules are often based on conditions such as time of day 
or location. In addition, access management systems 
can provide tools, such as access control software and 
user database tools to provide access. According to 
TechTarget, access is provided to the requester of the 
patient data using rules, tools/frameworks, and job 
responsibility workflows.6 This represents the access 
response system, which sets control boundaries 
defining how tools are used to collect patient data, how 
community members divide work to achieve patient-
related tasks, and the implicit and explicit norms that 
govern the relationships between the subject and those 
seeking access to patient data. Thus, in an access 
control setting, we consider “access request” and 
“access response” systems as interacting systems of 
the access control activity system (see Figure 4).  

 
6 https://searchsecurity.techtarget.com/definition/access-control 
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Figure 4. AT-Based Leak Detection and Mitigation Model 

The access request system encapsulates employee 
behavior in various contexts, representing patient data 
according to a variety of personal factors and the 
department within the organization. Therefore, the 
access request system can facilitate the discovery of 
leak points across the network of the healthcare 
organization and can assist in the risk assessment 
function of the security system. Access request 
systems can also identify PHI leak patterns based on 
impacts on privacy and monetary losses.  

The access response system can implement tactical 
controls for the leak points identified in the discovery 
process of PHI leak detection, allowing for the 
definition of different levels of security classification 
and the determination of appropriate levels of control 
(March and Scudder, 2017). The access response 
system can describe how controls and policies should 
be applied to medical instruments through rules and 
organizational hierarchies in a way that safeguards 
patient data. 

The access request system can also track unauthorized 
access by comparing requests with permissions and 
can deny inappropriate requests. A key requirement for 
effective PHI leak detection and mitigation is ensuring 
that sensitive patient information is monitored within 
the healthcare organization. Therefore, access request 
and access response systems can identify PHI leak 
points and potential enforcement policies.  

Table 6 presents the results of applying a third- 
generation AT-based leak detection and mitigation 
model to sample PHI leak scenarios of inappropriate or 
unauthorized disclosure (leaks) of patient information. 
For some scenarios, we used Google searches, using 
the keywords “PHI leaks,” “PHI leak case studies,” 
“Data breaches in healthcare,” and “PHI data 
breaches.” We also searched for PHI leak examples in 
the Identity Theft Resource Center (ITRC), an 
organization devoted to the mitigation of information 
theft. Finally, we searched for “access control” AND 
“scenarios” within all the studies cited in a literature 
review article written by Fernández-Alemán et al. 
(2013) that provides a systematic review of access 
control in healthcare settings. For other scenarios, we 
asked healthcare managers if they could provide 
examples of leaks. The objective of this process was to 
derive rich data about PHI leaks. During this process, 
more than 20 scenarios were collected (four of them 
are detailed in Table 6). 

5 Evaluation 
Models are tested through their usage and application 
(Chen et al., 2013). Connolly and Begg (2002) provide 
useful guidance on validating models (like the AT-
based model discussed in this paper), and recommend 
validating models using two types of validation tasks: 
reviewing the model with users or testing 
transaction(s) against the model. 
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Table 6. PHI Leak Detection and Mitigation from Sample PHI Leak Scenarios  
# Scenario PHI leak detection 

(access request) 
PHI leak mitigation 
(access response) 

Comments 

1^ An employee copied the 
patient information files 
from the client server to 
a local machine in the 
vendor’s office  

Subject: Employee 
Object: Patient files 
Comm: Vendor 
Rule: Patient data moved 
Tool: Local machine 
Div: Data copy 

Subject: Admin 
Object: De-sensitized files 
Comm: Vendor 
Rule: FTP access 
Tool: Local machine 
Div: Data transfer 

• Leak detected based on data 
transfer to vendor 

• Leak mitigated through 
desensitization of patient data 
used in file transfer protocols 

2 One of the vendors of a 
Medical center posted 
the patient data on their 
websitea  

Subject: Vendor 
Object: Patient data 
Comm: Internet 
Rule: Patient data online  
Tool: Webserver 
Div: Data posting 

Subject: Medical center 
Object: Patient data 
Comm: Vendor 
Rule: Password protection 
Tool: Website 
Div: Data agreements 

• Leak detected based on data 
transferred on to the internet 

• Leak mitigated through 
password protection of 
patient data stored on the 
websites 

3 A clinician sends a 
newsletter to a group of 
780 HIV patients’ email 
addresses with names, 
email addressesb 

Subject: Clinician 
Object: Names and 
emails 
Comm: Public 
Rule: Confidential data  
Tool: Option e-service 
Div: N/A 

Subject: Admin 
Object: Personal data 
Comm: Patient 
Rule: Record masking 
Tool: Firewall 
Div: Training 

• Leak detected based on data 
transferred to the public 

• Leak mitigated through 
record masking of data 
egressing out of the firewalls 

4^ An employee uploaded 
log files with sensitive 
patient information to a 
vendor’s website 

Subject: Employee 
Object: Patient info 
Comm: Vendor 
Rule: Sensitive info in 
log  
Tool: Webserver 
Div: Log access 

Subject: Auditor 
Object: Masked patient data 
Comm: Network 
Rule: Confidentiality 
Tool: FTP client 
Div: Data transfer 

• Leak detected based on data 
transfer to vendors 

• Leak mitigated through 
confidentiality agreements on 
secure FTP 

Note: ^ denotes PHI leak scenarios gathered from healthcare managers, “Comm” denotes community and “Div” denotes division of labor 
(responsibility). 
a http://www.beckershospitalreview.com/healthcare-information-technology/boston-medical-center-vendor-posts-15-000-patients-information-
online.html 
b http://www.theguardian.com/technology/2015/sep/02/london-clinic-accidentally-reveals-hiv-status-of-780-patients 

Participant review involves participants asked to review 
the model in whatever way they choose. Transaction 
testing includes events in the domain, referred to as 
transactions, which can be evaluated to determine 
whether they are represented in the model. Following 
Connolly and Begg’s (2002) recommendations, we 
evaluated the model through both participant review and 
transaction testing using PHI leak scenarios to 
determine how well the model represents the domain. 

5.1 Part 1: Evaluating the Activity 
Theory-Based Model for Specification 
of Access Control 

In this subsection, we discuss the methodology 
consisting of data collection and expert interviews to 
evaluate activity theory for the specification of access 
control policies.  

5.1.1 Access Reports Data 
We evaluated access control in the healthcare context 
using multiple sources of evidence. We collected 
access reports (see Figure 5) for users at different 
levels from healthcare organizations in central 

Tennessee (see Figure A1 in Appendix A) and western 
New York (see Figure A2 and A3 in Appendix A). 
These documents include fields for general 
information about the user, information about the 
applications utilized, and details about the service 
tasks. The data collection strategy allowed us to collect 
ample rich data related to access activities, resulting in 
the extraction of more than 100 access control policies 
from access reports for evaluation purposes. 

5.1.2 Expert Interviews to Increase the 
Understanding of Access Reports 

We interviewed healthcare professionals who had 
experience dealing with both PHI and access control. 
We contacted four healthcare managers from four 
different healthcare organizations with more than five 
years of experience dealing with access control. Two 
managers were from New York, one was from 
California, and one was from Tennessee. We 
conducted face-to-face interviews in New York and 
Tennessee and interviewed the manager from 
California by phone. We scheduled one or two 
interviews with each participant lasting 40-60 minutes 
over a period of a few weeks. 
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Figure 5. Access Request Reports from a New York Health Organization (Page 1 of 2)7 

 
7 For other access request reports, see Appendix A 
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Model validation involves the examination of its 
representativeness—i.e., how closely the model 
represents the domain. The model can be considered 
representative if it represents the domain accurately 
and completely. Therefore, during participant review, 
we asked the healthcare managers the following 
questions to determine how well AT allows for the 
formulation of access control policies: Does the AT 
model capture the following details about the access 
control policies: (1) who tried to access? (2) what data? 
(3) in what way? (4) other details of the setting? (5) 
Does the AT model allow for a complete 
representation of access control policies? (6) Does the 
model allow for an accurate representation of access 
control policies? These questions provided a means to 
confirm whether the model captures the various data 
access encounters that take place within the healthcare 
workflow (as evidenced by the access reports) 
involving medical staff providing healthcare services 
to patients. 

5.1.3 Data Analysis of Access Reports 
The data collection strategy allowed us to collect 
several access control policies from the access reports. 
For a partial list of activity elements from access 
reports, refer to Table 7. The process of evaluating 
activity theory for access control specification 
consisted of two steps: confirming pieces of 
information and the formation of categories. For 
example, let us consider the following description of 
access control provided by the healthcare manager 
from California: “an employee from eligibility division 
had emailed a file to the corporate distribution list.” 

An examination of the policy showed that it could be 
structured into patterns of activity. An AT-guided 
coding exercise helped reveal the structure of the 
activity consisting of the six components: subject, 
resource, community, tools, rules, and division of labor 
(Engeström, 1987). The AT-based model enabled us to 
highlight the informative pieces by focusing on the 
activity components, which allowed us to produce a 
rich descriptive account of how the PHI was organized 
within the PHI exchange. 

Formation of the categories based on the identified 
information pieces comprised the second step. The 
AT-based model allowed us to group information 
pieces into categories based on the AT components. In 
the above example, the eligibility division is a 
department. AT provides the component of 
community, which allows different departments to be 
grouped together. Moreover, the patient’s file was 
categorized as health data. AT provides the component 
of object, which allows different healthcare data items 
to be grouped together. This process revealed the 
emerging categories within the scenarios.  

A key aspect of the data analysis process was 
identifying whether the AT-based model captured the 
information components and their interactions within 
the PHI sources. In this part of the evaluation, the 
authors provided the access control policies as well as 
the access control elements derived by using the AT-
based model to the interviewed healthcare managers. 
The managers reviewed these elements by comparing 
the raw information with the structured information 
derived by applying the model. They confirmed that 
the information derived from the model accurately 
depicts health information workflows. 

Prior literature has identified a number of approaches 
for access control. We performed a comparison with 
some of the popular approaches: role-based (Sandhu et 
al., 1996; Motta and Furuie, 2003), policy-based 
(Blobel, 2004), and situation-based (Peleg et al., 2008). 
Table 8 offers a comparative summary. The 
comparison suggests that the AT-based approach 
provides a more comprehensive framework for the 
specification of access control models. For example, a 
situation-based access control model includes 
abstractions for modeling the entities involved in a 
situation (patient, requestor, task, health records) 
(Peleg et al., 2008). However, the situation-based 
ACMs do not take abstractions related to processes 
(such as hierarchies) or interactions (such as 
contradictions) into account.

Table 7. Activity Elements from Access Reports 
Activity Theory aspects Sample elements from access request reports 
Subject User roles, user profiles, user properties, user membership 
Object Information metadata, patient data 
Community User department, user affiliation 

Rules Access mode, access obligations, situational elements 
Tools Medical devices, system modules 
Division of labor (responsibility) Hierarchical structure, organizational obligation 
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Table 8. Comparison of Approaches of Access Control 

Dimension Focus Role- 
based Policy-based Situation-

based 
AT- 

based 

People Individual X X X X 
Community   X X 

Process 

Task structure  X X X 
Division of labor    X 
Temporal sequence    X 
Object hierarchy    X 

Technology 

Instrument X X X X 
Information X X X X 
Social issues    X 
Environment issues  X X X 

Interaction Contradictions    X 
History   X X 

5.2 Part 2: Evaluating Activity Theory-
Based Access Control Model for PHI 
Leak Detection and Mitigation 

In this subsection, we discuss the methodology 
consisting of data collection and expert interviews for 
evaluating whether the activity theory-based access 
control model allows for the detection and mitigation 
of PHI leaks. 

5.2.1 PHI Leak Scenarios Data 
Following Peleg et al. (2008), who use scenarios of 
access requests to acquire a deeper understanding of 
PHI leaks, we sought to collect scenarios involving the 
inadvertent disclosure of patient information from the 
healthcare managers we contacted. Accordingly, we 
evaluated the PHI leak detection and mitigation model 
using the PHI leak scenarios that they provided. In this 
process, the managers clarified the details of the health 
information workflow in which the leak took place and 
evaluated healthcare activities, elements, and 
interactions.  

The PHI leak scenario reports describe the details of 
the patient information flow process, and include 
information about the leak incident, information on the 
employee that resulted in the PHI loss, and information 
about the patient data compromised. These reports also 
documented disciplinary action against responsible 
employees and steps taken to prevent such incidents in 
the future. Because the reports include sensitive patient 
information, the healthcare managers we interviewed 
were unwilling to share the actual reports. However, 
they did share anonymized anecdotes about scenarios 
of the PHI leak incidents, as well as leak-related 
information regarding occurrence, detection, 
prevention, etc. 

 
8  For brevity, we refer to these incidents or scenarios 
describing the process of inadvertent disclosure as 
“scenarios” or “incidents.” 

5.2.2 Expert Interviews for Understanding 
PHI Leak Scenarios 

Interview questions primarily sought to gain a deeper 
understanding of the nature of PHI leaks and the 
processes and tools that healthcare managers use to 
detect and mitigate PHI leaks. We designed 
semistructured questions for the interviews, and 
organized the interviews by grouping questions into 
three themes: PHI leak, PHI leak detection, and PHI 
leak mitigation. The first author took notes while the 
managers responded to the questions. The notes were 
discussed with the other authors to check for clarity 
and any missing information. In cases where the notes 
lacked clarity, the authors reached out to the managers 
to request a subsequent interview for clarification 
purposes.  

In the first round of interviews, we described the PHI 
leak based on a summary of prior cases in the 
literature—as an inadvertent disclosure of patient 
information—to the managers. Then, we gave them 
time to recollect a few incidents8 they had experienced 
that fit the definition. Subsequently, we collected 
managers’ descriptions of [PHI leak] incidents.  

In the second round of interviews, we asked each of the 
managers for details about the PHI leak detection and 
mitigation process: (1) How was the inadvertent 
disclosure identified? (2) Was it detected before or 
after the event? (3) What was done to fix it? (4) What 
could have been done to fix it (but was not)? (5) Other 
details of the setting?  

In some cases, the managers were not aware of the 
details of the PHI leaks. In those cases, they asked for 
additional time to seek clarification from other 
employees in the organization. The details of the PHI 
leaks obtained from the interviews provided a 
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foundation for evaluating the activity system for the 
detection and mitigation of PHI leaks. It provided a 
means to describe the various data access encounters 
that take place within the healthcare workflow in order 
to facilitate patient care. 

5.2.3 Data Analysis of PHI Leak Scenarios 
After the interviews were completed, we obtained 
several unique scenarios of PHI leaks. In response to 
leak detection, healthcare managers confirmed that 
leak detection consists of components of the activity 
system. For instance, the healthcare manager from 
Tennessee stated that “tracking every action of the user 
can provide details on who opened what record at what 
time in what location.” In this scenario, tracking takes 
place through tools, actions are a part of division of 
labor, the user is the subject, the record is the object, 
location hints at community, and time is a type of rule. 
In the same vein, while analyzing PHI leak mitigation, 
the healthcare managers confirmed the common 
categories of activity systems for enforcing user 
access. For example, the manager from California 
pointed out that their technology vendors were limited 
by the security measures of the VPNs, while IT staff 
had full access to logs and sensitive information. In this 
scenario,9 staff members are subjects, logs are objects, 
VPN is a tool, information technology is the 
department, and rules include constraints for limiting 
access.  

5.3 Case Application 
Participant review was performed on the following 
PHI leak scenario relayed by the healthcare manager 
from Tennessee: An employee wanted to convert a 
data file from an old application. To do this, the 
employee used an online converter tool and pasted the 
data file from the old application into the tool. The data 
file had PHI content in it, and the monitoring systems 
thus immediately flagged the user for the data breach. 
The employee was notified of the potential breach and 
was monitored for a few weeks. The AT-based model 
allowed us to identify two processes related to this 
scenario: (1) one in which the employee retrieved the 
data file from the old application, and (2) one where 
that employee used a conversion tool to format the data 
file. In the first process, the employee is the subject in 
the process and is a part of the hospital community 
along with other stakeholders. The object is the data 
file that is retrieved from the old application, which is 
the tool. In the second process, the employee is still the 
subject and the data file with PHI content is still the 
object. However, the community is the internet, and 
the task of converting the data file is governed by a set 
of rules—e.g., the file should be free of any PHI 

 
9 Division of labor is not specified in this example. 

content. The employee used the online converter tools 
to derive the converted file. 

In the first process,10 which utilizes the access request 
system for leak detection, the information about the 
employee, the data file, the old application, and the 
hospital community is identified in the scenario. Since 
the employee was able to access PHI data from the old 
application within the hospital community, the 
privilege set requested by the employee matched the 
privilege set specified by the patient; thus, the 
employee was allowed access to a data file from the 
old application. In the second process, the information 
about the employee, the data file, the online converter 
tool, and the internet community are identified in the 
scenario. In this process, the rules of data exchange 
(i.e., data files intended for public use should be free 
of PHI content) are also applicable. Since PHI cannot 
be released to the online public on the internet, the 
privilege set requested by the employee did not match 
the privilege set specified by the organization, and thus 
a potential PHI leak was detected. The employee was 
not allowed access to the online converter tool because 
of a potential PHI leak.  

In order to design the enforcement policies for 
mitigating this PHI leak, the information about the 
employee, patient data, rules of data exchange, tools 
for conversion, and the responsibility of the employee 
are enforced. For example, an employee may be 
notified about the rule regarding the presence of PHI 
content when exchanging data with the online 
community, or it may be recommended that the 
employee use in-house online converters to perform 
the conversion or formatting of the data file. 
Alternatively, the employee may also be advised to 
seek permission from higher management for such 
conversions. In this scenario, the employee was 
reported to upper management and was monitored for 
a few weeks. 

The manager from Tennessee suggested that she could 
see her organization performing data conversion but 
believed it would be more likely be done through 
vendors. She explained that vendors’ accounts should 
be set up using three-step authentication that required 
a system password, VPN password, and FTP 
password. Further, she also recommended service-
level agreements consisting of access request 
authorizations, memorandums of partnership, and 
confidentiality agreements. The PHI leak detection and 
mitigation model allows these enforcement 
mechanisms to be implemented. In particular, objects 
can be desensitized for sensitive data removal, the 
community can be forced to include approved vendors, 

10 The rule that data files intended for public use should be 
free of PHI content does not apply to this process. 
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rules can capture the authentication process, 
responsibility can capture confidentiality and 
partnership agreements, and tools can account for the 
website and instruments used for conversion. The 
manager confirmed that the raw details of the 
enforcement points within the PHI leak scenario were 
completely represented by the model. In addition, she 
also confirmed that the concepts were accurately 
extracted.  

5.4 Transaction Testing 
Based on the PHI leak detection and mitigation model 
(from Figure 4) we discuss the architecture of the 
process of access control policy matching and access 
control policy enforcement. As an initial setup, we start 
with a pool of patients and their data set (Step 1). Once 
the system is deployed, its first task is to build the 
privilege set—a defined set of permissions that 
determines a level of access (Step 2). Privilege sets are 
generated based on activity theory (consisting of the 
user roles within the community for requesting the 
patient data through certain tools that are subject to the 
rules of request and the responsibility of the requester). 
The access request system utilizes the privilege set for 
all the users in the healthcare community.  

Each user request is framed in the form of a privilege 
set (Step 3). This request set is compared with the 
privilege set to decide whether the rights should be 
granted. For every action, the request is matched with 
a privilege set for leak detection (Step 4). For 
nonmatching results, the policy set for leak mitigation 
enforces user obligations such as login through VPN 
channel, security passwords, etc. The privilege set 
detects the information flow given certain policy 
specifications. The policy sets are created and deleted 
based on the current context with every request for 
patient data. Whenever a request is received, the access 
response system is used to generate the policy sets 
(Step 5). Table 9 summarizes the process of PHI leak 
detection and mitigation, and Figure 6 depicts the 
related architecture; numbered circles denote each of 
the five steps.  

The primary objective of PHI leak detection and 
mitigation is to prevent illegal information flow from 
one point to the other in the activity system. In order to 
prevent the flow of illegal information, it is important 
to provide restrictions in the form of enforcement 
policies. Restrictions are enforced on the client side by 
executing policies containing rules to permit or deny 
access to the information. In order to compute the new 
set of restrictions, all requests that are not a part of the 
privilege set are added to the illegal information flows. 

For each illegal information flow, a “deny” restriction 
is added if the restriction is not already present. Such a 
restriction prevents the current user from tampering 
with the patient data and setting liberal rights on the 
data. Also, when a new patient is enrolled, the privilege 
sets of all the users are recomputed. When a patient is 
deleted, the static access rights are checked and, if 
allowed, data are deleted and the privilege sets of all 
users are updated.  

We summarize the information leak detection and 
mitigation prototype in a step-by-step manner as 
follows. We built the prototype system coded in Java 
programming language to evaluate the proposed 
framework. This prototype utilizes AT concepts to 
facilitate leak detection and mitigation. It enables key 
stakeholders such as physicians, researchers, and other 
medical staff members to enter patient information and 
share it with other parties. The prototype system 
development team consisted of three computer science 
graduate students and one MIS graduate student with 
experience in the software industry. The prototype 
followed the standard software development life cycle 
(SDLC) methodology and took ten months (two 
semesters) to complete. 

As a prototype, this system developed only a portion 
of the functionalities required by the actual PHI leak 
prevention system. These functionalities utilized key 
constructs such as the practitioner and PHI and their 
relationships. The prototype system contained four 
modules including logging, reporting, modularizing, 
and exporting. There were more than 25 forms 
generated over six database tables to store relevant 
construct and relationship information. Figure 7 
provides snapshots of the prototype. For the database 
diagram and use case diagram, see Figure B1 and B2 
in Appendix B). 

The prototype shows how policies are created around 
the subject (physician), object (PHI), community 
(hospital), tool (email), rules (matching), responsibility 
(administrator), and outcome (access). In Figure 7a, 
the physician is authorized to read and write patient 
information (PID # 13) in the hospital. Figure 7b shows 
the screen when a physician requests patient 
information (PID # 13). This request is denoted as a 
transaction (TID # 5). The resulting policy for this 
request is shown in Figure 7c. Since the physician is 
authorized for access on PID # 13 or TID # 5, the 
physician is able to access the patient data as shown in 
Figure 7d. If the physician tries to access a patient 
record (for example, PID # 10 or TID # 2) for which 
he or she is not authorized, it results in a PHI leak. In 
that case, the rule of mismatch gets executed, and the 
admin/patient is contacted via email/phone as specified 
in the setup of the policy in Figure 7a. This PHI leak 
mitigation is shown in Figure 7e. 
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Table 9. Process of PHI Leak Detection and Mitigation 
1. Admin sets up initial user control on the patient data set  
2. This user control builds the privilege set based on AT (subject, object, community, tool, rule, responsibility) 
3. On information flow, request is generated in the form (subject, object, community, tool, rule, responsibility) 
4. This request is verified against privilege set (from step 2) 
5. For mismatch information, policies are generated based on AT (subject, object, community, tool, rule, 

responsibility) 

 
Figure 6. Architecture of Leak Detection and Mitigation 

 

Figure 7a. Policy Setup 

 

Figure 7b. Patient Data Request 
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Figure 7c. Policy for Patient Data 

 

 

Figure 7d. No PHI Leak (Matched Policy) 

 

Figure 7e. PHI Leak (Mismatched Policy) 
 

 

Figure 7. Leak Detection and Mitigation Prototype 

6 Discussion and Conclusion 
Designing health access control is difficult because of 
the complexities of healthcare systems (Margheri et al., 
2013). Traditional access control models take static 
elements of the context into account; however, they are 
not designed to address information leaks. Thus, we 
argue that leak points should be considered in the design 
of access control models in the healthcare context for the 
management of potential healthcare crises. Furthermore, 
access control models require data classification 

schemes dealing with sensitive data, data inventory 
relating to its storage, and data accountability 
concerning data flows.  

The concepts of activity theory (AT) have significant 
implications for our study. AT can be useful for 
understanding the various workflow activities (Shankar 
et al., 2010). AT also enables us to investigate the 
complex nature of the healthcare workflow by allowing 
for the study of interactions within the environment that 
undergo restructuration. We therefore maintain that AT 
should be utilized as a lens to capture a view of PHI leak 
detection and mitigation. 
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Our study makes the following contributions. First, 
this study analyzes an understudied area of information 
leakage in the healthcare setting—the detection and 
mitigation of PHI leakage. The prior literature has 
emphasized a content-based point of view in detecting 
and mitigating information leaks. We utilize a 
contextual view that enables the investigation of 
information leakages as situated in a meaningful and 
socially constructed context.  

Second, we map access control policy onto an activity 
system by recognizing the key data elements of the 
health information flow valued by policy designers. 
This mapping can enable designers to focus on task-
related information within PHI leak scenarios instead 
of devoting their efforts to the modeling of technical 
details related to the leak (Kofod-Petersen and 
Cassens, 2006).  

Finally, we examine descriptions of reflective 
experiences derived from semistructured interviews 
with four healthcare practitioners for developing a 
model for detecting and mitigating PHI leaks. This 
work contributes to the healthcare systems literature in 
that it (1) recommends the design of an access control 
model based on AT, (2) adapts AT to propose 
“request” and “response” systems as interacting 
activity systems, and (c) develops an access control 

model for detecting and mitigating PHI leaks within 
the healthcare context.  

This paper has a few limitations. First, we do not 
consider transitivity within the health organizations. 
Second, these organizations may have different role 
hierarchies than assumed here. In addition, the security 
policies are applied at the user machine and not to the 
patient information within the entire healthcare 
workflow. Finally, because of the time constraints of 
the healthcare managers we consulted, we were unable 
to pursue the demonstration of our model’s utility 
relative to existing artifacts with them. Future research 
could explore access control models applicable to 
various communities.  
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Appendix A: Access Control Reports 

 
Figure A1. Access Request Reports from Tennessee Health Organization 
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Figure A2. Access Request Reports from New York Health Organization (Page 1)  
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Figure A3. Access Request Reports from New York Health Organization (Page 2) 
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Appendix B: Instantiation of PHI Leak Detection and Mitigation Model 
The database diagram in Figure B1 explains the back-end functionality related to the key constructs and their 
relationships. It depicts the policy-centric view wherein the policy describes the access of practitioners to PHI in 
different contexts. The policy table utilizes the AT concepts of subject, object, community, rule, tool, and responsibility 
for leak detection and leak mitigation. The use case diagram in Figure B2 depicts the cases for the user groups that the 
system serves. 

 
Figure B1. System Database Diagram 
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Figure B2. Use Case Diagram 
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