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ABSTRACT
Kronecker-factored Approximate Curvature (K-FAC) has recently
been shown to converge faster in deep neural network (DNN)
training than stochastic gradient descent (SGD); however, K-FAC’s
larger memory footprint hinders its applicability to large models.
We present KAISA, a K-FAC-enabled, Adaptable, Improved, and
ScAlable second-order optimizer framework that adapts the mem-
ory footprint, communication, and computation given speci�c mod-
els and hardware to improve performance and increase scalability.
We quantify the tradeo�s between memory and communication
cost and evaluate KAISA on large models, including ResNet-50,
Mask R-CNN, U-Net, and BERT, on up to 128 NVIDIA A100 GPUs.
Compared to the original optimizers, KAISA converges 18.1–36.3%
faster across applications with the same global batch size. Under
a �xed memory budget, KAISA converges 32.5% and 41.6% faster
in ResNet-50 and BERT-Large, respectively. KAISA can balance
memory and communication to achieve scaling e�ciency equal to
or better than the baseline optimizers. KAISA is open source and
available at https://github.com/gpauloski/kfac_pytorch.
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Figure 1: SGD vs. K-FAC training for ResNet-32 with the
CIFAR-10 dataset. K-FAC reduces iterations needed for con-
vergence.

1 INTRODUCTION
Deep neural networks (DNNs) have driven breakthroughs in many
research domains, including image classi�cation [22, 24], object
detection and segmentation [21], machine translation [53], and
language modeling [17]. DNNs are typically trained with stochastic
gradient descent (SGD), or variants thereof. As models and training
datasets become larger, training must increasingly be performed in
parallel on many CPUs, GPUs, or TPUs [30, 56]. For example, the
BERT [17] model with 330 million parameters would take weeks to
months to train on a single GPU, and GPT-3 [11] with 175 billion
parameters cannot �t in the memory of any commercially available
GPU. While distributed training on many processors can reduce
training time, the need to communicate weight updates and other
information among processors can limit scalability [39].

Recent theoretical [20, 35, 36] and empirical [8, 42, 50] studies
have shown that Kronecker-factored Approximate Curvature (K-
FAC) can accelerate training by enabling convergence with fewer
iterations than SGD—for example, achieving baseline validation
accuracy in 40% fewer epochs than SGD on ResNet-32 with the
CIFAR-10 dataset (see Figure 1). Technically, researchers use K-
FAC to approximate the inverse of the Fisher Information Matrix
(FIM)—an approximation of the Hessian—and precondition the gra-
dients before parameter updates [36]. The K-FAC approximation is
1) compute intensive, due to the required inverse or eigen decom-
position calculations with $ (# 3) complexity (# is the number of
parameters); 2) memory intensive, as it stores per-layer activations
and gradients, which may take $ (# 2) space compared to $ (# )
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for SGD; and 3) communication intensive for distributed training
because the Kronecker factors and accompanying inverses or eigen
decompositions must be communicated to all workers. To overcome
these overheads and achieve faster training times than SGD at scale,
K-FAC updates are often decoupled from gradient preconditioning
so the expensive computations are performed less frequently.

Existing K-FAC systems either cache all Kronecker factor eigen
decompositions needed to precondition gradients locally [44] or
distribute gradient preconditioning across processors [42]. Neither
approach enables K-FAC DNN deployments that are both memory
and communication e�cient, thus inhibiting scalability. The �rst
approach avoids communication when local memory is su�cient.
The second approach reduces memory footprint by not caching
eigen decompositions locally but increases communication.

These various considerations make it di�cult to use K-FAC ef-
�ciently in practice given the speci�c requirements of the DNN
model or hardware and require users to choose between optimizing
memory or communication. To address these concerns, we pro-
pose KAISA, a K-FAC-enabled, Adaptable, Improved, and ScAlable
second-order optimizer framework that can adapt execution to a
given model size and memory limit. KAISA allows tuning the ratio
between communication and memory footprint to optimally apply
K-FAC to distributed training by controlling the fraction of pro-
cesses with local access to data. This adaptation is made possible
by grouping the processes, then distributing and communicating
data within each group. K-FAC distribution strategies described in
other work are e�ectively special cases of KAISA in which either
all processes [44] or one process [42] cache data.

We evaluate KAISA on a range of classi�cation, segmentation,
and language modeling applications, including ResNet-50 [22],
Mask R-CNN [21], U-Net [46], and BERT [17], on clusters of 448
NVIDIA Tesla V100s and 192 Ampere A100 GPUs. Our results
show that: 1) with �xed global batch size, KAISA trains deep neural
networks 18.1–36.3% faster than the original optimizers for these ap-
plications; 2) with a �xed memory budget, KAISA trains ResNet-50
and BERT-Large phase 2 in 32.5% and 41.6% less time compared to
momemtum SGD and Fused LAMB, respectively; 3) by varying the
number of gradient workers, the K-FAC memory overhead can be
reduced by 1.5–2.9⇥; 4) for high communication applications such
as ResNet-50, extra processor memory can be used to train 24.4%
faster; and 5) using state-of-the-art NVIDIA A100 GPUs, KAISA
converges in fewer iterations at all scales, and KAISA’s scaling
performance is on-par with SGD even with KAISA’s additional
communication overhead. Our code is open source with the MIT
license and available at https://github.com/gpauloski/kfac_pytorch.

Our contributions in this paper are:

• An adaptive second-order optimizer framework that trains
faster than SGD and its variants, while preserving conver-
gence.

• A quantitative study of the tradeo� between memory foot-
print and communication and its impact on training time in
K-FAC design.

• The �rst large scale evaluation of K-FAC convergence and
speedup relative to SGD for Mask R-CNN, U-Net, and BERT
on up to 128 A100 GPUs.

The rest of the paper is as follows. We present the mathemat-
ical background and distributed implementation of K-FAC in §2.
We describe KAISA’s design in §3 and implementation in §4. We
present our experiments and results in §5. In §6, we summarize
existing DNN optimization frameworks and memory management
techniques. Finally, we conclude in §7.

2 BACKGROUND
We �rst introduce K-FAC and its distributed implementation. K-
FAC is an e�cient approximation of the Fisher Information Matrix
(FIM), which has been shown to be equivalent to the Generalized
Gauss-Newton (GGN) matrix in speci�c cases and can be viewed
as an approximation of the Hessian [36]. In a standard SGD update
step, the weights are updated using the gradients of the loss, as
illustrated in Equation 1. The K-FAC update step in Equation 2 uses
the FIM � to precondition the gradients prior to update [44].

F (:) is the weight at iteration : , U (:) is the learning rate at
iteration : , = is the mini-batch size, r!8 (F (:) ) is the gradient of
the loss function !8 for the 8th example with regard to F (:) , and
��1 (F (:) ) is the inverse of the FIM.

SGD:F (:+1) = F (:) � U (:)

=

=’
8=1

r!8 (F (:) ) (1)

K-FAC:F (:+1) = F (:) � U (:)��1 (F (:) )
=

=’
8=1

r!8 (F (:) ) (2)

It has been shown empirically that trainingDNNswith the K-FAC
second-order method enables convergence with fewer iterations
than with SGD alone. Theoretical understandings of the conver-
gence rates of natural gradient methods, such as K-FAC, are an
area of active research. Previous work has shown that K-FAC [57]
has linear convergence to the global minimum given a su�ciently
over-parameterized model. In strongly-convex problems, natural
gradient methods have a quadratic convergence rate compared to
the linear convergence of SGD [10]. The strongly-convex case pro-
vides some understanding of how K-FAC can improve convergence
in non-convex cases. Further, it has been shown that natural gra-
dient methods enable larger learning rates improving the rate of
convergence [57]. K-FAC makes greater per-iteration progress in
minimizing the objective function at the cost of more computation-
ally expensive iterations.

2.1 K-FAC Approximation
K-FAC is based on the Kronecker product, a block matrix factor-
ization that can reduce a large matrix inverse into two smaller
matrix inverses. K-FAC exploits the properties of the Kronecker
product and the geometry of the FIM for DNNs to greatly reduce
the complexity of computing the approximate FIM inverse.

2.1.1 Kronecker Product. The Kronecker product is written as�⌦⌫
where � has size< ⇥ = and ⌫ has size ? ⇥ @. The resulting matrix
has shape<? ⇥ =@.

� ⌦ ⌫ =

2666664

011⌫ . . . 01=⌫
...

. . .
...

0<1⌫ . . . 0<=⌫

3777775
(3)
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Figure 2: The K-FAC approximation of the Fisher informa-
tion matrix. ⌦ is the Kronecker product [44].

The Kronecker product has two convenient properties:

(� ⌦ ⌫)�1 = ��1 ⌦ ⌫�1 (4)

(� ⌦ ⌫)Æ2 = ⌫>Æ2�. (5)

2.1.2 K-FAC Approximation. The FIM for a deep neural network is
a block matrix where each block maps to layers in the model. The
block corresponding to the 8 and 9 th layers is approximated as

�8, 9 ⇡ 08�10>9�1 ⌦ 686
>
9 . (6)

Here, 08�1 and 68 are the activation of the 8 � 1th layer and the
gradients of the 8th layer in the model, respectively [36, 44].1

A fundamental assumption of K-FAC is the independence be-
tween layers [36, 44].2 Using this assumption, K-FAC approximates
the FIM as a diagonal block matrix �̂ .

�̂ = diag(�̂1, ..., �̂8 , ..., �̂!) (7)

As shown in Figure 2, the inverse of � is a diagonal block matrix
composed of the inverses of each diagonal block �̂8 :

�̂�1 = diag(�̂�11 , ..., �̂�18 , ..., �̂�1! ) (8)

where
�̂8 = 08�10>8�1 ⌦ 686

>
8 = �8�1 ⌦ ⌧8 . (9)

We refer to �8�1 and ⌧8 as the Kronecker factors. In practice,
�8�1 and ⌧8 are estimated with a running average of the factors
computed over training batches [36, 44].

Due to the layer-wise independence of K-FAC, the gradient pre-
conditioning and weight update for a single layer 8 at iteration :
can be written as:

F (:+1)
8 = F (:)

8 � U (:) �̂�18 r!8 (F (:)
8 ) . (10)

We can apply properties 4 and 5 to reduce the gradient precon-
ditioning, �̂�18 r!8 (F (:)

8 ), to an e�cient form where the smaller
Kronecker factors, rather than the large FIM, are inverted.

�̂�18 r!8 (F (:)
8 ) = ⌧�1

8 r!8 (F (:)
8 )��1

8�1 (11)

Tikhonov regularization is used to avoid ill-conditioned matrix
inverses with K-FAC by adding a damping parameter W to the diag-
onal of �̂8 [20, 42]. In most implementations, instead of computing
�̂�1, we compute (�̂8 + W� )�1 as:

(�̂8 + W� )�1 = (�8�1 + W� )�1 ⌦ (⌧8 + W� )�1 . (12)

1Formally, � represents an expected value, and the expectation of a Kronecker product
is not equivalent to the Kronecker product of the expected factors. However, this
approximation still reasonably represents the structure of the FIM [36].
2This assumption is su�cient to produce an e�ective approximation for � and neces-
sary to produce a tractable algorithm.

Thus, the �nal update step for the parameters of layer 8 at itera-
tion : is:

F (:+1)
8 =F (:)

8 � U (:) (�̂8 + W� )�1r!8 (F (:)
8 ) (13)

=F (:)
8 � U (:) (⌧8 + W� )�1r!8 (F (:)

8 ) (�8�1 + W� )�1 . (14)

2.1.3 Alternative Approximation. It has been shown that an empir-
ically more stable3 approximation for (�̂ + W� )�1r!8 (F (:)

8 ) can be
computed using an eigen decomposition of the Kronecker factors,�
and⌧ , from Equation 9 [20, 44]. Given&� and&⌧ , the eigenvectors
of the factors, and h� and h⌧ , the eigenvalues of the factors, the
preconditioned gradient can be computed as follows.

+1 = &>
⌧r!8 (F

(:)
8 )&� (15)

+2 = +1/(h⌧h>� + W) (16)

(�̂8 + W� )�1r!8 (F (:)
8 ) = &⌧+2&

>
� (17)

The composition of the factors� and⌧ in Equation 9 guarantees the
factors are symmetric and therefore the factor eigen decompostions
have real eigenvalues and orthogonal eigenvectors. In this work, we
use the eigen decomposition method for gradient preconditioning.

2.1.4 Infrequent K-FAC Updates. A common strategy in second-
order optimization methods is to update the second-order infor-
mation every few iterations [36, 42, 44]. Intuitively, second-order
information does not change as rapidly from one iteration to the
next like �rst-order information. The K-FAC update interval param-
eter controls the number of iterations between second-order up-
dates, i.e., iterations between eigen decomposition recomputations.
Larger K-FAC update intervals result in more stale information, so
tuning this parameter is key to achieving fast training with K-FAC.
Practically, K-FAC can maintain convergence with K-FAC update
intervals of 100–2000 iterations [44].

2.2 Distributed Implementation
Existing distributed K-FAC implementations are hybrid-parallel,
with �rst-order information (e.g., gradients) computed in data-
parallel and second-order information (e.g., K-FAC approximation)
in model-parallel. Figure 3 outlines the model-parallel K-FAC com-
putation performed between standard data-parallel training steps.

We refer to the two existing distributed K-FAC implementation
strategies as MEM-OPT (memory optimized K-FAC) and COMM-
OPT (communication optimized K-FAC). Both work by replicating
the DNN across all processes and assigning a random local batch
of training data to each process at each iteration. The data-parallel
forward pass, backward pass, and SGD weight update stages out-
lined in Figure 3 are the same in both methods. The key di�erences
between the two approaches are the model-parallel computation
implementations in the gradient preconditioning stage.

2.2.1 MEM-OPT. MEM-OPT [42] assigns each layer in the DNN to
a di�erent process during the preconditioning stage. Each process
computes the eigen decompositions of �8�1 and ⌧8 needed for
preconditioning the gradients using Equations 15–17. Each process
then broadcasts the preconditioned gradients to all processes such
that subsequent SGD weight updates can be done in data-parallel.
3In this context, stable means produces more consistent validation results across batch
sizes and hyperparameter settings.
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Figure 3: Hybrid-parallel distributed K-FAC implementation overview. Blue boxes are standard computations in data-parallel
training. Red boxes are computations required by K-FAC. Workers maintain identical copies of the model. The output of each
layer I is computed during the forward pass for the local batch G . Then, the loss between the true output~ and predicted output
I! is calculated and used to compute gradients in the backward pass. The gradients are then allreduced across workers. During
the forward/backward pass, K-FAC caches intermediate data for computing factors. In the K-FAC stage, workers compute
factors � and ⌧ in data-parallel and allreduce the results. The eigen decompositions and preconditioned gradients G are
computed in the K-FAC approximation stage. The existing K-FACmethods, MEM-OPT andCOMM-OPT, implement themodel-
parallel stage di�erently as shownat the bottomof the�gure. After theK-FAC stage, all workers haveG and canupdateweights
locally using G and a standard optimizer (e.g., SGD or ADAM).

MEM-OPT has a low memory footprint because no eigen de-
compositions are duplicated: each layer’s eigen decompositions
are stored on only one process. MEM-OPT has communication
in three places: a) gradient allreduce, b) factor allreduce, and c)
preconditioned gradient broadcast, all shown in Figure 3. In non-
K-FAC update steps (e.g., steps where the eigen decompositions
are not updated), MEM-OPT avoids the factor allreduce because
eigen decompositions from a previous step are reused; however,
the preconditioned gradient broadcast is still required because the
gradient being preconditioned changes every iteration.

2.2.2 COMM-OPT. COMM-OPT [44] decouples the eigen decom-
position from gradient preconditioning. Instead of assigning each
layer to a process, individual factors are assigned to a process to be
eigen decomposed in parallel. The eigen decompositions are broad-
cast back to all processes such that every process holds a copy of all
eigen decompositions. Each process computes all preconditioned
gradients locally prior to weight updates.

COMM-OPT has a larger memory-footprint because every pro-
cess must maintain a copy of the eigen decompositions. COMM-
OPT has communication in three places: a) gradient allreduce, b)
factor allreduce, and c) eigen decomposition broadcast, also shown
in Figure 3. Decoupling the eigen decompositions from the gradient

preconditioning achieves two goals: 1)�8�1 and⌧8 can be computed
in di�erent processes, doubling the maximum worker utilization,
and 2) in non-K-FAC update steps, the communication in (b) and (c)
can be avoided because every worker can locally precondition gra-
dients with the cached eigen decompositions. Thus, in non-K-FAC
update intervals, COMM-OPT has no additional communication
overhead compared to SGD. COMM-OPT has been shown to be
4–16% faster than MEM-OPT for ResNet-50 training on 16–256
V100 GPUs [44].

These two implementations convey the fundamental tradeo� be-
tween caching the decompositions locally to avoid communication
and communicating the preconditioned gradients every iteration
to avoid additional memory overheads. This tradeo� impacts the
communication, computation, and memory overhead of K-FAC and
motivates our research in this paper.

3 DESIGN
We introduce features of KAISA’s design that enable its tunable
memory footprint and explain how KAISA performs load balancing
and half precision training to improve scalability.
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Figure 4: A comparison of three grad_worker_frac values on eight processes. Process 1, shaded in red, computes the eigen
decompositions for this layer and communicates the result to all gradient workers, the processes inside the dashed red box.
Gradient workers compute and broadcast the preconditioned gradient to a subset of the remaining processes, denoted by
the light blue box. In MEM-OPT, there is one gradient worker that broadcast the preconditioned gradient to all processes.
In HYBRID-OPT, there are four gradient workers that send the preconditioned gradient to one of the four remaining pro-
cesses (e.g., process 0 sends the preconditioned gradient to process 4). In COMM-OPT, the preconditioned gradient need not
be communicated because all processes are gradient workers.

3.1 Tunable Memory Footprint
KAISA introduces HYBRID-OPT, a con�gurable distributed K-FAC
strategy that can exploit tradeo�s between memory usage and
communication overhead.

In this strategy, each layer has a subset of the processes assigned
to be gradient preconditioners, referred to as the gradient workers.
grad_worker_frac de�nes the size of this subset, i.e., the gradient
worker count is max(1, grad_worker_frac ⇥ world_size). One of the
gradient workers is also responsible for computing the eigen decom-
positions for the layer and broadcasting the results to the remaining
gradient workers. At the end of the eigen decomposition stage, each
gradient worker has a copy of the eigen decompositions and can
precondition the gradient.

Gradient receivers are the processes not assigned as gradient
workers for the layer. Each gradient worker is responsible for broad-
casting the preconditioned gradient to a subset of the gradient re-
ceivers. With multiple gradient workers, the broadcast groups are
smaller and simultaneous broadcasts are possible, reducing overall
communication time. For example, given two gradient workers
and two gradient receivers, each gradient worker sends the pre-
conditioned gradients to just one receiver; both gradient workers
perform this communication at the same time.

After the gradient broadcast, all processes have a copy of the
preconditioned gradient with which local weights can be updated.

Observe that KAISA uni�es existing distributed K-FAC strategies
because COMM-OPT and MEM-OPT are special cases of HYBRID-
OPT. COMM-OPT is the case where grad_worker_frac = 1 (all pro-
cesses precondition the layer’s gradient), and MEM-OPT is the
case where grad_worker_frac = 1/world_size (a single process pre-
conditions a layer’s gradient and broadcasts the result). Figure 4
compares MEM-OPT, COMM-OPT, and HYBRID-OPT in an eight
process environment.

As grad_worker_frac increases, more processes cache the eigen
decompositions and the memory footprint increases. Visually, the
number of processes that cache the eigen decompositions is repre-
sented by the processes in the dashed red box in Figure 4.

Continuing with Figure 4, HYBRID-OPT has a lower precondi-
tioned gradient broadcast cost than MEM-OPT because the broad-
cast groups are smaller and broadcasts are overlapped. HYBRID-
OPT requires four separate broadcasts to groups of size two in
comparison to MEM-OPT which requires one large broadcast to
a group of eight. Since these broadcasts involve non-overlapping
processes, we can execute all four broadcast calls simultaneously
in the HYBRID-OPT case. Given the complexity of broadcasting
using the minimum spanning tree algorithm is $ (log ?), where ?
is the number of processes in the broadcast group, the complexity
is reduced from $ (log 8) in MEM-OPT to $ (log 2) in HYBRID-
OPT. Note in steps where the eigen decompositions are updated,
HYBRID-OPT incurs an additional eigen decomposition broadcast
with $ (log 4) complexity; however, as mentioned in §2.1.4, eigen
decompositions are updated infrequently so the average complexity
for HYBRID-OPT is still less than that of MEM-OPT.

The problem addressed by KAISA’s HYBRID-OPT strategy is
akin to that of 2.5D matrix multiplication [48]. Both algorithms can
utilize extra processor memory to reduce communication costs by
controlling the replication factor of data. In 2.5D matrix multiplica-
tion, a parameter 2 determines the number of data copies, and in
KAISA, the grad_worker_frac determines the number of workers
that store the eigen decompositions.

3.2 Greedy Factor Distribution
The eigen decompositions required for K-FAC are expensive to com-
pute. Distributed K-FAC optimizes this stage by computing eigen
decompositions in a model-parallel fashion. To most e�ciently use
available resources, the eigen decomposition computations should
be distributed in a manner that minimizes the makespan ) , the
time it takes for all processes to complete their assigned computa-
tions. We use the longest processing time greedy algorithm which
produces an assignment with makespan )  3

2)
⇤ where ) ⇤ is the

optimal makespan [28]. The longest processing time algorithm sorts
jobs by decreasing length and then iteratively assigns each job to
the worker with the lowest current work load.

For each factor to be eigen decomposed, the processing time is
approximated as$ (# 3) where each factor is an # ⇥ # matrix [16].
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1 model = DistributedDataParallel(model)
2 optimizer = optim.SGD(model.parameters (), ...)
3 preconditioner = KFAC(model , grad_worker_frac =0.5)
4

5 for data , target in train_loader:
6 optimizer.zero_grad ()
7 output = model(data)
8 loss = criterion(output , target)
9 loss.backward ()
10

11 preconditioner.step()
12 optimizer.step()

Listing 1: Example K-FAC usage.

Alternatively, memory usage can be optimized for by using $ (# 2)
as the approximation since # 2 is the size of the factor. KAISA uses
the longest processing time strategy at the start of training to assign
each factor to a process.

3.3 Half Precision Storage and Computation
Mixed precision training is a common strategy to reduce training
times and memory usage on supported hardware [37]. Popular
frameworks for automatic mixed precision (AMP) training, such as
NVIDIA AMP and PyTorch AMP, cast forward and backward pass
operations to half precision where possible. Gradient calculations in
the backward pass can often produce very small values that would
be clipped when cast to half precision, so these frameworks scale
gradients to a larger value during the backward pass and unscale
the gradients appropriately before the optimization step.

KAISA adapts to the precision being used for training. When
training with AMP, factors are stored in half precision, reducing
memory costs. K-FAC computations are performed in half precision
where possible. Eigen decompositions are generally unstable in half
precision so factors are cast to single precision before decompo-
sition. KAISA can store eigen decompositions in half precision to
further reduce memory consumption if needed.

Half precision training has become a staple in achieving state-of-
the-art results in deep learning, and KAISA can particularly bene�t
from half precision training due to the K-FAC computation and
communication overhead.

3.4 K-FAC Usage
We design KAISA to implement K-FAC as a preconditioner to

standard optimizers with support for Conv2d and Linear layers.
KAISA has an easy-to-use interface and can be incorporated into
existing training scripts in two lines: one to initialize and one to
call KFAC.step() prior to optimizer.step() (see Listing 1). KAISA auto-
matically registers the model and determines the distributed com-
munication backend (e.g., Torch, Horovod, single-process).

A call to KFAC.step(): 1) computes the factors using the for-
ward/backward pass data, 2) computes the eigen decompositions in
parallel and broadcasts the results, 3) computes the preconditioned
gradients and broadcasts the results if necessary, and 4) scales the
preconditioned gradients.

4 IMPLEMENTATION
We implement KAISA using PyTorch [43], with communication,
interface, large-batch training, and gradient preconditioning imple-
mented to collectively enable e�cient second-order optimization.

4.1 AMP and Distributed Training
We use PyTorch AMP for mixed precision training. With PyTorch
AMP, the GradScaler object responsible for scaling and unscaling
the gradient in the backward pass can be passed to KAISA. KAISA
uses the GradScaler to correctly unscale the ⌧ factors, since the
scale factor can change from iteration to iteration, causing prob-
lems when computing the running average of ⌧ over the course
of training. All communication operations are performed in the
precision of the data to reduce bandwidth requirements.

KAISA supports torch.distributed and Horovod [47] for dis-
tributed training. In this work, we use torch.distributed for all
experiments because the DistributedDataParallel model wrap-
per overlaps gradient communication with backpropogation, works
seamlessly with PyTorch AMP, and provides a broadcast group ab-
straction needed for HYBRID-OPT.

4.2 Factor Accumulation
Processor memory (e.g., GPU VRAM) limits the maximum per-
processor batch size during training. A common strategy to achieve
larger e�ective batch sizes is gradient accumulation, a method
where gradient values for multiple forward and backward passes are
accumulated between optimization steps. For example, if processor
memory limits the batch size to 8, an e�ective batch size of 32 can
be achieved by accumulating gradients over four forward/backward
passes prior to the optimization step. This strategy is common in
applications such as BERT, where e�ective batch sizes are often
> 215, but modern GPUs are limited to local batch sizes < 27.

The forward/backward pass data needed by KAISA to compute
the factors is accumulated over each mini-batch between calls
to KFAC.step(). As the number of gradient accumulation steps in-
creases, the memory needed to accumulate the forward/backward
pass data grows linearly. KAISA can e�ciently support gradient
accumulation by computing the factors for the current mini-batch
during the forward/backward pass instead of during KFAC.step().
The factor communication is still performed during KFAC.step().

4.3 Triangular Factor Communication
Previous K-FAC work has exploited the symmetric nature of the
Kronecker factors to reduce communication volume by sending
only the upper triangle for each factor [49, 50]. Our implementation
supports extracting the upper triangle for the factor allreduce and
reconstructing the full factor before the eigen decomposition stage.
For the models studied in this work, this optimization did not yield
performance improvements for two reasons. First, network latency
impacted overall communication time more than bandwidth; sec-
ond, this optimization has an additional overhead for extracting
the upper triangle and reconstructing the factor. For models with
larger individual layers—and therefore factors—this optimization
could yield greater bene�ts.
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4.4 Gradient Preconditioning
The largest overhead of K-FAC in non-K-FAC update steps is com-
puting the preconditioned gradients. This process, described by
Equations 15–17, involves a series of matrix additions, divisions,
andmultiplications. Observe that the gradientr!8 (F (:)

8 ) is the only
variable that changes between non-K-FAC update iterations. In par-
ticular, the computation involving the outer product of the eigenval-
ues, 1/(h⌧h>� + W), in Equation 16 does not need to be recomputed
every iteration—only after the eigen decompositions are updated.
We also observe that when grad_worker_frac > 1/F>A;3_B8I4 , mul-
tiple processes perform this computation redundantly.

To reduce the total number of operations during the precondi-
tioning stage, we move the computation of the outer product into
the eigen decomposition stage. The process assigned to eigen de-
compose ⌧ computes 1/(h⌧h>� + W) and broadcasts the result to all
gradient workers instead of broadcasting h� and h⌧ . This ensures
that 1/(h⌧h>� + W) is computed once (on a single worker) and then
reused many times by other workers. In practice, this reduced the
time to precondition the gradients for a single layer by up to 53%.

5 EXPERIMENTS
We report on experiments that address four issues: 1) convergence
to baseline evaluation metrics; 2) time to convergence with and
without KAISA to validate the design and implementation; 3) ex-
ploration of the memory and communication tradeo� using KAISA
to develop a quantitative understanding of the grad_worker_frac
con�guration; and 4) evaluation of KAISA’s scaling performance.

5.1 Hardware and Software Stack
We performed experiments on two computers:

• The GPU subsystem of the Frontera supercomputer at the
Texas Advanced Computing Center, which has 112 nodes,
each powered by IBM Power9 processors, with four 16 GB
NVIDIAV100 GPUs (448 GPUs in total). Nodes are connected
by an In�niBand EDR network. We use PyTorch 1.6, CUDA
10.2, CUDNN 7.6.5, and NCCL 2.5.6, and MVAPICH2-GDR
2.3.4 to launch processes on multiple nodes for distributed
training.

• The GPU subsystem of the Theta supercomputer at Argonne
National Laboratory. This system has 24 NVIDIA DGXA100
nodes with eight 40GB A100 GPUs each (192 A100 GPUs in
total). On DGXA100 nodes, we use PyTorch 1.7, CUDA 11.0,
CUDNN 8.0.4, and NCCL 2.7.8.

We distinguish between these two systems in the following text
by specifying either V100 or A100 GPUs.

5.2 Applications
We evaluate KAISA for classi�cation, segmentation, and language
modeling applications.

Classi�cation: We use ResNet-50 [22] with the ImageNet-1k
dataset [29], which has 1000 categories with approximately 1.3M
training images and 50K validation images. We use K-FAC to pre-
condition all convolutional and linear layers in ResNet-50 and SGD
for the weight updates.

Table 1: Baseline performance and hardware summary for
ResNet-50, Mask R-CNN, U-Net, and BERT-Large. “val acc”
is validation accuracy. “mAP” is mean average precision.
“DSC” is Dice similarity coe�cient.

App Ref Baseline GPU # GPUs

ResNet-50 [4] 75.9% val acc V100 64
A100 8

Mask R-CNN [4] 0.377 bbox mAP, V100 32
0.342 segm mAP 64

U-Net [2] 91.0% val DSC A100 4

BERT-Large [5] 90.8% SQuAD A100 8v1.1 F1 score

Segmentation: We explore two segmentation tasks. First, we
use the NVIDIA reference PyTorch implementation of Mask R-
CNN [5, 21] with the Common Objects in Context (COCO) 2014
dataset [32]. We use K-FAC to precondition the convolutional and
linear layers in the region of interest (ROI) heads of Mask R-CNN
and SGD for the weight updates.

Second, we use a U-Net [46] architecture for segmenting brain
tumor sub-regions. We extend a Kaggle competition implemen-
tation [2] to enable multi-GPU training. The test case was run
on the LGG Segmentation Dataset [3], which contains Magnetic
Resonance (MR) images of the brain from 110 patients across �ve
hospitals. Images from a random subset of 100 patients are used
as the training dataset and the remaining 10 patients are used for
validation. We apply K-FAC to all convolutional layers in the model.

Language Modeling:We train the BERT-Large Uncased model
using a modi�ed version of the NVIDIA reference PyTorch imple-
mentation for BERT [5, 17] with the English Wikipedia [52] and
Toronto BookCorpus datasets [59]. Each transformer in BERT is
implemented using a series of Linear layers, and we apply K-FAC to
all linear layers. We do not use K-FAC to precondition the embed-
ding layer and prediction head because both of these layers have a
Kronecker factor with shape E>201_B8I4 ⇥E>201_B8I4 , and since the
vocab size for BERT-Large is 30K, these factors cannot be e�ciently
eigen decomposed. Fused LAMB is used as the optimizer [56]. The
strategy outlined in §4.2 is used to reduce memory consumption
since gradient accumulation is used for training.

5.3 Convergence with Fixed Batch Size
We compare KAISA performance (converged accuracy, epochs to
convergence, and time to convergence) on ResNet-50, Mask R-CNN,
U-Net, and BERT-Large against the baseline implementations listed
in Table 1. For ResNet-50 and Mask R-CNN, we use MLPerf bench-
mark target results [4]. For U-Net, we use the baseline validation
Dice similarity coe�cient (DSC) from the model’s GitHub reposi-
tory [2]. For the BERT-Large baseline, researchers have reported
F1 scores of 91.08% [5], 91.0% [1], and 90.4% [56] for �ne-tuning on
the SQuAD v1.1 dataset. We use the best reported F1 score (i.e., the
NVIDIA implementation [5]) with the LAMB optimizer. Due to the
partial unavailability of the Toronto BookCorpus training dataset,
our measurement only converges to 90.8%. (The Toronto BookCor-
pus dataset is no longer available online as a holistic package; we
could recover only 14,155 of the 16,846 books.)
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(a) ResNet-50. The time-to-convergence is 268.1 mins
for K-FAC and 354.0 mins for momentum SGD.

(b) Mask R-CNN. The time-to-convergence is 115.8
mins for K-FAC and 136.1 for SGD.

(c) U-Net. The time-to-convergence is 10.9 mins for
K-FAC and 14.6 for ADAM.

Figure 5: Validation Metric Curve Comparison between KAISA and SGD/ADAM on ResNet-50, Mask R-CNN, and U-Net. The
dotted lines represent the target metric.

Table 2: Summary of hyperparameters used for each appli-
cation. BS = global batch size, LR = learning rate, WU =
warm up iterations, K_freq = number of iterations between
eigen decomposition re-computations, F_freq = iterations
between factor updates. grad_worker_frac = 1 and damping
= 0.003 for all cases.

App BS LR WU K_freq F_freq
ResNet-50 2,048 0.8 3,130 500 50

Mask R-CNN 64 8e-2 800 500 50
U-Net 64 4e-4 500 200 20

BERT-Large 65,536 5e-5 103 100 10

In all comparisons, we use the same global batch size for KAISA
and the original optimizers to isolate the improvement from second-
order information. Table 2 summarizes the hyperparameters for
each application. For ResNet and K-FAC speci�c hyperparameters,
we use values from [44] to provide direct performance comparisons
to previous K-FACworks. For Mask R-CNN and BERT-Large, we use
the NVIDIA reference hyperparameters [5]. Further performance
improvements could be gained through more extensive hyperpa-
rameter tuning; however, this was not necessary to achieve results
better than the original optimizers.

ResNet-50:We train ResNet-50 for 55 and 90 epochs for KAISA
and momentum SGD, respectively, using FP16 precision on eight
NVIDIA A100 GPUs. Figure 5(a) shows the validation accuracy
curve using the two optimization methods. KAISA converges to
the baseline validation accuracy at epoch 46 and momentum SGD
at epoch 65. The time-to-convergence is 268.1 minutes for KAISA:
24.3% less than the 354.0 minutes for momentum SGD.

Mask R-CNN: Our baseline measurement of Mask R-CNN on
32 NVIDIA V100 GPUs takes 25,640 iterations to converge to 0.377
bbox mAP and 0.342 segm mAP in FP32. With K-FAC enabled for
the ROI heads, training converges to 0.379 bbox mAP and 0.350
segmmAP in 21,000 iterations. The bbox mAP comparision for SGD
and KAISA is shown in Figure 5(b). KAISA reduces the training
time from 136.1 minutes to 115.8 minutes, a 14.9% improvement.
With a batch size of 128 on 64 V100 GPUs, KAISA converges in
12,000 iterations compared to 15,000 with SGD and reduces training
time by 18.1%.

U-Net: The reference U-Net implementation [2] with ADAM
converges to 91.0% validation DSC within 50 epochs with four
NVIDIA A100 GPUs using FP32 training. Using KAISA, the training

Table 3: BERT performance comparison: KAISA vs. LAMB
KAISA, with iterations:

Metric LAMB 1200 1000 800
F1 90.8 91.0 91.0 90.8

Stdev 0.13 0.15 0.17 0.24
Iterations 1,536 1,200 1,000 800
Time (hrs) 47.7 41.5 34.4 30.4

converges above 91.0% in 30 epochs as seen in Figure 5(c). KAISA
reduces the training time by 25.4% (10.9 minutes vs. 14.6 minutes).

BERT: BERT pretraining has two phases. The �rst trains with
maximum sequence length of 128 for 7038 iterations and the second
trains with maximum sequence length of 512 for 1,563 iterations.
We �ne-tune the pretrained BERT model for three epochs using
the SQuAD dataset. All phases and �ne-tuning are done in FP16.
Tuning the hyperparameters of BERT is expensive as each run
can take over 130 hours with 8 A100 GPUs, so we showcase the
e�ectiveness of KAISA with the second phase of BERT pretraining.
For phase two pretraining, we start with the same model pretrained
with LAMB during phase one. We train with KAISA for {800, 1,000,
1,200} iterations then �ne-tune SQuAD. Table 3 summarizes the
validation SQuAD F1 scores after �ne-tuning and the pretraining
performance improvements.

KAISA converges to the 90.8 F1 baseline in 800 iterations, 47.9%
less iterations than required for LAMB, and KAISA takes 36.3% less
time than LAMB to converge.

5.4 Convergence with Fixed Memory Budget
To understand how a grad_worker_frac can enable second-order
optimization in memory-constrained environments, we compare
KAISA’s performance against baselines with �xed memory budgets.
In particular, we train ResNet-50 on 64 V100 GPUs and BERT-Large
phase two on eight A100 GPUs. For each experiment, we use the
maximum possible local batch size and measure the convergence,
epochs to convergence, and time to convergence. Table 4 summa-
rizes the hyperparameters and time to convergence.

ResNet-50: With momentum SGD, the maximum local batch
size is 128 per GPU and the global batch size is 8,192. We train
ResNet-50 for 90 epochs using momentum SGD which achieves
75.0% validation accuracy—0.9% lower than the MLPerf baseline.
Next, we use KAISA with grad_worker_frac = 1 and a local batch
size of 80; however, the training runs out of memory. Lowering
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Table 4: Time to convergence and hyperparameters for each
optimizer. BS = global batch size, LR = learning rate, g_frac =
gradient worker fraction, K_f = iterations between eigen de-
composition re-computations, F_f = iterations between fac-
tor updates, T_conv is time to convergence in minutes.

App Opt BS LR g_frac K_f F_f T_conv

ResNet-50
SGD 8K 3.2 — — — N/A
KAISA 5K 2.0 1/64 200 20 96
KAISA 5K 2.0 1/2 200 20 83

BERT-Large
LAMB 24K 3e-3 — — — 2,917.6
KAISA 32K 4e-3 1/2 100 10 1,702.5
KAISA 32K 4e-3 1 100 10 1,703.5

grad_worker_frac to 1/2, training takes 83 minutes to converge to
75.9% in the 48th epoch. The complete 55 epoch training takes
95 minutes and the validation accuracy reaches 76.0%. So, even if
momentum SGD converges to 75.9% by the 90th epoch, KAISA still
reduces the time to convergence by 32.5%. Finally, we run the same
training process with MEM_OPT by setting grad_worker_frac to
1/64. It converges at the 47th epoch and the time to convergence
is 96 minutes. The complete 55 epoch training takes 111 minutes.
This experiment highlights the bene�t of KAISA in cases where
compute resource can not be e�ciently utilized with the original
optimizers. With a grad_worker_frac value of 1/2, KAISA o�ers
bene�ts over COMM_OPT and MEM_OPT by enabling second-
order optimization under a tight memory budget that is 13.9% faster
than COMM_OPT and not feasible with MEM_OPT.

BERT: With LAMB, the maximum possible local batch size per
GPU is 12 for the second phase of this BERT implementation [5],
and the global batch size is 24,576. For KAISA, we use a local
batch size of 8 and global batch size of 32,768. This experiment
uses the same hyperparameters as in §5.3, so all cases with LAMB
and BERT should converge to the baseline, thus we only project
the training time with the �rst 100 steps. As the global batch size
with LAMB is 24,576, 2,084 training steps are required to �nish
three epochs, and the training time is 2,917.6 minutes. KAISA, with
grad_worker_frac = 1/2, takes 3,268.8 minutes to �nish the three
epochs. However, KAISA converges to baseline after 800 steps, as
shown in Table 3, so the time to converge is 1,702.5 minutes—41.6%
faster than LAMB. Setting grad_worker_frac = 1 takes 1,703.5 min-
utes to converge for KAISA. The performance is comparable to
the case with grad_worker_frac = 1/2. We conduct a detailed study
on this convergences phenomena for di�erent grad_worker_frac
values in §5.5.

5.5 Memory vs. Communication
To understand the impact of grad_worker_frac on training times, we
train ResNet-{18, 50, 101, 152}, Mask R-CNN, and BERT-Large on 64
V100 GPUs for grad_worker_frac 2 {1/64, 1/32, 1/16, 1/8, 1/4, 1/2, 1}.
For each experiment, we record the average iteration time, i.e., time
between weight updates, and the GPU memory usage. We refer to
the K-FAC overhead as the memory required to store the factors
and eigen decompositions, and the K-FAC overhead is computed as
the di�erence between the K-FAC and SGD memory usage. For all
ResNet models, we use the same hyperparameters used for ResNet-
50 (Section 5.3) except for ResNet-152 where the local batch size

Table 5: Summary of per-GPU memory usage for training,
in MB. Abs. is the absolute memory required for training.
� is the %-increase in memory required over SGD. The K-
FAC overhead is the K-FAC abs. memoryminus the SGD abs.
memory.

SGD K-FAC Min K-FAC Max
Model Precision Abs. Abs. � Abs. �

ResNet-18 FP32 2454 2838 16.7% 3260 32.8%
ResNet-50 FP32 4762 5396 13.3% 6608 38.8%
ResNet-101 FP32 6313 7463 18.2% 8755 38.7%
ResNet-152 FP32 6620 8204 23.9% 9092 37.3%
Mask R-CNN FP32 6553 6650 1.5% 6743 2.9%
BERT-Large FP16 8254 9555 15.8% 12038 45.8%

was lowered to 24. The results are presented in Figure 6, and a
summary of the memory usage is provided in Table 5.

The K-FAC memory overhead increases linearly as a function of
grad_worker_frac for all models. KAISA requires 1.5–45.8% more
memory than SGD depending on the application and value of
grad_worker_frac (Table 5). The maximum K-FAC overhead (i.e.,
when grad_worker_frac = 1) is 1.5–2.9⇥ that of the minimum K-FAC
overhead (i.e., when grad_worker_frac = 1/64).

With respect to iteration times, the ResNetmodels scale well with
the number of gradient workers with ResNet-50 scaling the best.
For ResNet-50, the speedup from a gradient worker count of 1 to 64
is 24.4% for FP32 with a 22% increase in total memory usage. The
average iteration times for Mask R-CNN and BERT-Large remain
constant as the number of gradient workers is increased.

For comparison, the same ResNet-50 experiment with 64 V100s
in [44] only shows a 7.6% speedup when increasing the gradient
worker count from 1 to 64. This improvement in KAISA over previ-
ous work is due to the unique contributions presented in §3.2, §3.3,
§4.1, and §4.4. These promising results for ResNet-50, a de facto
standard benchmark for deep learning systems, are important as
the performance characteristics of ResNet-50 represent a large set
of commonly used models (e.g. VGG16, U-Nets, etc.).

We can understand why ResNet model performance varies across
grad_worker_frac values while the Mask R-CNN and BERT-Large
performance remains constant by considering the bandwidth re-
quirements of these applications. The bandwidth required by KAISA
is a function of the size of the factors, eigen decompositions, and
frequency of K-FAC updates.

With 64 V100s, ResNet-50 calls KFAC.step() frequently (4–6 call-
s/second) and incurs a K-FAC memory overhead between 634 MB
and 1.8 GB. In comparison, Mask R-CNN calls KFAC.step() with a
lower frequency (3 calls/second) and has a much smaller K-FAC
overhead (100–200 MB). Thus, the changes in how KAISA commu-
nicates data with respect to grad_worker_frac are less apparent in
Mask R-CNN. BERT-Large has the lowest bandwidth requirements
of all applications even though it has the largest K-FAC overhead.
BERT-Large uses gradient accumulation to achieve very large batch
sizes (32K for phase 2) and as a result only calls KFAC.step() every
⇠120 seconds.

While the iteration times for low-communication models such as
BERT and Mask R-CNN are invariant to the grad_worker_frac value
in KAISA, KAISA still produces faster-than-SGD training times
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(a) ResNet-18 (FP32) (b) ResNet-50 (FP32) (c) ResNet-101 (FP32)

(d) ResNet-152 (FP32) (e) Mask R-CNN (FP32) (f) BERT-Large Phase 2 (FP16)

Figure 6: Average iteration time and K-FAC memory overhead across grad_worker_frac values on 64 V100 GPUs. Dotted lines
are the baseline iteration times without K-FAC.

Figure 7: Average function execution time during calls to
KFAC.step() for ResNet-50 on 64 GPUs.

with small increases in memory-overhead. This is due to KAISA’s
unique features outlined in §3 and §4. Further, practitioners training
these models at larger scales, e.g., 100s or 1000s of GPUs, where
communication becomes a greater bottleneckwill bene�t more from
the �exibility KAISA provides to adapt training to environments
with increasing communication costs.

Tuning the grad_worker_frac hyperparameter, to determine an
optimal balance between iteration time andmemory usage, is simple
as it only requires pro�ling the average iteration time for each
grad_worker_frac value over a few iterations.

We �nd that with respect to training times, grad_worker_frac
has the most impact in applications that spend a larger propor-
tion of time doing communication. To further understand how
grad_worker_frac impacts training times, we analyze the execu-
tion time for each section within KFAC.step() with ResNet-50 on
64 V100s. Figure 7 provides the time spent in each section for all
layers in the model during a call to KFAC.step(). Times are averaged
over 10,000 iterations and across all workers. Eigen decomposi-
tions are updated every 500 iterations. As shown in Figure 7, factor
computation and communication, eigen decomposition, and scaling
and updating the gradients, are invariant to the grad_worker_frac.

The time required to broadcast the eigen decompositions in-
creases substantially as the number of gradient workers is increased.
Referring back to Figure 4, the more gradient workers there are,
the more processes that need to receive the eigen decompositions.
However, the eigen decompositions, in this case, are only recom-
puted every 500 iterations so the eigen decomposition broadcast
has a negligible e�ect on the average iteration time.

On the other hand, the gradient preconditioning and broadcast
occur every iteration regardless of if the factors or eigen decom-
positons are updated and have the greatest in�uence on average
iteration time. We see that the time to precondition the gradients
increases with the gradient worker count because each process is
assigned as a gradient worker for more layers. This discovery high-
lights the importance of the gradient preconditioning optimizations
made in §4.4. The time to broadcast the preconditioned gradients
decreases to 0 as the gradient worker count approaches world_size,
and notably, the time decreases at a faster rate than the increase in
time required in the preconditioning stage. This trend is a result
of each gradient worker needing to send the results to fewer other
processes as the gradient worker count increases.

5.6 Scaling
To examine the scaling characteristic of KAISA, we measure the av-
erage time per epoch for ResNet-50 and average time per iteration
for BERT-Large phase 2. We choose ResNet-50 and BERT-Large be-
cause they represent a high-communication and low-communication
model, respectively (see §5.5). We study three KAISA variants:
COMM-OPT,MEM-OPT, andHYBRID-OPTwith a grad_worker_frac
of 1/2, andwe report the projected end-to-end training time speedup
for the KAISA variants over the base optimizers (SGD and LAMB)
in Figure 8. For ResNet-50, we project the training time to 90 epochs
for SGD and 55 for KAISA. For BERT-Large, we project the phase 2
training time to 1,563 steps for LAMB and 800 for KAISA based on
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(a) ResNet-50

(b) BERT-Large Phase 2

Figure 8: Speedup for the ResNet-50 and BERT-Large appli-
cations on A100 nodes.

the study in §5.3. The hyperparameters in Table 2 are used, and for
ResNet-50, the K-FAC update frequency is scaled inversely with the
global batch size to keep the number of K-FAC updates per training
samples constant. We store and communicate the factors and eigen
decompositions in FP16 for BERT-Large.

In Figure 8(a) and 8(b), MEM-OPT maintains a constant speedup
over SGD and LAMB, respectively, across all scales. In contrast, the
speedup for COMM-OPT improves in both cases as the scale in-
creases indicating the tradeo� of more memory for reduced commu-
nication does have scaling bene�ts. HYBRID-OPT sees performance
improvements on par with COMM-OPT with BERT-Large while
using less GPUmemory. Overall, HYBRID-OPT has the best balance
of scaling and memory usage for large-scale BERT pretraining.

As a whole, KAISA achieves better speedups with BERT-Large
which is likely due to ResNet-50 being more communication bound
than BERT-Large as noted in §5.5. Further scaling experiments on
a machine with more GPUs is needed to understand the character-
istics and limits of KAISA’s speedup over SGD.

6 RELATEDWORK
The emergence of DNNs has motivated revisiting many aspects
of system design. TensorFlow [6], PyTorch [43], and MXNet [14]
are examples of deep learning frameworks that support end-to-end
training. TensorFlow Serving [41], DLHub [13], and Clipper [15]
focus on low-latency inference serving. Ray [38] provides a plat-
form to integrate simulation, training, and serving for reinforce-
ment learning applications. Researchers have also designed new
scheduling approaches in GPU clusters with informed hardware

heterogeneity [40], sharing capability [55], and early user feed-
back [54] to optimize cost and hardware utilization. Our work here
focuses on a lower-level question: given model architecture, com-
munication bandwidth, processor count, and memory size, can the
hybrid-parallel aspect of distributed K-FAC be adaptable and reduce
training time? In the rest of this section, we brie�y review other
works in optimization frameworks.

Optimizer Frameworks:Distributed optimization frameworks
take many forms. In a synchronous optimizer such as Horovod [47],
all variables are updated in every iteration. Asynchronous optimiz-
ers relax variable update consistency, for example by passing values
via parameter servers [31], to achieve higher performance than syn-
chronous methods [33, 45]. The pipeline parallel paradigm, such
as GPipe [25] and PipeDream [39] which hold multiple versions
of a model partition in a processor and exploit asynchronous opti-
mizers, has shown comparable training convergence. BytePS [27]
proposes a uni�ed interface for synchronous and asynchronous
SGD. Generally, asynchronous SGD has a non-linear slowdown
compared to synchronous SGD [7]. KAISA implements K-FAC in
a synchronous manner as a preconditioner such that it can work
with any SGD variant.

Memory Shortage and Remedies: Training DNNs is memory
intensive. A common technique for training large models is to
swap between processor memory and host memory, such as in Swa-
pAdvisor [23] and SuperNeurons [51]. An alternative is to discard
some activation tensors and rematerialize them when needed for
back-propagation. Checkmate [26] formulates this tradeo� as an
optimization problem and provides an optimal rematerialization
schedule. In KAISA, we apply techniques such as precision relaxing
to reduce the memory consumption of K-FAC and controlling the
distribution of eigen decomposition results across processors to
maintain a minimal cost in training time.

K-FAC Convergence: Prior work on distributed K-FAC has re-
ported training convergence primarily on ResNet-like convolutional
neural networks. One study [8] used asynchronous distributed K-
FAC to train ResNet-50 with ImageNet 2⇥ faster than standard SGD,
but only achieved 70% validation accuracy, a 5.9% loss compared to
the 75.9% MLPerf [4] baseline.

Another distributed K-FAC implementation [42] trained ResNet-
50 with ImageNet to 74.9% validation accuracy in just 978 iterations;
however, comparisons to SGD are not provided. Later work iterated
on this implementation to achieve 75.0% validation accuracy on
ImageNet with ResNet-50 on 2048 V100 GPUs in 2 minutes by
carefully optimizing the baseline SGD training and introducing
a 21-bit �oating point (FP21) speci�cation for the factors along
with other optimizations from previous works such as triangular
matrix communication and infrequent K-FAC updates. FP21 was
introduced due to worse convergence when using FP16 for factor
communication; however, with KAISA, we found similar validation
accuracy with ResNet-50 for FP32 and FP16 factor communication.
Di�erences in the numerical stability of the eigen decomposition
in KAISA rather than matrix inversion could be a possible reason
for the discrepancies.

A fourth study [44] trained ResNet-50 to the 75.9% MLPerf base-
line in 18-25% less time than with SGD by replacing the factor
inverse with eigen decomposition and optimizing for reduced com-
munication in non-K-FAC update steps, at the cost of a highmemory
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footprint. KAISA generalizes previous distributed K-FAC strategies
via a tunable memory footprint to balance the memory and com-
munication costs. This design enables e�cient, distributed K-FAC
research across a wider range of hardware. Further, we showcase
KAISA’s e�ectiveness on a variety of domains and models.

AlternativeK-FACMethods: Eigenvalue-corrected Kronecker-
factorization (EK-FAC) [18], a more accurate approximation of
the FIM, can perform cheap, partial updates. Noisy K-FAC [58]
and noisy EK-FAC [9] are functionally similar to standard K-FAC
but introduce adaptive weight noise. K-BFGS and K-BFGS(L) [19]
apply BFGS [12] and L-BFGS [34] in an analogous method to K-
FAC (e.g., block-diagonal, Kronecker-factored). These works have
shown better-than-K-FAC performance in many small scale (e.g.,
single GPU) and small dataset/model (e.g., MNIST or CIFAR-10 with
VGG16) cases. Kronecker-factor based FIM approximation variants
are a growing area of research; however, large-scale studies have
largely been limited to standard K-FAC. KAISA introduces a valu-
able, uni�ed design paradigm that can be applied to these K-FAC
variants to e�ciently deploy and evaluate their e�ectiveness on
large models at scale.

7 CONCLUSION
We have presented KAISA, a K-FAC-enabled, Adaptable, Improved,
and ScAlable second-order optimizer framework. To enable scal-
able DNN training, KAISA adapts memory and communication
usage, and appropriately distributes the complex K-FAC compu-
tations to best suit the model and hardware characteristics. We
design KAISA to be adaptable to hardware with limited memory
(e.g., gaming GPUs) or environments with high communication
costs (e.g., Ethernet or massively parallel). We study the funda-
mental tradeo� between data access on local and remote memory,
and evaluate KAISA’s correctness and impact on training time by
using four real-world applications. With the same global batch size,
our experiments show a 18.1–36.3% training time reduction for
ResNet-50, Mask R-CNN, U-Net, and BERT-Large, while preserv-
ing convergence to the baseline. Under the same memory budget,
ResNet-50 and BERT phase 2 converge to the baseline in 32.5% and
41.6% less time compared to momentum SGD and Fused LAMB. In
high-communication applications, such as ResNet models, we show
that extra processor memory can be used to improve iteration times
by reducing communication. In low-communication applications,
such as Mask R-CNN and BERT-Large, we show the optimal KAISA
usage and e�cient scaling on par with SGD up to 128 GPUs.
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