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Abstract

We prove the existence and uniqueness of solutions to a class of quadratic BSDE
systems which we call triangular quadratic. Our results generalize several existing
results about diagonally quadratic BSDEs in the non-Markovian setting. As part of
our analysis, we obtain new results about linear BSDEs with unbounded coefficients,
which may be of independent interest. Through a non-uniqueness example, we answer
a “crucial open question” raised by Harter and Richou by showing that the stochastic
exponential of an n × n matrix-valued BMO martingale need not satisfy a reverse
Hölder inequality.

1 Introduction

1.1 Backward stochastic differential equations

A backward stochastic differential equation (BSDE) is an expression of the form

Y =

∫︂ T

·
f(·, Y,Z)dt−

∫︂ T

·
ZdB. (1.1)

Here B is a d-dimensional Brownian, f = f(t, ω, y, z) : [0, T ]× Ω → Rn × (Rd)n → Rn is a
random field called the driver with various measurability and continuity constraints, and ξ
is an n-dimensional random vector called the terminal condition which is measurable with
respect to FT , where the filtration F = (Ft)0≤t≤T is the augmented filtration ofB. A solution
consists of two F-adapted processes Y and Z, taking values in Rn and (Rd)n, respectively,
satisfying (1.1). Our decision to view the co-domain of Z as (Rd)n rather than Rn×d, as well

1



as our use of bold in (1.1), is due to notational considerations and will be explained in the
notations and preliminaries section below.

BSDEs are categorized largely based on the assumptions placed on the driver f . Roughly
speaking, the equation (1.1) is called

1. linear if f is linear in y and z,

2. Lipschitz if f is Lipschitz in y and z,

3. quadratic if f is Lipschitz in y and depends quadratically on z, and

4. Markovian if

f(t, ω, y, z) = f̃(t,Xt(ω), y,z), ξ = g(XT ),

for some appropriate functions f̃ , g, and diffusion X.

We also make a distinction between systems of BSDEs or multidimensional BSDEs (n > 1)
and one-dimensional BSDEs (n = 1).

BSDEs were first introduced by Bismut in [Bis73], who studied linear BSDEs in the
context of stochastic control. In [PP90], Pardoux and Peng treated a general class of Lipschitz
BSDEs, proving well-posedness of (1.1) when ξ ∈ L2. In [Kob00], Kobylanski provided an
existence and uniqueness result for quadratic BSDEs in dimension one, under the assumption
that ξ is bounded. Quadratic systems have proved more challenging, and in fact a non-
existence example in [FdR11] shows that a full generalization of Kobylanski’s existence result
to quadratic systems is impossible. In order to obtain existence results for quadratic BSDE
systems, it is therefore necessary to make additional assumptions on the driver f or the
terminal condition ξ. One possibility is to impose smallness, as in [Tev08], where a fixed
point argument is used to prove existence for quadratic systems when ξ is small enough in
L∞.

Another possibility is to make additional structural assumptions on the driver. For
example, in the Markovian setting, [XŽ18] establishes existence under a general structural
constraint. For non-Markovian equations, some existence results have been obtained for
“diagonally quadratic” drivers (see [HT16] and [FHT20]) and for drivers whose nonlinearity
has a “quadratic linear” form 1 (see [Nam19]).

The applications of quadratic BSDEs to stochastic optimal control, stochastic games,
and financial economics (see, e.g. [EKH03], [CHKP14], [ET15]) and [KXŽ17]), as well as
to partial differential equations and even stochastic differential geometry (see [Dar95]) have

1We are following [XŽ18] by using the name quadratic linear to refer to the drivers studied in [Nam19],
but the name is not actually used in [Nam19]
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been well-documented. Indeed, in [Pen99], Peng lists existence for quadratic systems of
BSDEs among the most important open questions in the field. This paper is motivated in
part by the many applications of BSDEs, but also by the need for new probabilistic tools to
study non-Markovian quadratic BSDEs.

1.2 Our results

Triangular Quadratic BSDEs. The main result of the paper, Theorem 3.5, is an ex-
istence and uniqueness result for equations whose drivers are triangular quadratic. This
means, roughly speaking, that the driver f is quadratic and its ith component depends
sub-quadratically on the jth component of z, whenever j > i. In addition to this primary
structural condition, we assume also that f satisfies the (AB) condition from [XŽ18], and
that f has some regularity in the sense of Malliavin calculus. Triangular quadratic drivers are
generalizations of diagonally quadratic drivers, and in that sense our results generalize those
of [HT16] (though a strict comparison of the results is not possible because of the Malliavin
regularity and (AB) assumptions). Our triangular quadratic drivers also generalize those
considered in [Luo20], which have a triangular structure, but of a much more specific form.

To prove Theorem 3.5, we use the approach of [BE13] for one-dimensional quadratic
BSDEs. Namely, we first assume that ξ has bounded Malliavin derivative and f is smooth in y
and z, and we produce a sequence of Lipschitz drivers fk approximating f with corresponding
solutions (Y k,Zk). We differentiate each of the approximate equations to get a linear BSDE,
whose coefficients can be estimated in the space bmo (see the notations and preliminaries
section below). Finally we apply estimates for linear BSDEs with bmo coefficients to conclude
that supk

⃦⃦
Zk

⃦⃦
L∞ <∞, and thus (Y k,Zk) solves the original equation when k is sufficiently

large. The success of this approach in dimension one relies on two key facts:

1. When n = 1, we can always guarantee that supk

(︁⃦⃦
Y k

⃦⃦
S∞ +

⃦⃦
Zk

⃦⃦
bmo

)︁
< ∞, i.e. the

approximation scheme is bounded.

2. There is a good theory for one-dimensional linear BSDEs with bmo coefficients, and
in particular a-priori estimates for such equations are available.

Unfortunately, neither of these statements generalize to higher dimensions. Nevertheless,
the condition (AB) does allow us to conclude that supk

(︁⃦⃦
Y k

⃦⃦
S∞ +

⃦⃦
Zk

⃦⃦
bmo

)︁
<∞, and the

triangular structure, together with the new results for linear BSDEs with bmo coefficients
obtained in Section 2, provides the necessary estimates.

This is not the first paper to use the approach of [BE13] to study quadratic systems.
The same general strategy was adopted by Harter and Richou in [HR19], who use a similar
approximation scheme but assume a-priori that supk

⃦⃦
Zk

⃦⃦
bmo

is small enough, and then rely
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on the well-posedness of linear equations with small bmo coefficients. They proceed to check
the a-priori smallness assumption in various cases, allowing them to recover results about
BDSEs with small terminal condition or diagonally quadratic driver. Thus, while both the
present paper and [HR19] are concerned with applying the strategy of [BE13] to higher
dimensions, [HR19] uses smallness to overcome the difficulties presented by systems, while
the present paper uses additional structural assumptions.

We note that while our focus is specifically on the non-Markovian setting, our results
provide new insights even in the Markovian case, since the L∞ estimates on Z provided
in Theorem 3.5 amount in this case to an estimate on the Lipschitz constant of a Marko-
vian solution. For example, our results show that under appropriate conditions, the locally
Hölderian Markovian solutions produced in [XŽ18] are actually Lipschitz. Interestingly, this
additional regularity is achieved entirely through probabilistic arguments.

To illustrate our main result, we prove in section 4 the existence of a Nash equilibrium in
a simple two player game. The game contains a certain asymmetry between the two players,
which leads to a triangular structure in the corresponding BSDE system. Thus the example
sheds some light on what types of structures lead to triangular quadratic systems. The game
is inspired by a semi-linear game treated in [XŽ18] and elsewhere.

Linear BSDEs with bmo coefficients. In order to execute the strategy outlined above
for triangular quadratic BSDEs, we develop some new results for linear BSDEs with bmo
coefficients, which may be of independent interest. The results of [DT10] and also [HR19]
show that linear BSDEs with bmo coefficients are well-posed when their coefficients are
small (or locally small, in the sense of sliceability). In Section 2, we show how smallness can
be mixed with structural conditions on the coefficient matrix to get stronger results. For
example, Corollary 2.11 shows, roughly speaking, that we need only assume smallness above
the diagonal of the coefficient matrix to get well-posedness. We also provide a non-uniquess
example (Example 2.3) which demonstrates the necessity of either smallness or structural
assumptions on the coefficients.

No reverse Hölder in higher dimensions. IfM is a BMO martingale, then its stochas-
tic exponential S = E(M) is a uniformly integrable martingale which sastisfies the reverse
Hölder inequality (Rp) for some p > 1, i.e. the estimate

Eτ [|ST |p] ≤C |Sτ |p

holds for each stopping time τ with 0 ≤ τ ≤ T . In fact, this condition is essentially equivalent
to membership in BMO (see Theorem 3.4 of [Kaz94]). The reverse Hölder inequality is an
important tool which can be used to analyze linear BSDEs with bmo coefficients. When M
is instead an n × n matrix of BMO martingales, it is still possible to define the stochastic
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exponential S of M , which is an Rn×n-valued local martingale. Likewise, one can generalize
the reverse Hölder inequality (Rp) to matrix-valued processes. Recognizing the potential
applications to quadratic systems, Harter and Richou posed in Remark 3.5 of [HR19] the
following “crucial open question” : if M is an n × n matrix of BMO martingales, does
its stochastic exponential S satisfy a reverse Hölder inequality? In Corollary 2.20, we use
Example 2.3 to answer this question in the negative. Our construction takes advantage
of the non-uniqueness of martingales on manifolds, together with the connection between
martingales on manifolds and BSDEs explained in [Dar95]. Indeed, the process Y constructed
in Example 2.3 is (up to applying a coordinate chart) a non-constant martingale on the sphere
with a constant terminal value.

1.3 Structure of the paper

In the remainder of the introduction, we fix notation and other conventions. Section 2 con-
tains our analysis of linear BSDEs with bmo coefficients, including both new well-posedness
results and our non-uniqueness example. Section 2 closes with a discussion of the reverse
Hölder inequality. In Section 3, we state and prove Theorem 3.5, our main existence and
uniqueness result for triangular quadratic BSDEs.

1.4 Notations and preliminaries

The probabilistic setup. We fix a probability space (Ω,F ,P) which hosts a d-dimensional
Brownian motion B, and a deterministic time horizon T <∞. The filtration F = (Ft)0≤t≤T

is the augmented filtration ofB, and we use the shortcut Eτ [·] for the conditional expectation
E[·|Fτ ].

Universal constants. We fix a natural number n, which will be the dimension of the
unknown process Y . We emphasize here that n, d, and T are considered fixed throughout
the paper. A constant which only depends on n, d, or T is said to be universal. Depending
on the context, constants that depend on additional quantities may also be called universal,
but if such additional dependencies exist, they will always be made clear. More precisely, if
a constant C depends on ∥γ∥bmo (in addition to n, d or T ) we write C = C(∥γ∥bmo). We use
the notation A ≤C B for A ≤ CB and follow Hardy’s convention that the implied constant
is allowed to change from use to use.

Conventions for multi-dimensional processes. To curb the proliferation of indices, we
use the following convention All our processes take values in Euclidean spaces and each will
be interpreted either as a scalar, an n-dimensional vector (column by default), or an n × n
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matrix. Parting slightly from the norm, we allow the entries of these linear-algebraic objects
to take values either in R or in Rd. To distinguish between the two cases, we use the bold
font for the Rd-valued case and the regular font for the R-valued case. Matrix multiplication
retains the standard definition, with the proviso that either the Rd-inner product or the
scalar product of an R-valued scalar and an Rd-valued vector be used in lieu of the scalar
multiplication, as appropriate. This way, for example if A denotes a process with values
in (Rd)n×n and Z a process with values in (Rd)n, we interpret the former as an n × n-
matrix-valued and the later as n-vector-valued, both with entries in Rd. Their product is a
well-defined process γ with values in Rn:

γ = AZ means γi =
n∑︂

k=1

Ai
k ·Z(k), (1.2)

where · denotes the inner product on Rd. With the above convention in mind, we usually
drop all the indices from notation. In the cases where they do get included (mostly for
clarity) we follow Einstein’s convention of implicit summation over repeating pairs of lower
and upper indices. The indices of a Rd-valued vector z are denoted by z(1), . . . ,z(d).

Finite differences and derivatives Let x1, x2 ∈ Rm be fixed. For a function F : Rm → R
and 1 ≤ j ≤ m, we define(︃

∆F

∆x

)︃
j

=
F (x12, . . . , x

j−1
2 , xj2, x

j+1
1 , . . . , xm1 )− F (x12, . . . , x

j−1
2 , xj1, x

j+1
1 , . . . , xm1 )

xj2 − xj1
,

where the convention 0/0 = 0 is used. We always interpret ∆F
∆x

as a row vector.
If the components of x split naturally into groups, as in the case x = (y, z) ∈ Rn×((Rd)n),

we split the components of ∆F
∆x

accordingly. This way we ensure that the following “total-
differential” relationship holds when xi = (yi, zi), i = 1, 2:

F (y2, z2)− F (y1, z1) =
∆F

∆y
(y2 − y1) +

∆F

∆z
(z2 − z1)

We note that the product of ∆F
∆z

and (z2−z1) above needs to be interpreted as in (1.2), i.e.,
as a product of a row and a column vector with Rd-valued components.

A similar notational philosophy is applied to derivatives, too. Given function F : Rn ×
(Rd)n → R, we set

∂f

∂y
= (

∂f

∂yj
)j

∂f

∂zj
= (

∂f

∂zj(1)
, . . . ,

∂f

∂zj(d)
),

∂f

∂z
= (

∂f

∂zj
)j.

When applied to an Rn-valued functions, both ∆ and ∂ are applied componentwise without
any notational changes.
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Integation conventions. When integrating, we often replace the upper or lower index
of integration by ·, indicating that we are dealing with a function/process of that index.
Moreover, we often drop the time-parameter of the integrand, and, in an act of notation
abuse, use dt to denote integration with respect to Lebesgue measure. This way, for example,∫︁ T

· γ dt denotes the process t ↦→
∫︁ T

t
γu du.

In the spirit of the previous paragraph, the Brownian motion B is interpreted as an
Rd-valued “scalar” process and, therefore, typeset in bold. We use the notation

∫︁
Z dB as

the shortcut for a componentwise sum of d one-dimensional stochastic integrals.

Spaces of processes. Assuming that all Euclidean spaces are equipped with the standard
Euclidean norm, the definitions of the following spaces apply equally well to scalar, vector
of matrix-valued processes, with entries in R or Rd:

• For 1 ≤ p ≤ ∞, Lp denotes the space of p-integrable random variables, vectors or
matrices.

• For 1 ≤ p ≤ ∞, Sp denotes the space of all continuous processes Y such that

∥Y ∥Sp := ∥Y ∗∥Lp <∞ where Y ∗ = sup
0≤t≤T

Yt.

We write Y ∈ S0 if Y is adapted an continuous.

• For 1 ≤ p ≤ ∞, Mp is the set of all martingales in Sp.

• For 1 ≤ p, q ≤ ∞, Lq,p denotes the space of progressive processes γ such that

∥γ∥2Lq,p :=

⃦⃦⃦⃦
⃦
(︃∫︂ T

0

|Zt|pdt
)︃q/p

⃦⃦⃦⃦
⃦
Lp

<∞.

We write γ ∈ Lp,0 if
∫︁ T

0
|γ|p dt <∞, a.s. Processes in Lq,p-spaces that agree dt⊗dP-a.e,

are identified, unless we explicitly state otherwise.

• BMO denotes the space of continuous martingales M such that

∥M∥BMO := esssup
τ

⃦⃦
Eτ [|MT −Mτ |2]

⃦⃦ 1
2

L∞ <∞,

where the supremum is taken over all stopping times 0 ≤ τ ≤ T .

• bmo denotes the space of progressive processes γ such that

∥γ∥2bmo := sup
τ

Eτ

[︃∫︂ T

τ

|γ|2ds
]︃
<∞.
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• bmo1/2 denotes the space of progressive processes β such that

∥γ∥bmo1/2 := sup
τ

Eτ

[︃∫︂ T

τ

|γ| ds
]︃
<∞, i.e., ∥γ∥bmo1/2 =

⃦⃦⃦√︁
|γ|

⃦⃦⃦2

bmo
.

If necessary, we emphasize the co-domain of the space of processes under consideration,
e.g. by writing bmo(Rd) for the space of bmo processes taking values in Rd. All of these
spaces can be considered with respect to an equivalent probability measure Q, which we
notate in a natural way when necessary (e.g., Lp(Q)).

2 Linear BSDE with bmo coefficients

2.1 Model estimates and a non-uniqueness example

We start with two straightforward estimates for semimartingales which we think of as solu-
tions of linear BSDEs of martingale-representation type. These estimates will serve as model
a-priori estimate for more general linear BSDEs.

Proposition 2.1. There exists a universal constant C with the following property: suppose
that Y is a semimartingale with the decomposition

Y = Y0 +

∫︂ ·

0

βu du+

∫︂ ·

0

Z dB, where

∫︂ ·

0

Z dB is a martingale.

1. If YT ∈ L∞ and β ∈ bmo1/2 then Y ∈ S∞, Z ∈ bmo and

∥Y ∥S∞ + ∥Z∥bmo ≤C ∥YT∥L∞ + ∥β∥bmo1/2 .

2. If YT ∈ Lq and β ∈ L1,q then Y ∈ Sq, Z ∈ L2,q and

∥Y ∥Sq + ∥Z∥L2,q ≤C ∥YT∥Lq + ∥β∥L1,q .

If we add a linear Z-dependence into the drift term, the magnitude of (Y,Z) can still be
estimated by the inputs, except that now we need to measure the size of the whole path of
Y instead of just its terminal value:

Proposition 2.2. Given A ∈ bmo, there exists a universal constant C = C(∥A∥bmo) with
the following property: suppose that Y is a semimartingale that admits a decomposition of
the form

Y = Y0 +

∫︂ ·

0

(A ·Z + β) dt+

∫︂ ·

0

Z dB,

where
∫︁ ·
0
Z dB is a martingale.
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1. If Y ∈ S∞ and β ∈ bmo1/2 then Z ∈ bmo and

∥Z∥bmo ≤C ∥Y ∥S∞ + ∥β∥bmo1/2 .

2. If Y ∈ Sq and β ∈ L1,q then Z ∈ L2,q and

∥Z∥L2,q ≤C ∥Y ∥Sq + ∥β∥L1,q .

Proof. We omit the details as the proof follows the standard route, using the dynamics of
|Y |2 and estimation via standard inequalities along the way (the BDG inequality is used in
the Lq-case).

It is interesting to observe that the necessity of the inclusion of the entire path of Y on
the right-hand side is not a defect of the method of proof. The following example shows that
in a clear way. It exhibits a linear BSDE in dimension n = 2 with bmo-coefficients which
admits multiple solutions. As such, if cannot satisfy the estimates of Proposition 2.1 since
they, in particular, imply uniqueness.

Example 2.3. We construct an R2×2-valued bmo process A such that the following equation,
where n = 2 and d = 1, admits a nontrivial solution:

Y =

∫︂ T

·
AZ dt−

∫︂ T

·
Z dB (2.1)

The construction will use some language from stochastic differential geometry. See [Lee18]
for the definitions of Riemannian metrics, connections, and Christoffel symbols, and see
[Eme89] for the definition of martingales on manifolds. We will also use the connection
between martingales on manifolds and BSDEs established by Darling in [Dar95].

First, we need an R-valued martingale M such that P[MT = π] = P[MT = −π] = 1/2.
For example, we could set

Mt = E[η|Ft] for 0 ≤ t ≤ T, where η =

{︄
π BT ≥ 0

−π BT < 0,

By the martingale representation theorem, we haveMt =
∫︁ t

0
Us dBs for some square-integrable

process U . In fact, since
∫︁
UdB is a bounded martingale, U ∈ bmo(R).

Next, let S2 denote the unit sphere in R2, and let ϕ : S2 \ {(0, 0, 1)} → R2 be the
stereographic projection from the north pole:

ϕ(x1, x2, y) =
(︂ x1
1− y

,
x2

1− y

)︂
for (x1, x2, y) ∈ S2 \ {(0, 0, 1)}.
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Let h denote the round Riemannian metric on S2 (i.e. the metric induced by the inclusion
into R2), and let g = ϕ∗h be the corresponding metric on R2. The Christoffel symbols of g
can be computed explicitly as

Γk
ij =

−2

1 + |x|2
(︁
xjδik + xiδjk − xkδij

)︁
, 1 ≤ i, j, k ≤ 2,

where x = (x1, x2) ∈ R2 and δ·,· denotes the Kronecker delta function.

The path t ↦→ (cos(t), sin(t)) is a geodesic on (R2, g), since it is mapped by ϕ−1 to a
geodesic traveling along the equator of S2 at constant speed. Thus, the process

(U1
t , U

2
t ) = (cos(Mt), sin(Mt))

is a martingale on (R2, g) (see Proposition 4.32 of [Eme89] for details). Therefore by Lemma
2.2 of [Dar95], there exists an R2-valued adapted process Z such that (U,Z) satisfies the
BSDE

U1 = −1− 1

2

∫︂ T

·

(︁
Γ1
11(U)(Z

1)2 + 2Γ1
12(U)Z

1Z2 + Γ1
22(U)(Z

2)2
)︁
dt−

∫︂ T

·
Z1 dB

U2 = −1

2

∫︂ T

·

(︁
Γ2
11(U)(Z

1)2 + 2Γ2
12(U)Z

1Z2 + Γ2
22(U)(Z

2)2
)︁
dt−

∫︂ T

·
Z2 dB.

We set Y = U + (1, 0) - noting that YT = 0, but that Y itself is not trivial - and define the
matrix processes A by

A = −1

2

⎛⎜⎝Γ1
11(Y )Z1 + 2Γ1

12(Y )Z2 Γ1
22(Y )Z2

Γ2
11(Y )Z1 + 2Γ2

12(Y )Z2 Γ2
22(Y )Z2

⎞⎟⎠
so that (Y, Z) solves (2.1).

To show that the coefficients of A and Z are, indeed, in bmo, we resort to explicit
computation:

dY 1
t = dU1

t = − sin(Mt)Ut dBt −
1

2
cos(Mt)|Ut|2 dt,

dY 2
t = dU2

t = cos(Mt)Ut dBt −
1

2
sin(Mt)|Ut|2 dt

and so Z1
t = − sin(Mt)Ut, Z

2
t = cos(Mt)Ut. Since U ∈ bmo(R), it follows that Z1

t , Z
2
t ∈

bmo(R), and, hence, that A ∈ bmo, too.
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The phenomenon brought forward in Example 2.3 is exclusively a multidimensional one.
The change-of-measure techniques available in dimension 1 lead to the following well-known
results:

Proposition 2.4. Assume that n = 1. Given A ∈ bmo we consider the scalar BSDE

Y = ξ +

∫︂ T

·

(︂
AZ + β

)︂
dt−

∫︂ T

·
Z dB. (2.2)

1. If ξ ∈ L∞(R), then there exists a unique solution (Y,Z) ∈ S∞ × bmo to (2.2) and it
satisfies

∥Y ∥S∞ + ∥Z∥bmo ≤C ∥ξ∥L∞ + ∥β∥bmo1/2 , C = C(∥A∥bmo)

2. There exists a universal constant q∗ = q∗(∥A∥bmo) ≥ 1 with the following property: for
any q > q∗ and any ξ ∈ Lq, there exists a unique solution (Y,Z) ∈ Sq × L2,q to (2.2)
and it satisfies

∥Y ∥Sq + ∥Z∥L2,q ≤C ∥ξ∥Lq + ∥β∥L1,q , C = C(q, ∥A∥bmo).

Proof. The proof uses a standard change-of-measure argument, and we provide only a sketch.
The idea is to rewrite (2.2) as

Y = ξ +

∫︂ T

·
β dt−

∫︂ T

t

ZdBA, BA = B −
∫︂

Adt,

and notice that BA is a martingale under the measure Q, where dQ
dP = E(

∫︁
AdB). Standard

facts about exponentials of BMO martingales can then be applied to give the desired results.
We refer to the proofs of Propositions 2.2 and 2.3 of [BE13] for more details.

2.2 A-priori estimates under triangularity and sliceability

The message of the previous section is that that an additional assumption on the coeffi-
cients - beyond membership in bmo - will be necessary for good a-priori estimates in higher
dimensions. The goal of this section is to present such an additional assumption.

A general linear BSDE studied in this section will take the following form:

Y = ξ +

∫︂ T

·

(︂
αY +AZ + β

)︂
dt−

∫︂ T

·
Z dB, (2.3)
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where Y is a Rn-valued and Z is (Rd)n-valued. The coefficients α,A and β are Rn×n-,
(Rd)n×n- and Rn valued, respectively, while ξ is an Rn-valued random vector. If one insisted
on including all n-dimensional indices, (2.3) would be written as:

Y i = ξi +

∫︂ T

·

(︂
αi
jY

j +Ai
j ·Zj + βi

)︂
dt−

∫︂ T

·
Zi · dB, 1 ≤ i ≤ n.

In general, a pair (Y,Z) ∈ S0 × L2,0 is said to be a solution to (2.3) if
∫︁ ·
0
Z dB is a

martingale and (2.3) holds pathwise, a.s. When (Y,Z) admits more regularity, e.g., when
Y ∈ S∞ and Z ∈ bmo, we say that (Y,Z) is an S∞ × bmo-solution.

We begin our analysis by abstracting the key property, and then providing sufficient
conditions in terms of two qualitatively different requirements.

Definition 2.5. For (α,A) ∈ bmo1/2 × bmo, we say that the BSDE(α,A) is well-posed
if for each pair (ξ, β) ∈ L∞ × bmo1/2

• the BSDE (2.3) admits a unique S∞ × bmo-solution (Y,Z) and

• there exists a universal constant C = C(α,A) such that

∥Y ∥S∞ + ∥Z∥bmo ≤C ∥ξ∥L∞ + ∥β∥bmo1/2 .

We say that BSDE (A) is well-posed if BSDE(0,A) is well-posed.

If BSDE (α,A) is well-posed, then there is a bounded solution operator

Sα,A : L∞ × bmo1/2 → S∞ × bmo, Sα,A(ξ, β) = (Y,Z)

whose operator norm is denoted by |||Sα,A|||. For α = 0 we write SA instead of S0,A. When
BSDE(α,A) is not well-posed, we set |||Sα,A||| = +∞.

Proposition 2.4 states that when n = 1, BSDE (A) is well-posed for any A ∈ bmo.
Example 2.3 above, however, implies that this is no longer the case in higher dimensions.
The following proposition gives a simple, but far reaching, criterion for well-posedness in
any dimension. Since it will be used in the proof and beyond, we note that the conditional
Cauchy-Schwarz inequality implies that for all algebraically compatible γ, ρ ∈ bmo we have

∥γρ∥bmo1/2 ≤C ∥γ∥bmo∥ρ∥bmo. (2.4)

Proposition 2.6. Suppose that A is lower triangular, i.e., that Ai
j = 0 for all j > i. Then

BSDE (A) is well-posed and

|||SA||| ≤ C, C = C(∥A∥bmo).

12



Proof. We pick a lower-triangular A and set α = 0 so that the first row of (2.3) reads

Y 1 = ξ1 +

∫︂ T

·

(︁
A1

1 ·Z1 + β1
)︁
dt−

∫︂ T

·
Z1 · dB. (2.5)

By Proposition 2.4, the scalar BSDE (2.5) has a unique solution (Y 1,Z1) ∈ S∞(R)×bmo(Rd)
and it satisfies⃦⃦

Y 1
⃦⃦
S∞ +

⃦⃦
Z1

⃦⃦
bmo

≤C

⃦⃦
ξ1
⃦⃦
L∞ +

⃦⃦
β1

⃦⃦
bmo1/2

≤ ∥ξ∥L∞ + ∥β∥bmo1/2 , C = C(||A||bmo).

(2.6)

Now that (Y 1,Z1
1) is uniquely determined by the first line of the equation, the second line

reads

Y 2 = ξ2 +

∫︂ T

·

(︂
A2

2 ·Z2 +A2
1 ·Z1 + β2

)︂
ds−

∫︂ T

·
Z2 dB

= ξ2 +

∫︂ T

·

(︂
A2

2 ·Z2 + β 2̂
)︂
ds−

∫︂ T

·
Z2 dB

(2.7)

where β 2̂ = A2
1 ·Z1 + β2. The inequality (2.4) implies that

∥β̂
2
∥bmo1/2 ≤

⃦⃦
β2

⃦⃦
bmo1/2

+
⃦⃦
A2

1 ·Z1
⃦⃦
bmo1/2

≤
⃦⃦
β2

⃦⃦
bmo1/2

+
⃦⃦
A2

1

⃦⃦
bmo

⃦⃦
Z1

⃦⃦
bmo

≤C ∥β∥bmo1/2 + ∥ξ∥L∞ ,

where C = C(∥A∥bmo) and the last inequality follows from (2.6). Thus, by Proposition 2.4,
there is a unique solution (Y 2,Z2) ∈ S∞ × bmo to (2.7) satisfying⃦⃦

Y 2
⃦⃦
S∞ +

⃦⃦
Z2

⃦⃦
bmo

≤C ∥ξ∥L∞ + ∥β∥bmo1/2 , C = C(∥A∥bmo).

Continuing in this manner, we produce a solution (Y,Z) ∈ S∞× bmo to (2.3) satisfying the
stated bounds. Thanks to 2.4, this solution is also unique, so we conclude that BSDE (A)
is, indeed, well-posed.

Sufficient sliceability - as introduced in the following definition - will play the role of
smallness in our main well-posedness criterion below.

Definition 2.7 (Sliceability).

1. A random partition of [0, T ] is a collection (τk)
m
k=0 of stopping times such that

0 = τ0 ≤ τ1 ≤ · · · ≤ τm = T . The set of all random partitions is denoted by P .

13



2. For A ∈ bmo, the index of sliceability for A is the function NA : (0,∞) → N∪{∞}
defined as follows. For δ > 0, NA(δ) is the smallest natural number m such that there
exists a random partition (τk)

m
k=0 ∈ P such that⃦⃦

A1[τk−1,τk]

⃦⃦
bmo

≤ δ for all 1 ≤ k ≤ m. (2.8)

If no such m exists, we set NA(δ) = ∞.

3. A bmo-process A is said to be δ-sliceable if NA(δ) < ∞ and sliceable if it is δ-
sliceable for each δ > 0.

4. A family A ⊆ bmo is said to be uniformly sliceable if

sup
A∈A

NA(δ) <∞ for all δ > 0.

Sliceability and the related notions given above are defined for the space bmo1/2 in the same
way.

Remark 2.8. It is well known that not every bmo process is sliceable, even in dimension 1
(see [Sch96, Example 3.1, p. 349]). One of the simplest ways to ascertain sliceability of
γ ∈ bmo is to show that it is bounded or that |γ|p ∈ bmo for some p > 1. For a bounded γ,
we further have the following simple estimate which will be useful in the sequel:

Nγ(δ) ≤ 1 + ∥γ∥L∞,∞/δ ≤ 1 + ∥γ∥bmo/δ (2.9)

More generally, it is enough to construct a nondecreasing function φ : [0,∞) → [0,∞) such

that φ is convex and limx→∞
φ(x)
x

= ∞ with the property that
√︂
φ(|γ|2) ∈ bmo. Indeed, for

0 ≤ a < b ≤ T , by the conditional Jensen’s inequality we have

φ

(︃
1

b−a
Ea

[︃∫︂ b

a

|γ|2 dt
]︃)︃

≤ Es

[︃
1

b−a

∫︂ b

a

φ(|γ|2) dt
]︃
≤ 1

b−a

⃦⃦⃦⃦√︂
φ(|γ|2)

⃦⃦⃦⃦2

bmo

.

Therefore, Ea

∫︁ b

a
|γ|2 dt can be made uniformly arbitrarily small by making b−a small enough.

Hence, given any δ > 0, a fine-enough deterministic partition can be used show that γ is
δ-sliceable. In particular, Nγ(δ) ≤ C, where C = C(δ, ∥γ∥bmo, φ).

Our next result, Theorem 2.9 shows that if BSDE(α,A) is well-posed, its “neighborhood”
- measured by sliceability - is also well-posed.
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Theorem 2.9. Suppose that (α,A) ∈ bmo, and BSDE (α,A) is well-posed. Then there
exists a constant δ = δ(|||SA|||) > 0 such that BSDE (α+∆α,A+∆A) is well-posed as soon
as both ∆α and ∆A are δ-sliceable. Moreover

|||Sα+∆α,A+∆A||| ≤C N∆α(δ) +N∆A(δ). (2.10)

Proof. We fix ∆α ∈ bmo1/2 and ∆A ∈ bmo. For (R,V ) ∈ S∞ × bmo, stopping times
0 ≤ τ ≤ τ ′ ≤ T and a random variable ξ ∈ L∞(Fτ ′) we define

Φτ,τ ′,ξ(R,V ) = Sα,A

(︂
ξ, (∆αR +∆AV + β)1[τ,τ ′]

)︂
.

noting that Φτ,τ ′,ξ(R,Z) = (ξ, 0) on (τ ′, T ].
To estimate the contractivity of Φτ,τ ′,ξ we assume that Φτ,τ ′,ξ(Rk,V k) = (Y (k),Z(k)),

k = 1, 2 and set ∆Y = Y 1 − Y 2, ∆R = R2 − R1, ∆Z = Z1 −Z2, and ∆V = V 1 − V 2, so
that (∆Y,∆Z) solves the BSDE

(∆Y,∆Z) = Sα,A

(︂
0, (∆A∆Z +∆α∆R)1[τ,τ ′]

)︂
.

Therefore,

∥∆Y ∥S∞ + ∥∆Z∥bmo ≤|||Sα,A|||∥∆A ·∆V 1[τ,τ ′] +∆α∆R1[τ,τ ′]∥bmo1/2

≤C |||Sα,A|||∥∆A1[τ,τ ′]∥bmo∥∆V ∥bmo +
⃦⃦
∆α1[τ,τ ′]

⃦⃦
bmo1/2

∥∆R∥S∞

≤C |||Sα,A|||
(︁
∥∆A1[τ,τ ′]∥bmo + ∥∆α1[τ,τ ′]

∥bmo1/2

)︁(︁
∥∆R∥S∞ + ∥∆V ∥bmo

)︁
.

It follows that there exists a universal constant δ = δ(|||SA|||) such that Φτ,τ ′,ξ is 1
2
-Lipschitz

on S∞ × bmo as soon as max(
⃦⃦
∆A1[τ,τ ′]

⃦⃦
bmo

,
⃦⃦
∆α1[τ,τ ′]

⃦⃦
bmo1/2

) ≤ δ. Having fixed such a
constant δ we assume that both ∆α and ∆A are δ-sliceable, as witnessed by the partition
(τk)

m
k=0. We note that a single partition of size at most NA(δ)+Nα(δ) can always be chosen

to work for both processes.
Under these sliceability conditions, Φτm−1,T,ξ is 1

2
-Lipschitz on S∞ × bmo, and, as such,

admits a fixed point (Y (m),Z(m)). By the definition of Φτm−1,T,ξ, the pair (Y (m),Z(m)) solves
the equation

Y = ξ +

∫︂ T

·

(︂
(α +∆α)Y + (A+∆A) ·Z + β

)︂
dt−

∫︂ T

·
Z dB. (2.11)

on [τm−1, T ].
Next, let (Y (m−1),Z(m−1)) denote unique fixed point of Φτm−2,τm−1,ξm−1

where we use

ξm−1 = Y
(m)
τm−1 as the terminal condition. As above, (Y (m−1),Z(m−1)) solves (2.11) on
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[τm−2, τm−1] and Y
(m−1) agrees with Y (m) at τm−1. Continuing in this manner, we construct

the following solution to (2.11)

Y =
m∑︂
k=1

Y (k)1[τk−1,τk) + ξ1{T}, Z =
m∑︂
k=1

Z(k)1[τk−1,τk).

The universal bounds are established step by step, as well. We pick a solution (Y,Z) ∈
S∞ × bmo. Suitably modified on [0, τm−1) it is a fixed point of the map Φτm−1,T,ξ. Since
Φτm−1,T,ξ is 1

2
-Lipschitz, the distance between the fixed point of Φτm−1,T,ξ and its value

(Y 0,Z0) = Φτm−1,T,ξ(0, 0) is at most ∥Y 0∥S∞ +
⃦⃦
Z0

⃦⃦
bmo

. Therefore,⃦⃦
Y 1[τm−1,T ]

⃦⃦
S∞ +

⃦⃦
Z1[τm−1,T ]

⃦⃦
bmo

≤ 2
(︂⃦⃦
Y 0

⃦⃦
S∞ +

⃦⃦
Z0

⃦⃦
bmo

)︂
≤C ∥ξ∥L∞ + ∥β∥bmo1/2 .

We continue in the same manner, noticing that (Y,Z) can be modified on [0, T ]\ [τm−2, τm−1]
to become a fixed point of Φτm−1,τm,Yτm−1 . Same as above, we conclude that⃦⃦

Y 1[τm−2,τm−1]

⃦⃦
S∞ +

⃦⃦
Z1[τm−2,τm−1]

⃦⃦
bmo

≤C

⃦⃦
Yτm−1

⃦⃦
L∞ + ∥β∥bmo1/2 .

Continuing this way, we obtain (2.10) - which, in turn, implies uniqueness - after m ≤
N∆A(δ) +Nα(δ) steps.

Proposition 2.6 and various sufficient conditions for sliceability from Remark 2.8 lead to
the following consequences of Theorem 2.9 above:

Corollary 2.10. Let A ∈ bmo and α ∈ bmo1/2.

1. If A and α are sliceable then BSDE (α,A) is well-posed.

2. If BSDE (A) is well-posed and α is sliceable, BSDE (α,A) is well-posed.

3. If BSDE (A) is well-posed and α is bounded then

|||Sα,A||| ≤ C, C = C(|||SA|||, ∥α∥L∞,∞).

The following corollary plays the key role in our treatment of nonlinear BSDEs with
triangular quadratic drivers in the next section.

Corollary 2.11. Suppose that A ∈ bmo, α ∈ L∞,∞ and the convex superlinear function
φ : [0,∞) → [0,∞) are such that

φ(
⃓⃓
Ai

j

⃓⃓2
)1/2 ∈ bmo for j > i.

Then BSDE (α,A) is well-posed and |||Sα,A||| ≤ C, where C = C(∥α∥L∞,∞ , ∥A∥bmo, φ).
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The results of this section all have Lq analogues, proven in essentially the same way, with
part 2 of Proposition 2.2 replacing part 1. Rather than develop the whole theory in parallel,
we have decided to state only what we need for application to quadratic BSDEs.

Proposition 2.12. Suppose that A ∈ bmo, α ∈ L∞,∞, and the convex superlinear function
φ : [0,∞) → [0,∞) are such that

φ(
⃓⃓
Ai

j

⃓⃓2
)1/2 ∈ bmo for j > i.

Then there exists q∗ = q∗(||A||bmo, ϕ), such that for each q > q∗ and ξ ∈ Lq, there is a unique
solution (Y, Z) ∈ Sq × L2,q to the BSDE

Y = ξ +

∫︂ T

·

(︁
αY +AZ + β

)︁
dt−

∫︂ T

·
ZdB,

and we have the estimate

||Y ||Sq + ||Z||L2,q ≤C ||ξ||Lq + ||β||L1,q , C = C(q, ∥A∥bmo, ∥α∥L∞ , ϕ).

2.3 The reverse Hölder inequality

If M is a real-valued BMO martingale, then the stochastic exponential E(M) is a true
martingale which satisfies a Reverse Hölder inequality, a fact which will be stated precisely
below. In this section, we use Example 2.3 to show that an analogous statement does not
hold for matrices of BMO martingales, which answers a “crucial open question” raised in
Remark 3.5 of [HR19]. Throughout the section, A refers to a bmo process taking values in
(Rd)n×n. The following two definitions are adapted from Definition 3.1 of [DT10].

Definition 2.13. Let M be a martingale taking values in Rn×n. We define the stochastic
exponential of M , written E(M), to be the unique solution S to the matrix SDE

dS = SdM, S0 = In×n, (2.12)

where In×n denotes the n× n identity matrix.

That (2.12) has a unique solution follows from [Pro04] Theorem 3.7. Notice that
∫︁
AdB

is an Rn×n-valued local martingale. For the rest of the section, we write S for the stochastic
exponential of

∫︁
AdB, suppressing the dependence on A. That is, S refers to the solution

of the matrix SDE

dS = SAdB, S0 = In×n.
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Remark 2.14.

1. Our notation for the stochastic exponential differs from that of [DT10] by a transpose,
but agrees with that of [HR19].

2. Note that if n = 1, then E(M) = exp
(︁
M − 1

2
⟨M⟩

)︁
, i.e. the matrix-valued stochastic

exponential agrees with the usual stochastic exponential in dimension one.

Definition 2.15. Given 1 ≤ p < ∞, we say that S satisfies the reverse Hölder inequality
(Rp) if S is a true martingale and the estimate

Eτ [|ST |p] ≤C |Sτ |p (2.13)

holds for some matrix norm | · | and all stopping times σ with 0 ≤ σ ≤ T .

Remark 2.16.

1. We have included the condition that S is a true martingale in order to simplify various
statements in the remainder of this sub-section.

2. Testing (2.13) with τ = 0 reveals that if S satisfies (Rp), then S ∈ Mp, and in particular
S is uniformly integrable.

With this notation in place, we can recall the following basic fact about BMO martingales
in dimension one, which combines Theorems 2.3 and 3.1 of [Kaz94].

Theorem 2.17. If n = 1 and A ∈ bmo, then S satisfies (Rp) for some p = p(∥A∥bmo) > 1.

Recognizing the applications of the reverse Hölder inequality to linear BSDEs with bmo
coefficients, and hence to quadratic BSDE systems, the authors of [HR19] raised the following
“crucial open question” in Remark 3.5: when n > 1, does an analogue of Theorem 2.17 hold?
The answer is yes when A is sliceable, see Remark 3.2 of [DT10]. In the remainder of this
sub-section, we answer this question in the negative. First, we recall that solutions to the
equation

Y = ξ +

∫︂ T

·
AZdt−

∫︂ T

·
ZdB (2.14)

can be represented using S, a well-known principle (see [DT10] and [HR19]), which we prove
for the sake of completeness. First, we show that S is invertible.

Lemma 2.18. If A ∈ bmo, then for each t ∈ [0, T ], St is invertible a.s.
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Proof. Define X by the matrix SDE

dX = A2Xdt−AXdB, X0 = In×n,

which has a unique solution by [Pro04] Theorem 3.7. An application of the product rule
reveals that

d
(︁
XS) = d

(︁
SX) = 0,

which implies that for each t ∈ [0, T ], we have

In×n = XtSt = StXt.

This completes the proof.

Proposition 2.19. Suppose that S is a true martingale. Then if (Y,Z) ∈ S∞ × bmo solves
(2.14), then for each t, we have

Yt = S−1
t Et[ST ξ].

In particular, there is at most one solution to (2.14) in S∞ × bmo.

Proof. We compute

d(SY ) = (dS)Y + S(dY ) + (dS)(dY )

= (SAdB)Y + S
(︁
−AZdt+ZdB

)︁
+ (SAdB)(ZdB)

=
(︁
SAY + SZ

)︁
dB.

Since S is a true martingale and Y is bounded, SY is of class (DL), hence a true martingale.
In particular, for each t we have

StYt = Et[STYT ] = Et[ST ξ],

and so by the invertibility of St,

Yt = S−1
t Et[ST ξ].

Corollary 2.20. Let A be the R2×2-valued bmo process constructed in Example 2.3. Then
S is not a true martingale. In particular, S does not satisfy (Rp) for any p ≥ 1.
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Proof. If S is a true martingale, then there is at most one solution to (2.1) in S∞ × bmo.
But we showed in Example 2.3 that there is a non-zero solution to (2.1) in S∞ × bmo.

We note there are several natural generalizations of the reverse Hölder inequality to
matrices, and we have essentially used the definition given in [DT10]. In [HR19], the authors
use a slightly different definition of the reverse Hölder inequality for matrices than we have.
In particular, they say that S satisfies a Reverse Hölder inequality if there is a constant C
such that the estimate

Eτ [ sup
τ≤t≤T

|S−1
τ St|p] ≤ C

holds for all stopping times 0 ≤ τ ≤ T . If this condition holds, we say that S satisfies (R̃p).
Setting τ = 0, we see that if S satisfies (R̃p), then sup0≤t≤T |St| ∈ Lp, and so S is a uniformly
integrable martingale. Furthermore, the computation

Eτ [|ST |p] = Eτ [|SτS
−1
τ ST |p]

≤C Eτ [|Sτ |p|S−1
τ ST |p] = |Sτ |pEτ [|S−1

τ ST |p]

shows that (R̃p) implies (Rp) for each p > 1. In particular, Corollary 2.20 also shows that
if A is the bmo process constructed in Example 2.3, then S does not satsify (R̃p) for any
p > 1.

3 Triangular BSDE

3.1 The main result

Definition 3.1. A driver is a random field f : [0, T ]× Ω× Rn × (Rd)n → Rn such that

1. f(·, ·, y,z) is progressively measurable process for all y, z.

2. f(·, ω, ·, ·) is a continuous function for each ω.

Given a driver f and a random vector ξ we are interested in the following BSDE:

Y = ξ +

∫︂ T

·
f(·, Y,Z) dt−

∫︂ T

·
Z dB (3.1)

A pair (Y,Z) consisting of a semimartingale Y and a progressive process Z is called a
solution to the BSDE (ξ, f), also denoted by (Y,Z) ∈ B(ξ, f), if

∫︁ ·
0
Z dB is a martingale

and (3.1) holds pathwise, a.s. If Y ∈ S∞ and Z ∈ bmo, we say that (Y,Z) is a S∞ × bmo-
solution, and denote that by (Y,Z) ∈ BS∞×bmo(ξ, f). A similar convention is used for other
spaces of processes.
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Definition 3.2. A driver f is said to be

• Quadratic if there exists a constant L such that for all y, y′, z, z′

|f(·, y′, z′)− f(·, y,z)| ≤ L|y′ − y|+ L
(︂
1 + |y|+ |y′|+ |z|+ |z′|

)︂
|z′ − z|,

and ∥f(·, ·, 0, 0)∥L∞,∞ ≤ L. In case we write f ∈ Q(L), with Q = ∪LQ(L).

• C1-regular if f(t, ω, ·, ·) ∈ C1 for all t, ω. In this case, we write f ∈ C.

• Malliavin-regular if there exists a constant L > 0 such that f ∈ Q(L) and there
exists a random field D·f : [0, T ]2 × Ω× Rd × (Rd)n → R such that

1. for all (y, z), D·f(·, y,z) is a version of the Malliavin derivative of the process
f(·, y,z),

2. |Df | ≤ L, and

3. |D·f(·, y′, z′)−D·f(·, y,z)| ≤ L
(︂
|y′ − y|+ |z′ − z|

)︂
.

In this case, we write f ∈ M(L), with M = ∪LM(L).

A function κ : [0,∞) → [0,∞) is going to be called sublinear if it is non-decreasing, con-

cave and limx→∞
κ(x)
x

= 0. We also recall that vectors a1, . . . , aM are said to positively span
Rn if for each v ∈ Rn there exist nonnegative coefficients c1, . . . , cM such that

∑︁
m cmam = v.

Definition 3.3. A driver is said to

• be triangular if there exist a constant L > 0 and a sublinear function κ such that
f ∈ Q(L) and for all y, y′, z, z′ and 1 ≤ i ≤ n, we have⃓⃓

f i(·, y′, z′)− f i(·, y,z)
⃓⃓
≤ L|y′ − y|+

+ L

i∑︂
j=1

(︂
1 + |y|+ |y′|+ |z|+ |z′|

)︂ ⃓⃓
z′j − zj

⃓⃓
+

+ L

n∑︂
j=i+1

(︂
1 + |y|+ |y′|+ κ(|z|) + κ(|z′|)

)︂ ⃓⃓
z′j − zj

⃓⃓
In this case, we write f ∈ T(L, κ), with T = ∪L,κT(L, κ).

• satisfy the condition (AB) if there is a process ρ ∈ L1,∞ and a finite collection
{am} = (a1, . . . , aM) of vectors in Rn such that
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1. a1, . . . , aM positively span Rn

2. aTmf(t, ω, y, z) ≤ ρ+ 1
2

⃓⃓
aTmz

⃓⃓2
for each m, for all y, z.

In this case, we say that f ∈ A(ρ, {am}), with A = ∪ρ,{am}A(ρ, {am}).

Remark 3.4. For a driver f ∈ Q(L) ∩C, we automatically have⃓⃓⃓⃓
∂f

∂y
(·, y,z)

⃓⃓⃓⃓
≤ L and

⃓⃓⃓⃓
∂f

∂z
(·, y,z)

⃓⃓⃓⃓
≤ L

(︂
1 + |y|+ |z|

)︂
for all t, ω, y and z. In that case, we have f ∈ T(L, κ) if and only if⃓⃓⃓⃓

∂f i

∂zj
(·, y,z)

⃓⃓⃓⃓
≤ L

(︂
1 + κ(|z|)

)︂
for j > i,

for all t, ω, y and z.

Theorem 3.5. Assume that ξ ∈ L∞ and f ∈ T(L, κ) ∩ M(L) ∩ A(ρ, {am}). Then (3.1)
admits a unique solution (Y,Z) ∈ S∞ × bmo. This solution satisfies

∥Y ∥S∞ + ∥Z∥bmo ≤ C, where C = C(L, κ, ρ, {am}, ∥ξ∥L∞).

If, additionally, ξ ∈ D1,∞, then Z ∈ L∞,∞ and

∥Z∥L∞,∞ ≤ C where C = C(∥Dξ∥L∞ , L, κ, ρ, {am}, ∥ξ∥L∞)

3.2 Existence in the smooth case

The rest of this section is devoted to a proof of Theorem 3.5 and we start by treating the
smooth case.

Our approach is to combine approximation, the strategy of Briand and Elie, our results
on linear BSDE in Section 2 and the following fact which follows directly from Corollary
2.11:

Lemma 3.6. If f ∈ C∩T(L, κ) then for each (Y,Z) ∈ S∞×bmo, BSDE (α,A) is well-posed,
where

(α,A) :=
(︁∂f
∂y

(·, Y,Z),
∂f

∂z
(·, Y,Z)

)︁
.

Moreover, |||Sα,A||| ≤ C where C = C(κ, L, ∥Y ∥S∞ + ∥Z∥bmo).
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The first task is to construct an approximation scheme for the driver f .

Definition 3.7. Given a driver f , a sequence (f (k)) in Q is said to be an approximation
scheme to f if, for all k

f (k)(t, ω, ·, ·) → f(t, ω, ·, ·) uniformly on compacts, for all (t, ω).

An approximation scheme is said to be stable if f (k)(·, y,z) = f(·, y,z) for |y| ≤ k and
|z| ≤ k.

Proposition 3.8. For each f ∈ T(L, κ) ∩ C ∩ M(L) ∩ A(ρ, {am}) there exists a stable
approximation scheme (f (k)) for f such that

1. f (k) ∈ T(L, κ) ∩C ∩M(L).

2. for each ξ ∈ L∞ there exist S∞ × bmo-solutions (Y (k),Z(k)) of B(ξ, f (k)) such that

sup
k

(︂
∥Y (k)∥S∞ + ∥Z(k)∥bmo

)︂
≤ C, C = C(∥ξ∥L∞ , L, κ, ρ, {am}) (3.2)

Proof. Let ψ : [0,∞) → [0,∞) be a smooth, concave and nondecreasing function such that
ψ(x) = x for x ≤ 1 and ψ(x) = 2 for x ≥ 2 so that, in particular, ψ′(x) ∈ [0, 1] and ψ(x) ≤ x
for all x. We define π(k) : (Rd)n → (Rd)n by

π(k)(z) =
k

|z|
ψ
(︂ |z|
k

)︂
z,

with the understanding that π(k)(0) = 0.

f (k)(·, y,z) = f(·, y, π(k)(z)).

The properties of ψ emphasized above imply that f (k) ∈ T(L, κ) ∩ C ∩ M(L). According
to [Zha17, Theorem 4.3.1, p.84], the Lipschitz BSDE B(ξ, f (k)) admits a unique solution
(Y (k),Z(k)) with Z(k) ∈ L2,1.

We set Rt = exp
(︂
−2aTmY

(k)
t +

∫︁ t

0
2ρs du

)︂
so that

dR = R
(︂
2aTmf

(k)(·, Y (k),Z(k))− 2ρ− 2|aTmZ(k)|2
)︂
dt− 2aTmZ

(k) dB.

Since f ∈ A(ρ, {am}) and Z(k) ∈ L2,1 we have

2aTmf
(k)(·, y,z) = 2aTmf(·, y, π(k)(z)) ≤ 2ρ+

⃓⃓
aTmπ

(k)(z)
⃓⃓2

≤ 2ρ+
⃓⃓
aTmz

⃓⃓2
,

(3.3)
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which leads to two conclusions.
The first one is that the process R is a positive supermartingale with RT ∈ L∞. Con-

sequently the process aTmY
(k) admits a uniform lower bound which depends only on ∥ρ∥L1,∞

and ∥ξ∥L∞ . Since {am} positively span Rn, a uniform bound transfers to
⃓⃓
Y (k)

⃓⃓
and we can

conclude that sup
⃦⃦
Y (k)

⃦⃦
S∞ <∞.

Having established the boundedness of Y (k), we can extract more out of (3.3). Indeed, it
follows from (3.3) that Rt − 1

2

∫︁ t

0
Rs|aTmZ(k)

s | ds is a supermartingale, as well. Since R is now

known to be bounded from above, we conclude that the quantity Et[
∫︁ T

t
|aTmZ(k)|2 dt] admits

a bound in terms of sup∥Y (k)∥S∞ only. As above, since {am} positively span Rn, we can
conclude that sup∥Z(k)∥bmo <∞, and complete the proof.

Proposition 3.9. Suppose that ξ ∈ D1,∞ and f ∈ T(L, κ) ∩C ∩M(L) ∩A(ρ, {am}). Then
(3.1) admits a solution (Y,Z) ∈ S∞ × bmo with

∥Y ∥S∞ + ∥Z∥L∞,∞ ≤ C, where C = C(L, κ, ρ, {am}, ∥ξ∥L∞). (3.4)

Proof. Let (f (k)) be the approximation scheme for f as in Proposition 3.8, and let the
solutions (Y (k),Z(k)) ∈ B(ξ, f (k)) satisfy (3.2). Given θ ∈ [0, T ) we take the Malliavin
derivative Dθ of Y (k) (this is justified for example by Proposition 5.3 of [EKPQ97]) to find
that on [θ, T ], DθY

(k) satisfies

DθY
(k) = Dθξ +

∫︂ T

·

(︂
α(k)DθY

(k) + A(k)DθZ
(k) + β(k)

)︂
dt −

∫︂ T

·
DθZ

(k) dB, (3.5)

where

(α(k),A(k), β(k)) =
(︂∂f (k)

∂y
,
∂f (k)

∂z
, Dθf

)︂
(·, Y (k),Z(k))

We interpret (3.5) as a linear equation for (DθY
(k), DθZ

(k)) and note that BSDE (α,A)
is well-posed by Lemma 3.6. Moreover, we have the following bound

∥DθY
(k)∥S∞ ≤C ∥Dθξ∥L∞ + ∥β(k)∥bmo1/2 ≤C 1 + ∥Dθξ∥L∞ ,

where C = C(L, κ, ρ, {am}, ∥ξ∥L∞) and where we used the fact that f ∈ M(L) in for the last
inequality.

Together with the identification Z
(k)
θ = DθY

(k)
θ (see Proposition 5.3 of [EKPQ97] for a

precise statement) this shows that the sequence {∥Z(k)∥L∞,∞} is bounded. Hence, by the
stability of (f (k)), we have

f(·, Y (k),Z(k)) = f (k)(·, Y (k),Z(k)), for k large enough.

Hence, if we pick a sufficiently large k, the pair (Y,Z) := (Y (k),Z(k)) solves the original
BSDE (3.1) and admits the bound (3.4).
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Remark 3.10. Actually, the proof of Proposition 3.9 shows the following: if ξ ∈ D1,∞ and
f ∈ T(L, κ)∩C∩M(L), and if there exists a stable approximation scheme (f (k)) for f such
that

1. f (k) ∈ T(L, κ) ∩C ∩M(L).

2. for each ξ ∈ L∞ there exist S∞ × bmo-solutions (Y (k),Z(k)) of B(ξ, f (k)) such that

sup
k

(︂
∥Y (k)∥S∞ + ∥Z(k)∥bmo

)︂
≤ C (3.6)

then there exists a solution (Y,Z) ∈ S∞ × bmo to (3.1) such that

∥Y ∥S∞ + ∥Z∥bmo ≤ C.

Thus we see that the only role of the condition (AB) is to guarantee the existence of such a
stable approximation scheme - if the scheme can be produced by another argument, existence
of a solution is still guaranteed.

3.3 Existence and uniqueness in the general triangular case

Having treated the smooth case in Proposition 3.9 above, we turn to the general case. We
start with two stability estimates; the first one implies uniqueness, while then second one
will be used in the existence proof below.

Proposition 3.11. Suppose that for i = 1, 2, fi ∈ T(L, κ), ξi ∈ L∞ and that (Yi,Zi) ∈
S∞ × bmo solve B(fi, ξi), respectively. Then

∥Y2 − Y1∥S∞ + ∥Z2 −Z1∥bmo ≤C ∥ξ2 − ξ1∥L∞

+ ∥f2(·, Y1,Z1)− f1(·, Y1,Z1)∥bmo1/2 , (3.7)

where C = C(L, κ, ∥Yi∥S∞ , ∥Zi∥bmo, i = 1, 2).

In particular, for ξ ∈ L∞ and f ∈ T, B(ξ, f) has at most one S∞ × bmo-solution.

Proof. We remind the reader of the finite-difference notation introduced in Section 1.4 which
we apply here with (·, Yi,Zi) playing the role of xi = (yi, zi), i = 1, 2. If we set ∆Y = Y2−Y1
and ∆Z = Z2 −Z1, it follows by telescoping that the processes α and Z defined by

α =
∆f2
∆y

and A =
∆f2
∆z
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satisfy
f2(·, Y2,Z2)− f2(·, Y1,Z1) = α∆Y +A∆Z.

Therefore, with β = f2(·, Y1,Z1)− f1(·, Y1,Z1), we have

∆Y =

∫︂ T

·

(︂
α∆Y +A∆Z + β

)︂
dt−

∫︂ T

·
∆Z dB.

Thanks to the fact that f2 ∈ T(L, κ), the process α is bounded by L, while

⃓⃓
Ai

j

⃓⃓
≤

{︄
L
(︁
1 + |Y1|+ |Y2|+ |Z1|+ |Z2|

)︁
, j ≤ i,

L
(︁
1 + |Y1|+ |Y2|+ κ(|Z1|) + κ(|Z2|)

)︁
, j > i.

(3.8)

It remains use Corollaries 2.11 and 2.10 to conclude that the BSDE (α,A) is well-posed with

|||Sα,A||| ≤ C, C = C(L, κ,
⃦⃦
Y 1

⃦⃦
S∞ ,

⃦⃦
Y 1

⃦⃦
S∞ ,

⃦⃦
Z1

⃦⃦
bmo

,
⃦⃦
Z2

⃦⃦
bmo

),

which, in turn, implies the inequality (3.7).

Proposition 3.12. Suppose that for i = 1, 2, fi ∈ T(L, κ), ξi ∈ L∞ and that (Yi,Zi) ∈ S∞×
bmo solve B(fi, ξi), respectively. Then there exists a constant q∗ = q∗(L, κ, ∥Yi∥S∞ , ∥Zi∥bmo, i =
1, 2) with the following property: for each q > q∗ we have

∥Y2 − Y1∥Sq + ∥Z2 −Z1∥L2,q ≤C ∥ξ2 − ξ1∥Lq

+ ∥f2(·, Y1,Z1)− f1(·, Y1,Z1)∥L1,q , (3.9)

where C = C(q, L, κ, ∥Yi∥S∞ , ∥Zi∥bmo, i = 1, 2).

Proof. The proof is a straightforward application of Proposition 2.12, together with the
linearization technique already employed several times in this section.

Next, we construct a smooth approximation scheme for the driver f .

Remark 3.13. Note that Propositions 3.11 and 3.12 do no require any smoothness, only that
fi ∈ T. In particular, Proposition 3.11 shows that if f ∈ T and ξ ∈ L∞, then there is at
most one solution (Y,Z) ∈ S∞ × bmo to B(f, ξ)

Proposition 3.14. Given (L, ρ, {am}) there exists (L′, ρ′, {a′m}) with the following property:
each f ∈ T(L, κ) ∩ M(L) ∩ A(ρ, {am}) admits an approximation scheme (f (k)) such that
f (k) ∈ T(L′, κ) ∩C ∩M(L) ∩A(ρ′, {a′m}),

Our proof below relies on the following auxillary result:
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Lemma 3.15. Let F : Rm × Ω → Rn be a bounded measurable map such that

1. for each ω, the map x ↦→ F (x, ω) is continuous and compactly supported.

2. for each x, we have ω ↦→ F (x, ω) ∈ D1,2 and the map (θ, ω, x) ↦→ DθF (x, ω) admits a
measurable version with the following property

|DθF (y, ω)−DθF (x, ω)| ≤ L|y − x|, for some L ≥ 0.

Then, the random variable
∫︁
Rm F (x, ·) dx is in D1,2, and

Dθ

∫︂
Rm

F (x, ω)dx =

∫︂
Rm

DθF (x, ω)dx, dθ × dP-a.e.

Proof. Let K be such that f(x, ω) = 0 for x ̸∈ [−K,K]m, and let {Qj = {Qj,1, ...., Qj,kj}}j∈N
be a sequence of partitions of [−K,K]m by almost disjoint rectangles such that Qj+1 refines
Qj and maxi diam(Qj,i) → 0. For each j and i ≤ kj, let xj,i be a point in Qj,i. Since
x ↦→ F (x, ω) is continuous, we have

∫︂
Rm

F (x, ω)dx = lim
j→∞

kj∑︂
i=1

|Qj,i|F (xj,i, ω)

for each ω. Define Xk : Ω → Rn by Xk(ω) =
∑︁kj

i=1|Qj,i|F (xj,i, ω). Since F is bounded, it
follows that

Xk
L2

−→
∫︂
Rm

F (x, ·) dx.

For each j, we have by linearity

DXk =

kj∑︂
i=1

|Qji|DF (xji, ·).

Since x ↦→ DθF (x, ω) is L-Lipschitz dθ × dP a.e., we see that

DXk
L2

−→
∫︂
Rm

DF (x, ·).

Because D is a closed operator, this completes the proof.
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Proof of Proposition 3.14. Let η be a standard mollifier, i.e., a nonnegative C∞-function
of (y, z) supported by {|y| ≤ 1, |z| ≤ 1} such that ∥η∥L1 = 1. We define η(k)(y, z) =
k−(n+nd)η(ky, kz) and set

f (k)(t, ω, ·, ·) := f(t, ω, ·, ·) ∗ η(k), for each t, ω,

where ∗ denotes convolution in (y, z), so that f (k) ∈ C. Standard properties of mollification
imply that each f (k) is a driver in C and that f (k) → f uniformly on compacts, for each
(t, ω). The estimate⃓⃓

(f (k))i(·, y′, z′)− (f (k))i(·, y,z)
⃓⃓
≤

≤ sup
|δy|≤1/k,|δz|≤1/k

⃓⃓
f i(·, y + δy, z + δz)− f i(·, y′ + δy, z′ + δz)

⃓⃓
,

makes it easy to show that f (k) ∈ T(L′, κ′), where L′ and κ′ depend only on L and κ.
Lemma 3.15 above implies the Malliavin derivative commutes with mollification in this

case and preserves boundedness and the Lipschitz property in (y, z). Consequently, f (k) ∈
M(L).

Next, we turn to the condition A. Given (ρ, {am}) such f ∈ A(ρ, {am}) we observe that
for any k,

aTmf
(k)(·, y,z) = aTm

(︁
f(·, ·, ·) ∗ η(k)

)︁
(y, z) ≤ sup

|y′−y|≤1,|z′−z|≤1

1

2
aTmf(·, y′, z′)

≤ ρ(t) + sup
|z′−z|≤1

1

2
|aTmz′|2 ≤ ρ(t) + |am|2 + |aTmz|2.

Thus, f (k) ∈ A(ρ′, {a′m}) where ρ′ = ρ+ supm|am|
2 and {a′m} = {2am}.

Proposition 3.16. Assume that ξ ∈ L∞ and f ∈ T(L, κ)∩M(L)∩A(ρ, {am}). Then (3.1)
admits solution (Y,Z) ∈ S∞ × bmo which satisfies

∥Y ∥S∞ + ∥Z∥bmo ≤ C, where C = C(L, κ, ρ, {am}, ∥ξ∥L∞).

Proof. Let (f (k)) be the approximation scheme for f from Proposition 3.14, and let {ξ(k)}
be a sequence of random vectors such that each ξ(k) has a bounded Malliavin derivative,
supk

⃦⃦
ξ(k)

⃦⃦
L∞ < ∞ and ξ(k) → ξ in Lp for all p (see, e.g., the proof of [BE13, Theorem 2.2.,

p. 2931] for a construction).
Proposition 3.9 implies that the BSDE B(ξ(k), f (k)) admits a S∞×L∞,∞-solution (Y (k),Z(k))

with
⃦⃦
Y (k)

⃦⃦
S∞ + ∥Z(k)∥bmo ≤M , for some M indepedent of k.
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Proposition 3.12 guarantees the existence of a universal constant q∗ = q∗(f, ξ) such that
any q > q∗ we have

∥Y (k) − Y (l)∥Sq + ∥Z(k) −Z(l)∥L2,q ≤C

⃦⃦
ξ(k) − ξ(l)

⃦⃦
Lq+

+
⃦⃦⃦
f (k)(·, Y (k),Z(k))− f (l)(·, Y (k),Z(k))

⃦⃦⃦
L1,q

The estimates on Y (k) and Z(k), together with the fact that f (k) → f uniformly for (y, z)
in a compact set, imply that

f (k)(·, ·, Y (k),Z(k))− f (l)(·, ·, Y (k),Z(k)) → 0

in (the product) measure as k, l → ∞. Again using our a-priori estimates on Y (k) and Z(k),
we conclude that f (k)(·, ·, Y (k),Z(k)) − f (l)(·, ·, Y (k),Z(k)) → 0 in L1,q as l, k → ∞. Since
{ξ(k)} is Cauchy in Lq by construction, it follows that {Y (k),Z(k)}k is Cauchy in Sq × L2,p,
and thus converges to (Y,Z) in Sq×L2,q to (3.1). It readily follows that (Y,Z) is a Sq×L2,q-
solution of (3.1). The estimate on ∥Y ∥S∞ follows from the uniform estimates on

⃦⃦
Y (k)

⃦⃦
S∞ ,

and then the estimate on ∥Z∥bmo follows from standard techniques.

Remark 3.17. While approximating f via convolution allows us to remove the hypothesis
that f ∈ C, removing the assumption that f ∈ M is more challenging. In section 4.2 of
[CNR21], an innovative method is introduced for approximating a driver by one which is
“discrete path-dependent”. Their ideas can be used to approximate a driver f ∈ T ∩C by
drivers fk ∈ T∩C∩M, but unless f is sub-quadratic, the approximation is not strong enough
to conclude that the sequence (Y k,Zk) of approximate solutions is Cauchy. Therefore we
leave the question of removing the assumption that f ∈ M to future research.

Remark 3.18. In light of the S∞ × bmo estimate in Theorem 3.9, we can strengthen the
stability results in Propositions 3.11 in the following way: the dependence on the full-path
norm ∥Yi∥S∞ , i = 1, 2 in 3.7 and (3.9) can be replaced by the L∞-norms ∥ξi∥L∞ , i = 1, 2 of
the terminal conditions.

4 A triangular game

We now describe a game in which a Nash equilibrium can be produced via our main result,
Theorem 3.5. For simplicity, we set up the game in the case d = 1. Players 1 and 2 choose
strategies α, β ∈ bmo(R). We have a state process X which evolves according to

Xt = Bt =

∫︂ t

0

(︁
αs +

βs√︁
1 + |βs|2

)ds+B
(α,β)
t ,
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where B(α,β) = B −
∫︁ (︁

α + β√
1+|β|2

)dt is a Brownian motion under the probability measure

P(α,β), given by

dP(α,β)

dP
= E

(︁ ∫︂
(α +

βs√︁
1 + |βs|2

)dB
)︁
T
.

The costs are given by

J1(α, β) = EP(α,β)

[

∫︂ T

0

(︁
h1 +

1

2
|α|2

)︁
dt+ g1(X·)],

J2(α, β) = EP(α,β)

[

∫︂ T

0

(︁
h2 +

1

2
|β|2

)︁
dt+ g2(X·)],

where g1, g2 : C([0, T ];R) → R are measurable and bounded, and h1, h2 are bounded func-
tionals which are Malliavin regular in the sense of definition 3.2. We seek a Nash equilibrium,
namely a pair (α∗, β∗) ∈ bmo(R) such that

J1(α
∗, β∗) ≤ J1(α, β

∗) for all α ∈ bmo(R),
J2(α

∗, β∗) ≤ J2(α
∗, β) for all β ∈ bmo(R).

For given (α, β), we can define

Y α,β,1 = EPα

t [g1(X·) +

∫︂ T

t

(︁
h1 +

1

2
|α2|2

)︁
dt],

Y α,β,2 = EPα

t [g2(X·) +

∫︂ T

t

(︁
h2 +

1

2
|β2|2

)︁
dt],

then Y α,β,1, Y α,β,2 satisfy Y α,i
0 = J i(α, β), and also solve the BSDE

Y α,β,1 = g1(XT ) +

∫︂ T

·

(︁
h1 +

1

2
|α|2 + Zα,β,1(α +

β√︁
1 + |β|2

)
)︁
dt−

∫︂ T

·
Zα,β,1dB,

Y α,β,2 = g2(XT ) +

∫︂ T

·

(︁
h2 +

1

2
|β|2 + Zα,β,2(α +

β√︁
1 + |β|2

)
)︁
dt−

∫︂ T

·
Zα,β,2dB.

Accordingly, we introduce the Lagrangians

L1(a, b, z1) =
1

2
|a|2 + z1(a+

b√
1 + b2

),

L2(a, b, z2) =
1

2
|b|2 + z2(a+

b√
1 + b2

).
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For fixed z = (z1, z2) the static game with payoffs L1(·, ·, z1), L2(·, ·, z2) has a unique Nash
equilibrium given by

a∗(z) = −z1,
b∗(z) = ϕ−1(−z2),

where ϕ : R → R is given by ϕ(b) = b(1 + b2)3/2. Setting Li(z) = Li(a∗(z), b∗(z), z), we have

L1(z) = −1

2
|z1|2 + z1

ϕ−1(−z2)√︁
1 + |ϕ−1(−z2)|2

,

L2(z) =
1

2
|ϕ−1(−z2)|2 − z2z1 + z2

ϕ−1(−z2)√︁
1 + |ϕ−1(−z2)|2

So, we pose the BSDE

Y· = g(X·) +

∫︂ T

·
f(·, Z)dt−

∫︂ T

·
ZdB, (4.1)

where f(t, ω, z) = (L1(z) + h1t (ω), L
2(z) + h2t (ω)).

Proposition 4.1. The BSDE (4.1) has a unique solution (Y,Z) ∈ S∞ × bmo, and the pair
(a∗(Z), b∗(Z)) is a Nash equilibrium.

Proof. First, suppose that ξ = g(B) ∈ D1,∞. It is straightforward to check that f ∈ T(L, κ)
for some L and κ. Define f (k)(t, ω, z) = f(t, ω, π(k)(z)), where π(k) is as in the proof of
Proposition 3.8. Then f (k) ∈ T(L, κ) ∩ C. Let (Y (k), Z(k)) be the unique solution to the
Lipschitz BSDE

Y (k)
· = ξ +

∫︂ T

·
f (k)(·, Z(k))dt−

∫︂ T

·
Z(k)dB.

Recall that ψ(k)(z) = k
|z|ψ(

|z|
k
)z, where ψ is as in the proof of Proposition 3.8. In particular,

if we define g(k)(z) = ψ( |z|
k
), and also define l(z2) =

ϕ−1(−z2)√
1+ϕ−1(−z2)

, we can write

Y (k),1
· = ξ +

∫︂ T

·
Z(k),1 · Adt−

∫︂ T

·
Z(k),1dB = ξ +

∫︂ T

t

Z(k),2dB(k),

where

A = −1

2
|g(k)(Z(k))|2Z(k),1 + g(k)(Z(k))l(π(k),2(Z(k))), B(k) = B −

∫︂
Adt.
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In particular, we see that Y (k),1 is a martingale under an equivalent probability measure.
The same argument works for Y (k),2, leading to the estimate

sup
k

⃦⃦
Y (k)

⃦⃦
S∞ ≤C ∥ξ∥L∞ + ∥h∥S∞

Since |f (k),1(z)| ≤ |z1|2 + 1 + |h1|, a corresponding estimate on Z(k),1 follows from studying

the dynamics of exp
(︂
λY

(k),1
t

)︂
for large λ, as in the scalar case. Estimates on Z(k),2 can then

be obtained in a similar way, by considering the process exp
(︂
λY

(k),2
t

)︂
+ |Z(k),1

t |2. Thus we

arrive at the estimate

sup
k

(︁⃦⃦
Y (k)

⃦⃦
S∞ +

⃦⃦
Z(k)

⃦⃦
bmo

)︁
≤ C, C = C(∥ξ∥L∞ , ∥h∥S∞).

Thus by Proposition 3.9 (actually a slight generalization, see remark 3.10), we have a solution
(Y, Z) ∈ S∞ × bmo to (4.1), which satisfies

∥Y ∥S∞ + ∥Z∥bmo ≤ C, C = C(∥ξ∥L1,∞).

The same approximation argument appearing in the proof of Theorem 3.5 now allows us to
remove the assumption that ξ ∈ D1,∞. Uniqueness is given by Corollary 3.11. Finally, that
(α∗, β∗) = (a∗(Z), b∗(Z)) is a Nash equilibrium follows as in the proof of Proposition 3.6 of
[XŽ18]. This completes the proof.
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