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A B S T R A C T 

We present the joint analysis of Neutral Hydrogen (H I ) Intensity Mapping observations with three galaxy samples: the Luminous 
Red Galaxy (LRG) and Emission Line Galaxy (ELG) samples from the eBOSS surv e y, and the WiggleZ Dark Energy Surv e y 

sample. The H I intensity maps are Green Bank Telescope observations of the redshifted 21cm emission on 100 deg 

2 co v ering the 
redshift range 0.6 < z < 1.0. We process the data by separating and removing the foregrounds present in the radio frequencies 
with FASTI ICA . We verify the quality of the foreground separation with mock realizations, and construct a transfer function to 

correct for the effects of foreground removal on the H I signal. We cross-correlate the cleaned H I data with the galaxy samples and 

study the o v erall amplitude as well as the scale dependence of the power spectrum. We also qualitatively compare our findings 
with the predictions by a semianalytical galaxy evolution simulation. The cross-correlations constrain the quantity �H I b H I r H I , opt 

at an ef fecti ve scale k eff , where �H I is the H I density fraction, b H I is the H I bias, and r H I , opt the g alaxy–h ydrogen correlation 

coefficient, which is dependent on the H I content of the optical galaxy sample. At k eff = 0 . 31 h Mpc −1 we find �H I b H I r H I , Wig = 

[0 . 58 ± 0 . 09 (stat) ± 0 . 05 (sys) ] × 10 
−3 for GBT-WiggleZ, �H I b H I r H I , ELG = [0 . 40 ± 0 . 09 (stat) ± 0 . 04 (sys) ] × 10 

−3 for GBT- 
ELG, and �H I b H I r H I , LRG = [0 . 35 ± 0 . 08 (stat) ± 0 . 03 (sys) ] × 10 

−3 for GBT-LRG, at z � 0.8. We also report results at k eff = 

0 . 24 and k eff = 0 . 48 h Mpc −1 . With little information on H I parameters beyond our local Universe, these are amongst the most 
precise constraints on neutral hydrogen density fluctuations in an underexplored redshift range. 

Key words: methods: statistical – galaxies: evolution – cosmology: observations – large-scale structure of Universe – radio lines: 
galaxies . 

1

T
p
e  

g  

a  

U  

f  

H  

S  

2
 

g
s
i  

f
r

�

(

e  

a
c  

i  

i  

2  

S  

e  

a
i  

h  

G  

i  

s  

v
o  

(  

H

©
P

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/510/3/3495/6460508 by M
IT Libraries user on 16 Septem

ber 2022
 INTRODUCTION  

he redshifted 21-cm emission from neutral hydrogen (H I ) gas 
ro vides an alternativ e view into the structure, dynamics, and 
volution of g alaxies. H I g as is the fundamental fuel for molecular
as and star formation and plays an essential role in galaxy formation
nd evolution and models thereof. Blind H I surv e ys of the local
niv erse pro vide constraints on the H I abundance via the H I mass

unction (Zwaan et al. 2003 ; Jones et al. 2020 ) and the global
 I abundance �H I = (4 . 3 ± 0 . 3)10 −4 H 0 / 70 (Martin et al. 2010 ).
pectral stacking techniques have also been used (see e.g. Hu et al.
019 and references therein). 
Targeted deep surv e ys inv estigate the H I scaling relations with

alaxy properties such as stellar mass, star formation activity, or 
tar formation efficiency with multiwavelength data. It has been 
nferred that cold gas properties are tightly related to their star-
orming properties and less to their morphology, with scatter on the 
elations being driven by inflows mechanisms and dynamics (Chen 
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t al. 2020 ; Cook et al. 2019 ). H I gas mass has been found to strongly
nticorrelate with stellar mass, particularly when traced by NUV–r 
olour (Catinella et al. 2018 ). Multiple studies on the H I deficiency
n high-density regions such as the VIRGO cluster confirm the high
mpact of environment on atomic gas abundance (see Cortese et al.
011 ; D ́enes, Kilborn & Koribalski 2014 ; Reynolds, Westmeier &
tav ele y-Smith 2020 ). Bok et al. ( 2020 ) studied environmental
ffects using an infrared selected sample of H I detections finding
 reduced scatter in scaling relations for isolated galaxies. Some 
nv estigations hav e been made into the relation between H I and its
ost halo mass to constrain a H I halo occupation distribution, see e.g.
uo et al. ( 2020 ) or Paul, Choudhury & Paranjape ( 2018 ). The most

mportant limitations of all blind and targeted H I surv e ys are their
ensitivity limitations on relatively H I -rich galaxy samples, as well as
olume-limited sample sizes. Additionally, there is little information 
n H I abundances and scaling relations beyond our local Universe
Crighton et al. 2015 ; Padmanabhan, Choudhury & Refregier 2016 ;
u et al. 2019 ). 
The technique of H I intensity mapping has been proposed to

erform fast observations of very large cosmic volumes in a wide
edshift range. Intensity mapping does not rely on detecting individ- 
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al galaxies, but instead measures the integrated redshifted spectral
ine emission without sensitivity cuts in large voxels on the sky,
hith the voxel volume determined by the radio telescope beam and

requency channelization (see e.g. Battye, Davies & Weller 2004 ;
hang et al. 2008 ; Mao et al. 2008 ; Peterson et al. 2009 ; Wyithe &
oeb 2009 ; Chang et al. 2010 ; Seo et al. 2010 ; Ansari et al. 2012 ).
sing the H I signal as a biased tracer for the underlying matter
istribution, it is possible to probe the large-scale structure of the
niverse, and constrain both, global H I properties and cosmological
arameters. Particularly, the amplitude of the H I intensity mapping
lustering signal scales with the global H I energy density �H I and
an constrain it for various redshifts. 

The next few years will see data from a number of H I intensity
apping experiments, for example the proposed MeerKLASS survey

t the Square Kilometre Array (SKA) precursor MeerKAT (Santos
t al. 2017 ; Wang et al. 2021 ), an H I surv e y at the 500-m dish
elescope FAST (Hu et al. 2020 ), and multiple surv e ys with the SKA
sing the single-dish mode of operation (Battye et al. 2013 ; Bull et al.
015 ; Santos et al. 2017 ; SKA Cosmology SWG et al. 2020 ). Other
nternational experiments include the CHIME project (Bandura et al.
014 ), HIRAX (Newburgh et al. 2016 ), and Tianlai (Li et al. 2020 ;
u et al. 2021 ). 
The observed intensity maps suffer from foreground contami-

ation from Galactic and extragalactic sources. Our own Galaxy
mits high synchroton and free–free emission up to three orders
f magnitude brighter than the redshifted 21-cm line (Matteo et al.
002 ), which need to be subtracted from the data (see e.g. Wolz
t al. 2014 ; Alonso et al. 2015 ; Oli v ari, Remazeilles & Dickinson
016 ; Shaw et al. 2015 ; Cunnington et al. 2019 ; Carucci, Irfan &
obin 2020 ). To-date, the intensity mapping signal has not been
etected in autocorrelation due to calibration errors, radio frequency
nterference, residual foregrounds, and noise systematics (Switzer
t al. 2013 , 2015 ; Harper et al. 2018 ; Li et al. 2021 ). The impact
f the contaminations can be reduced by cross-correlating the H I

ignal with optical surv e ys. The first successful detection with Green
ank Telescope (GBT) data has been achieved at 0.6 < z < 1.0
sing the cross-correlations with the DEEP2 surv e y (Chang et al.
010 ), followed by the cross-correlations with the WiggleZ Dark
nergy surv e y (Masui et al. 2013 ). The GBT-WiggleZ correlations
t z = 0.8 have constrained the combination of the H I abundance �H I 

nd linear H I bias b H I , finding �H I b H I r H I , Wig = [4 . 3 ± 1 . 1] × 10 −4 ,
here r H I , Wig is the galaxy-H I cross-correlation coefficient. The

ignificance of detection was 7.4 σ for the combined 1 and 15 h
elds observations (Masui et al. 2013 ). 
More recently, the Parkes radio telescope reported a cross-

orrelation detection at z � 0.1 using galaxies from the 2dF surv e y
Anderson et al. 2018 ). In this study, upon dividing the galaxies
nto red and blue colours, a drop in amplitude on small scales
as detected for the red sample. This result is in agreement with

forementioned studies on H I in dense environments as well as
ith theoretical predictions on the H I -galaxy cross-correlation of
 correlation coefficient dependent on the H I content of the optical
alaxy sample (Wolz et al. 2016a ). Additionally, it is also predicted
hat the amplitude of the shot noise on the cross-power spectra scales
ith the averaged H I mass of the galaxy sample (Wolz, Blake &
yithe 2017 ). 
In this work, we present the analysis of the extended and deepened

-h field observations from the previous study in Masui et al.
 2013 ). We apply the foreground subtraction technique FASTI ICA
s outlined in Wolz et al. ( 2016b ) and, for the first time, construct
he FASTI ICA transfer function using mock lognormal simulations.

e cross-correlate the H I intensity mapping data with three distinct
NRAS 510, 3495–3511 (2022) 
alaxy samples, the Emission Line Galaxy (ELG) and Luminous
ed Galaxy (LRG) samples from the eBOSS surv e y (Raichoor et al.
020 ; Ross et al. 2020 ; Alam et al. 2021 ) as well as the previously
onsidered WiggleZ surv e y (Blake et al. 2011 ). This leads to a robust
onfirmation of detection with multiple galaxy samples, as well as
 first attempt to quantify the cross-correlation coefficient between
 I and the galaxy sample properties. We also qualitatively compare
ur measurements with predictions from the semianalytical galaxy
volution model D ARK SA GE (Stevens, Croton & Mutch 2016 ) to
nvestigate the H I contents of the samples. Finally, we use the cross-
orrelation measurements to constrain the quantity �H I b H I r H I , opt ,
nd also provide estimates for �H I using external estimates for b H I 
nd r H I , opt . 

The paper is organized as follows: In Section 2, we describe the
BT intensity maps, and the WiggleZ and eBOSS galaxy samples.
e also give a brief description of our simulations. In Section 3,
e outline the application of the FASTI ICA technique to the GBT
aps, as well as the construction of the foreground transfer function.

n Section 4, we present and discuss our cross-correlation results. In
ection 5, we derive the H I constraints. We conclude in Section 6.
he appendix contains details on our mock galaxy selection in
ppendix A as well as figures of our covariance analysis in Section B.

 DESCRIPTION  OF  DATA  PRODUCTS  

.1 Green Bank Telescope intensity maps 

he H I intensity mapping data from the Green Bank Telescope
GBT) used in this study is located in the 1-h field of the WiggleZ
ark Energy surv e y at right ascension 5.43 ◦ < RA < 18.9 ◦

nd declination −2.55 ◦ < Dec. < 4.8 ◦. This field was observed
ith the receiver band at 700 < ν < 900 MHz , which results in
 21-cm redshift range of 0.6 < z < 1.0. The data are divided
nto N ν = 256 frequency channels with width δν = 0 . 78 MHz,
fter rebinning from the original 2048 correlator channels. The
bservational spatial resolution of the maps, quantified by the full
idth half maximum (FWHM) of the GBT telescope beam, evolves

rom FWHM ≈ 0 . 31 deg at ν = 700 MHz to FWHM ≈ 0 . 25 deg at
= 900 MHz . The maps are pixelized with spatial resolution angle

f δθ ≈ δφ = 0 . 067 deg , which results in N RA = 217 pixels in
ight ascension and N Dec. = 119 pixels in declination. The pixel
ize was chosen such that approximately 4 pixels cover the beam
t mid-frequency ν ≈ 800 MHz, and the instrumental noise can
e approximated as uncorrelated between pixels. The maps are an
 xtended v ersion of the pre viously published observ ations described
n Masui et al. ( 2013 ) with added scans to increase the area to
00 deg 2 and surv e y depth to 100 h total integration time collected
rom 2010–2015. The details on Radio Frequency Interference (RFI)
agging, calibration, and map making procedures can be found in
asui et al. ( 2013 ), Switzer et al. ( 2013 ), and Masui ( 2013 ). 
As described in previous studies, the GBT intensity maps suffer a

umber of instrumental systematic effects. To reduce the impact of
he systematic effects, the following measures have been taken: 

(i) RFI and resonance: The data are contaminated by RFI and two
elescope resonance frequencies. Fig. 1 shows the mean absolute
emperature of each channel as a function of redshift. The red line
hows the initial data with strong RFI contamination at the lowest
edshift as well as towards the highest redshift end. The RFI flagging
auses an o v erall signal loss of ≈ 11 per cent , more details on the
FI flagging process can be found in Switzer et al. ( 2013 ). The

wo telescope resonances can be seen at ν = 798 and ν = 817 MHz
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Figure 1. Mean of the absolute temperature of the GBT intensity maps as a function of redshift, binned into 256 frequency channels. The solid lines represent 
the mean o v er the 4 GBT seasons with original data (red), the FASTICA foreground subtracted data with N IC = 36 (purple), and the masked, F ISTICA foreground 
subtracted data with N IC = 36 (yellow). The faded purple and yellow lines indicate the individual seasons. The green dotted line represents the analytical 
brightness temperature prediction from equation (1), the pink dashed line the averaged temperature of the lognormal simulations used for the foreground removal 
transfer function (see Section 3 for details), and the teal dashed line the numerical prediction from the DARK SAGE simulation described in Section 2. 
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hich corresponds to the dips in amplitude seen at z = 0.78 and z =
.74. To minimize these effects, we dismiss the lowest 30 channels in
edshift and the intervals around the resonances before the foreground 
emoval. 

(ii) Sub-seasons: The time-ordered data is divided into 4 seasons 
 A , B , C , D } . Thermal noise is uncorrelated between these seasons,
hich have been chosen to have similar integration depth and co v er-

ge (Switzer et al. 2013 ). More specifically, the Gaussian sampling 
oise and time-dependent RFI in each season are independent, how- 
 ver, observ ational systematics in seasons can correlate. The individ- 
al season data is shown as faded purple and yellow lines in Fig. 1 . 

(iii) Masking: The noise properties are highly anisotropic towards 
he spatial edges of the map due to the scanning strategy and resulting
nisotropic surv e y depth. We therefore mask out 15 pix els per
ide, which significantly reduces residual anisotropic noise in the 
oreground subtracted maps. About an order of magnitude decrease 
f the mean temperature of the maps is found comparing the original
nd masked foreground subtracted data marked by the purple and 
ellow lines in Fig. 1 . The solid purple and yellow lines show the
ignal averaged over the four seasons, and the faded lines around 
hem show the individual seasons. 

(iv) Beam: The beam of the instrument can be approximated by a 
ymmetric Gaussian function with a frequency-dependent FWHM 

ith maximum FWHM max ≈ 0 . 31 deg . In order to aid the data
nalysis as well as to minimize systematics caused by polarization 
eakage of the receiver (Switzer et al. 2013 ), we convolve the data
o a common Gaussian beam with FWHM = 1 . 4 FWHM max , which
esults in an angular resolution of FWHM = 0 . 44 deg . This strategy
s adopted as polarization leakage is considered the most significant 
ontaminant in the data. Ho we ver, we ackno wledge that this would
ot be an optimal strategy to mitigate effects of beam chromaticity, 
s shown in Spinelli et al. ( 2022 ). 

Fig. 1 shows that even after applying these measures and removing 
oregrounds modelled by 36 Independent Components, the mean 
emperature of the H I maps is about an order of magnitude higher
han the theoretically predicted H I brightness temperature. We model 
his following Chang et al. ( 2010 ) and Masui et al. ( 2013 ) as 

 H I ( z) = 0 . 29 
�H I 

10 −3 

(
�m + �	 (1 + z) −3 

0 . 37 

)−0 . 5 (
1 + z 

1 . 8 

)0 . 5 

mK 

(1) 

hich is shown as the green dotted line. We are unable to directly
etect the H I signal with our current pipeline in this systematics
ominated data. 

.2 Galaxy samples 

n this study, we consider three galaxy samples o v erlapping with the
 I intensity maps in the 1 h field. We use the WiggleZ Dark Energy
urv e y galaxy sample based on Blake et al. ( 2011 ) as previously
resented in Masui et al. ( 2013 ). And, for the first time, we use
he SDSS Emission Line Galaxy (ELG) and Luminous Red Galaxy 
LRG) sample of the eBOSS surv e y (DR16) for the H I -galaxy cross-
orrelation analysis. 

In Fig. 2 , we show the spatial footprint of each surv e y in the 1-h
eld, where dark patches indicate unobserved regions and the red 

ines mark the edge masking as part of the systematics mitigation of
he GBT data. The LRG and WiggleZ samples both have a reduced
patial o v erlap with the GBT data as it has unobserv ed re gions,
o we ver, since we introduce the red mask, this effect is somewhat
iminished. The ELG sample has the most complete o v erlap with
he GBT data. 
WiggleZ – The WiggleZ galaxies are part of the WiggleZ Dark 

nergy Surv e y (Drinkwater et al. 2010 ), a large-scale spectroscopic
urv e y of emission-line galaxies selected from UV and optical
maging. These are active, highly star-forming objects, and it has 
een suggested that they contain a large amount of H I gas to fuel
heir star formation. The selection function (Blake et al. 2010 ) has
ngular dependence determined primarily by the UV selection, and 
edshift co v erage fa v ouring the z = 0.6 end of the radio band. The
MNRAS 510, 3495–3511 (2022) 
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Figure 2. Spatial footprint of the galaxy samples. From top to bottom: 
WiggleZ, ELG, and LRG samples. The surv e y window is binned on the same 
spatial pixelization as the GBT data with pixel size of δθ = δφ = 0 . 067 deg . 
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Figure 3. Galaxy density distribution with redshift. The solid lines represent 
the mean of the random catalogues used to determine the selection function, 
and the markers show the data points of the samples. 
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alaxies are binned into volumes with the same pixelization as the
adio maps and divided by the selection function, and we consider
he cross-power with respect to optical o v erdensity. 
eBOSS ELG – The extended Baryon Oscillation Spectroscopic

urv e y (eBOSS; Dawson et al. 2016 ), is part of the SDSS-IV
xperiment (Blanton et al. 2017 ), and has spectroscopically observed
73 736 ELGs in the redshift range 0.6 < z < 1.1 (Raichoor et al.
020 ). Targets were colour selected from the DECaLS photometric
urv e y, with an algorithm designed to select O II emitting galaxies
ith high star formation rates. Spectra were then obtained using

he BOSS spectrographs (Smee et al. 2013 ) mounted on the 2.5-
 Sloan telescope (Gunn et al. 2006 ). Details of the sample,

ncluding standard baryon acoustic oscillation (BAO) and redshift
pace distortion (RSD) measurements can be found in Raichoor et al.
 2020 ), Tamone et al. ( 2020 ), and de Mattia et al. ( 2021 ). 
eBOSS LRG – Luminous Red Galaxies were observed by eBOSS

rom a target sample selected (Prakash et al. 2015 ) from SDSS
NRAS 510, 3495–3511 (2022) 
R13 photometric data (Albareti et al. 2017 ), combined with infrared
bservations from the WISE satellite (Lang, Hogg & Schlegel 2016 ).
his sample was selected to be composed of large, old, strongly
iased galaxies, typically found in high-mass haloes. In total, the
ample contains 174 816 LRGs with measured redshifts between 0.6
 z < 1.0. In our analysis, we do not combine the eBOSS LRGs
ith the z > 0.6 BOSS CMASS galaxies as in the standard BAO

nd RSD measurements (Bautista et al. 2020 ; Gil-Marin et al. 2020 ).
ossible systematics related to the eBOSS LRG sample have been
uantified via realistic N -body-based mocks in Rossi et al. ( 2021 ).
he cosmological interpretation of the BAO and RSD results from
ll eBOSS samples was presented in Alam et al. ( 2021 ). 

Fig. 3 shows the galaxy density distribution with redshift, N ( z),
here we binned the data according to the frequency bins of the GBT

ntensity mapping data. This implies that the bin size is constant in
requency rather than redshift, and the co-moving volume of the
ins evolves with redshift. The line-of-sight resolution is very high
ith an average redshift bin size of δz ≈ 0.0016. The galaxy density
ormalization has taken into account the evolving co-moving volume
f the bins. We can see that both the WiggleZ galaxy and eBOSS
RG samples peak towards the low-redshift end of the data, around z
0.6, and that the density of the LRGs drops significantly faster with

edshift compared to the other samples. The eBOSS ELG distribution
s at higher redshift and peaks around z ∼ 0.8 with a significant signal
ensity at the highest redshift z ∼ 1.0. As the low-redshift end of
he intensity maps is significantly contaminated by RFI, we lose the
eak of the LRG and WiggleZ sample in the cross-correlation. The
otal number of galaxies for the samples is significantly reduced from
 Wig, all = 7445, N LRG, all = 5632, and N ELG, all = 15553 to N Wig =
815, N LRG = 3281, and N ELG = 8534, respectively. 

.3 Simulations 

n order to examine the underlying astrophysics of H I -galaxy cross-
orrelations, we use the online service ‘Theoretical Astrophysical
bservatory’ (TAO) 1 to create a mock galaxy catalogue. We create

he galaxy distribution using the semianalytical galaxy formation
odel D ARK SA GE (Stevens et al. 2016 ) run on the merger trees of

he Millennium simulation (Springel, Frenk & White 2006 ) with box
f comoving side length of 500 Mpc h 

−1 . D ARK SA GE is a modified
ersion of SAGE (Croton et al. 2006 ), which includes a pressure-

art/stab3621_f2.eps
art/stab3621_f3.eps
https://tao.asvo.org.au/
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SAGE simulation as a function of redshift. 

Figure 5. The H I mass M H I of our mock galaxy light-cone as a function of 
galaxy colour, (NUV − r ). The full light-cone of N = 8.7 × 10 6 galaxies 
with M ∗ > 10 8.5 M sun spanning 0.6 < z < 1.0 is represented in grey, and the 
galaxy samples in coloured dots. 
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ased description of the atomic and molecular gas components of 
he cold gas based on an advanced computation of disc structure
nd cooling processes. D ARK SA GE is calibrated to reproduce the
tellar, H I and H 2 mass functions as well as the fraction of H I to
tellar mass as a function of stellar mass as observed at z = 0. For
ore details, we refer the reader to Stevens et al. ( 2016 ). In our study,
e create a light cone with the same surv e y geometry co v ering the

edshift range 0.6 < z < 1.0, and the same spatial and redshift binning
s the GBT data. 

We post-process the galaxy catalogue from TAO to create H I 

ntensity maps as well as the three optical galaxy samples. We apply
he same resolution-moti v ated mass cut as in Stevens et al. ( 2016 )
nd only use galaxies with M ∗ > 10 8.5 M sun for our analysis. This
ight be a slightly conserv ati ve choice compared to, for example,
pinelli et al. ( 2020 ), but the specific purpose of this simulation is

o examine the H I content of the galaxy samples rather than the
niversal properties of the H I maps. Furthermore, Spinelli et al. 
 2020 ) showed that for low-redshift observations, resolution effects 
f Millennium-based simulations are negligible for k < 1 h Mpc −1 . 
For the H I intensity maps, we sum the H I mass M i , H I of

ll galaxies falling into the same pixel i with spatial dimension 
φ = δθ = 0 . 067 deg and the same frequency bins as the data, where
e also include redshift space distortions via line-of-sight peculiar 
elocities of the galaxies. We transform the maps in brightness 
emperature using 

 H I ( x i ) = 

3 A 12 � c 
3 

32 πm H k B ν
2 
H I 

(1 + z i ) 2 

H ( z i ) 

M i, H I 

V pix 
, (2) 

ith � the Planck constant, k B the Boltzmann constant, m H the 
ydrogen atom mass, νH I the rest frequency of the H I emission line,
 the speed of light, A 12 the transition rate of the spin flip, and V pix the
o-moving volume of the pixel at mid-redshift. We also remove the 
ean temperature T̄ H I of each map to create temperature fluctuation 
aps, also referred to as o v ertemperature maps. We then convolv e

he resulting maps with a Gaussian beam with FWHM = 0 . 44 deg . 
Based on our galaxy light-cone catalogue, we additionally create 

ptical, near-infrared, and UV band emissions for each galaxy with 
he spectral energy distribution (SED) module of TAO, using the 
habrier initial mass function (Conroy & van Dokkum 2012 ). The 
ED is based on the star formation history primarily dependent on 
tellar mass, age, and metallicity of each galaxy. Galaxy photometry 
s applied after the construction of the SED. In our case, we use the
DSS filter { g , r , i , z} , and the Galex near ultraviolet filter NUV and
UV, as well as the near-infrared filter IRAC1 as an approximation 
or the WISE filter W 1. 

We apply the same observational colour cuts to the simulated 
ight-cone to create mock galaxy samples resembling the eBOSS 

RG, eBOSS ELG, and WiggleZ selections, following the approach 
n Wolz et al. ( 2016a ). Details on the target selection are given in
ppendix A. 
In Fig. 4 , we show the redshift distribution of the resulting mock

alaxy samples from the semianalytical simulation. We note that the 
 v erall galaxy numbers are off by several factors as there are many
bservational subtleties that cannot be replicated by our approach. In 
ddition, the eBOSS ELG-like sample peaks at slightly lower redshift 
round z ∼ 0.7 compared to the actual data. Ho we ver, we can see
hat the o v erall trends of the galaxy redshift distribution are present
n our mock samples, and we believe that they qualitatively sample 
he respective galaxy types and allow us to investigate the relation 
etween galaxy types and their H I abundance. In this work, we use
he simulation to qualitatively study the predicted H I abundance in 
he galaxy samples and examine their impact on the cross-correlation 
ower spectrum. P articularly, we inv estigate the non-linear shape the
orrelations and the amplitude of the predicted cross-shot noise. 
e only perform qualitative rather than quantitative comparisons 

etween the power spectra of the semianalytical simulation and the 
ata. 
In Fig. 5 , we present the galaxy colour to H I mass diagram, where

e use the combination of Galex -NUV and SDSS- r filter to project
he galaxies on to the red–blue colour scale. The NUV- r colour
ivision has been shown to be a good proxy for the star formation
ctivity of the objects, see e.g. Cortese et al. ( 2011 ). We can see that
ll three samples occupy different spaces in the colour diagram with
iggleZ galaxies testing the bluest, most highly star-forming objects 

hat are also rich in H I gas. The ELG sample contains slightly less
lue systems with lower star formation and also spanning a wider
ange of H I masses. The LRG selection incorporates objects more
ed in colour, ho we ver, since objects are supposed to be large and
uminous enough for detection at such high redshift, these are still
elatively H I rich. 

 FOREGROUND  SUBTRACTION  

.1 FASTICA 

ast Independent Component Analysis ( FASTICA ; Hyv ̈arinen 1999 )
s one of the most popular methods for 21-cm foreground cleaning
nd has been tested on simulated data (Chapman et al. 2012 ; Wolz
MNRAS 510, 3495–3511 (2022) 
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t al. 2014 ; Cunnington et al. 2019 ) as well as real data from the
BT (Wolz et al. 2016b ) and LOFAR (Hothi et al. 2020 ). As with
ost fore ground remo val methods, FASTICA e xploits the fact that

he foregrounds dominated by synchrotron and free–free emission
moothly scale in the line-of-sight direction (frequency) (Oh & Mack
003 ; Seo et al. 2010 ; Liu & Tegmark 2011 ), whereas the H I signal
rom the large scale structure follows a near-Gaussian approximation
ith frequency. We apply FASTICA to the GBT intensity mapping
ata cube in order to remo v e the foregrounds and non-Gaussian
ystematics and noise. We provide a brief summary of the method
ere, and refer the interested reader to Wolz et al. ( 2014 , 2016b ) for
ore details. 
FASTICA is a blind component separation method designed to

ivide a mixture of signals into its individual source components,
ommonly referred to as the ‘Cocktail Party problem’. It operates on
he assumption that the observed signal is composed of statistically
ndependent sources which are mixed in a linear manner. More
pecifically, the technique solves the linear problem 

x = A s + ε = 

N IC ∑ 

i= 1 

a i s i + ε, (3) 

here x is the mixed signal, s represents the N IC independent
omponents (ICs), and A the mixing matrix. ε is the residual of the
nalysis. The amplitude of each IC s i is given by the mixing modes a i .
ASTICA separates the signal into components by using the Central
imit theorem, such that the non-Gaussianity of the probability
ensity function of each IC is maximized. This implies that FASTICA
y definition only incorporates data into A s that will maximize the
on-Gaussianity. The residual ε is obtained by subtracting the N IC 

omponents from the original data and this should contain mostly
aussian-like signal. 
In our application of FASTICA , the input data is of dimension
 pix × N ν and the algorithm constructs the mixing matrix A with
imension N IC × N ν and the ICs s with dimension N pix × N IC . 
FASTICA incorporates any features with frequency correlation,

uch as point sources, diffuse foregrounds and non-Gaussian noise
nd systematics into the ICs. It also identifies frequency-localized
FI contributions with weak correlations, as they usually exhibit

trong non-Gaussian spatial features. The residual of the component
eparation should, in theory, only contain the H I signal and the
aussian telescope noise. 
The number of ICs ( N IC ) used in the component separation is a free

arameter and cannot be determined by FASTICA . In the following
ub-sections, we carefully examine the sensitivity of the foreground-
ubtracted data to different choices of N IC , ensuring that our results
o not depend on this choice. 

.2 Transfer function 

 ore ground subtraction with FASTICA and its applications to sim-
lations has been thoroughly investigated by many studies (Wolz
t al. 2014 ; Alonso et al. 2015 ; Asorey et al. 2020 ; Cunnington et al.
021 ), but the vast majority of simulations published to date have
een highly idealized and do not included any instrumental effects
ther than Gaussian noise. In this idealized setting, FASTICA has
een found to very ef fecti vely remove foregrounds for low numbers
f ICs starting from N IC = 4. We note that these numbers also depend
n the sophistication of the foreground models, e.g. see Cunnington
t al. ( 2021 ) for N IC > 4 in the case where polarization leakage is
ncluded in the simulations. 
NRAS 510, 3495–3511 (2022) 
FASTICA applied to systematics dominated data can ef fecti vely
emo v e non-Gaussian and anisotropic systematics (Wolz et al.
016b ), as well as the astrophysical foregrounds. This means that for
ncreasing N IC , the algorithm incorporates more subtle signals as well
s more local features into the components. This can significantly
educe the presence of noise and systematics in the data, ho we ver, it
ould also lead to H I signal loss. 

In the following, we investigate the signal loss for different num-
ers of N IC in the presence of systematics and use the methodology
resented in Switzer et al. ( 2015 ) to construct the transfer function
o correct for H I signal loss. In absence of a telescope simulator
or the (unknown) systematics, we obtain the transfer function by
njecting mock H I signal from simulations into the observed maps
efore foreground removal. We then process the combined maps with
ASTICA , and determine the H I signal loss by cross-correlating the
leaned maps with the injected H I simulation. In order to reduce
oise, we use the average of 100 H I realizations and we also
ubtract the cleaned GBT data from the combined data before cross-
orrelating with the injected signal. We describe the process in detail
elow: 

(i) We create N m = 100 mock simulations m i of lognormal halo
istributions using the PYTHON package POWERBOX (Murray 2018 )
ith a halo mass limit of M h , min = 10 12.3 M � h −1 . 
(ii) We populate each dark matter halo with a H I mass following

 simple H I halo mass relation as in Wolz et al. ( 2019 ). 
(iii) We grid the H I mass of each halo to the same spatial and

requency resolution as the GBT data at median redshift z ≈ 0.8. 
(iv) We convert the H I grid into brightness temperature T H I using

quation (1), re-scale the o v erall av eraged temperature to the same
rder of magnitude as the theory prediction with �H I = 0.5 × 10 −3 ,
nd convolve the data with a constant, symmetric Gaussian beam
ith FWHM = 0 . 44 deg . 
(v) We add each mock H I brightness temperature realization m i 

o each GBT season j ∈ { A , B , C , D } of the GBT data to create
ombined cubes ( d j + m i ). 

(vi) We run FASTICA with q number of independent components
n each sub-data set as ICA q ( d j + m i ), where q ∈ { 4, 8, 20, 36 } . 
(vii) We subtract the original, cleaned GBT data cube to obtain

he cleaned mock simulations ˜ m 

j 

qi = ICA q ( d j + m i ) − ICA q ( d j ) for
ach realization i , each GBT season j and each choice of foreground
emoval N IC = q . 

A comparison of the amplitudes and shapes of the auto-power
pectrum of the foreground cleaned injected mock ˜ m 

j 

qi and auto-
ower spectrum of the original mock m i measures the H I signal loss
f the power spectrum through the foreground remov al. Ho we ver, in
his study, we are interested in quantifying the H I signal loss through
oreground subtraction on the cross-correlation power spectrum with
alaxy surv e ys. In order to approximate this effect, we examine the
ross-power spectrum of the foreground removed mock ˜ m 

j 

qi with the
riginal mock m i , where the original mock acts as approximate of
he galaxy field with cross-correlation coefficient equal to unity. We
efine the signal loss function � per season j for different q = N IC 

v eraged o v er all realizations as 

 
j 
q ( k ) = 

∑ N m 
i P 

(
˜ m 

j 

q,i , m i 

)
( k ) ∑ N m 

i P ( m i )( k ) 
. (4) 

n an ideal situation without any signal loss, � 
j 
q ( k) is equal to unity

cross all scales. Note that here, � is defined as the H I signal loss
unction on the H I -galaxy cross-correlation. 
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Figure 6. The signal loss function � ( k ) for the foreground subtraction 
with FASTICA for different numbers of ICs N IC . Note that � = 0.8 means 
20 per cent signal loss. We show the the individual seasons { A , B , C , D } to 
highlight the sensitivity of the transfer function to the individual season- 
dependent systematics. 
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In our analysis, the signal loss is corrected via the transfer function
f the cross-correlation defined as  

j 
q = ( � 

j 
q ) 

−1 . We show the signal
oss function in Fig. 6 . For all tested N IC , there is some significant
egree of signal loss ranging between 10 and 50 per cent on the 
argest scales k < 0 . 1 h Mpc −1 . This can be explained considering
he surv e y geometry, as these scales are mostly tested by line-of-sight
odes which are highly affected by diffuse foreground subtraction. 
ven for increasing numbers of ICs in the subtraction, the transfer

unction converges towards unity on smaller scales. Ho we ver, for
ery high number N IC = 36, there is signal loss on all scales of
he power spectrum. Note that the divergent behaviour from k > 

 h Mpc −1 is due to the effect of the beam on these scales, and they
re not considered in our final analysis. We can see that in general,
he amplitude of the transfer function of season B is somewhat higher
han the others, which suggests that this season might suffer more 
rom systematic effects. 

 POWER  SPECTRUM  RESULTS  

e use the inverse-noise weighted power spectrum estimator as 
escribed in Wolz et al. ( 2016b ). For the cross-correlation of two
racers a and b , that is: 

ˆ 
 
ab 
(

	 k l 
)

= 

V Re 
{ 

˜ δa 
(

	 k l 
)

· ˜ δb 
(

	 k l 
)∗} 

∑ N pix 
j= 1 w 

a 
(	 x j 

) · w 
b 
(	 x j 

) , (5) 

ith ̃  δ the Fourier transform of the weighted density field w( 	 x j ) δ( 	 x j )
f the tracer, N pix the total number of pixels, w( 	 x j ) the weighting
unction, and V the surv e y volume. F or H I intensity maps, w( 	 x j ) is
iven by the inverse noise map of each season. For galaxy surveys,
he total weighting factor is w( 	 x j ) = W ( 	 x j ) w opt ( 	 x j ), where w opt ( 	 x j )
s given by optimal weighting function w opt ( 	 x i ) = 1 / (1 + W ( 	 x i ) ×
¯
 P 0 ), with P 0 = 10 3 h 

−3 Mpc 3 , and the selection function W ( 	 x j ).
e derive the selection function for each sample from binning 

he random catalogues. The redshift evolution of these is shown 
s dashed lines in Fig. 3 , and the spatial footprint in Fig. 2 . We note,
hat we do not use any additional weighting functions for the galaxy
ower spectrum. 
Equation (5) holds for H I -auto, galaxy-auto, as well as H I –galaxy

orrelations. For galaxy power spectra, we additionally remo v e the 
hot noise weighted by the selection function as described in Blake 
t al. ( 2011 ). The 1D power spectra ˆ P ( k) are determined by averaging
ll modes with k = | 	 k | within the k bin width. 

In the following, we use ˆ P to indicate the estimated power 
pectrum, and P for the theory prediction. All power spectra are
stimated using the redshift range 0.62 < z < 0.95 with N ν = 190,
nd spatial resolution N RA = 187 and N Dec. = 89. We use the flat
ky approximation at mid-redshift z = 0.78, resulting in a volume
f V = 4.2 × 10 7 (Mpc/ h ) 3 . Note, that we do not correct for gridding
ffects with our power spectrum estimator since the power spectrum 

s dominated by the beam from k ∼ 1 h Mpc −1 . 

.1 H I power spectrum 

n this section, we present the H I power spectrum to visualize the
mpact of the foreground subtraction and the transfer function. In 
ig. 7 , we show the H I power spectrum in autocorrelation ˆ P 

i 
H I 

or each season i , as well as the cross-correlation between the
easons ˆ P 

ij 

H I for all investigated numbers of ICs N IC ∈ { 4, 8, 20,
6 } . We present the H I power spectrum with foreground subtraction
orrection, where we use  

2 
i as an approximation to correct the

uto-power spectrum i , and  i  j to correct for the cross-season
orrelation ij . As expected, the autopower spectrum is dominated 
y instrument noise whose amplitude is higher than the H I signal.
nlike other subtraction techniques like PCA, FASTICA cannot 

emo v e and mitigate effects of Gaussian telescope noise. Hence,
 
i 
H I can be used as an estimate for the noise present in the data and
e use the averaged autopower spectrum 

ˆ P 
auto 
H I , q ( k) = 

∑ 4 
i 

ˆ P 
i 
H I , q ( k) / 4

o estimate the error bars on the H I power spectrum as 

H I , q ( k) = 
ˆ P 

auto 
H I , q ( k) / 

√ 

2 N modes , (6) 

ith N modes the number of k modes sampled in the surv e y volume,
nd q the number of ICs, N IC . As we use the autocorrelation between
easons as proxy for the noise on the H I power spectrum, an extra
caling of 

√ 

2 is applied to the error between seasons. 
Another way to estimate the noise directly from the data, is using

he scatter between cross-season power spectra as noise estimate, 
nd we find that the standard deviation of cross-season is the same
rder of magnitude as the autopo wer spectrum, ho we ver, gi ven the
imited number of independent seasons, the autopower spectrum is 
uch less sensitive to sampling variance. For a comparison of these

wo approaches on the GBT data, please refer to fig. 8 of Wolz et al.
 2016b ). 

The cross-season power spectra contain a few ne gativ e data points,
hich are indicated by stars in Fig. 7 . This is the result of the high
oise properties in the map which can dominate certain scales. 
For the cross-season power spectra, we can see that the amplitude

f the spectra is starting to converge for increasing number of N IC on
ll scales. We are therefore confident that these two choices of ICs in
he foreground subtraction are removing sufficient foregrounds. We 
se N IC = 20 as a conserv ati ve choice with minimal H I signal loss,
nd possibly higher residual systematics and noise. Whereas N IC = 

6 is a more assertive choice in the subtraction resulting in lower
oise properties with higher levels of H I signal loss. 

.2 Galaxy power spectrum 

n Fig. 8 , we show the galaxy power spectra ˆ P g ( k) of our samples
n auto- as well as cross-correlation. Note that our power spectrum
stimator is not optimized for galaxy surv e ys and we do not use the
alaxy power spectra for a quantitative analysis. Only the autogalaxy 
MNRAS 510, 3495–3511 (2022) 
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Figure 7. The absolute value of the H I power spectrum of the GBT intensity maps for different number of ICs in the foreground subtraction. All power spectra 
are transfer function corrected. We show the autocorrelation between the seasons marked with crosses, and the season cross-correlation with circles. There are 
a fe w negati ve data points (indicated by stars), which demonstrate the high noise on the measurements. Note that these measurements are about an order of 
magnitude higher than theory predictions and should be treated as upper limits which is in agreement with Switzer et al. ( 2015 ). 

Figure 8. The galaxy power spectrum of the eBOSS LRG, eBOSS ELG, and 
WiggleZ samples. Top : The autopower spectra of the individual samples, with 
higher amplitude in the LRG sample and similar amplitudes of the ELG and 
WiggleZ samples, reflecting the different biases of the samples. Bottom: The 
cross-correlation between galaxy samples. We observe a drop in small-scale 
amplitude for the LRG–WiggleZ correlation. 
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ower spectra are shot noise remo v ed, as we do not assume a sample
 v erlap between galaxy surv e ys. 
The error bars on the autocorrelation are estimated as 

g ( k ) = 

1 √ 

N modes 

(
ˆ P g ( k ) + 

1 

n g 

)
, (7) 

here N modes is again the number of independent k modes in the
urv e y volume, and n g is the galaxy density of the samples, computed
s n g = N g / V , with N g the number of galaxies and V the surv e y
olume. The cross-galaxy error bars are estimated as 

ij 
g ( k ) = 

1 √ 

2 N modes 

√ √ √ √ ˆ P 

ij 
g ( k ) 2 + 

( 

ˆ P 
i 
g ( k ) + 

1 

n i g 

) ( 

ˆ P 

j 
g ( k ) + 

1 

n 
j 
g 

) 

. 

(8)

n the upper panel of Fig. 8 , we can see that the ELG and WiggleZ
amples are similarly biased across scales, with tentatively an
pposite trend in the scale-dependent behaviour. This result is in
greement with theory, as the WiggleZ and ELG samples trace
imilar populations of galaxies. The bias of the LRG sample is
ignificantly higher, which is again as expected as this sample traces
ore quiescent, early-type objects in denser environments. 
The lower panel of Fig. 8 shows the cross-correlation between

he galaxy samples, similarly to Anderson et al. ( 2018 ). The idea
eing that the bluer, star-forming samples (ELG and WiggleZ) trace
he dark matter in a similar manner to H I , therefore the shape of
he blue–red correlation power spectrum could also be used as a
ualitative estimate of the H I -LRG cross power spectrum. In our
ata, most notably, the WiggleZ-LRG power spectrum exhibits a
rop in amplitude for smaller scales which is not seen for the other
wo spectra. 

.3 H I -Galaxy power spectrum 

n Fig. 9 , we present the H I -galaxy cross-power spectra in absolute
ower for the three galaxy samples and different numbers of ICs in

art/stab3621_f7.eps
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Figure 9. The GBT H I intensity mapping cross-correlation with the galaxy 
samples for different numbers of ICs in the foreground subtraction. Note that 
all power spectra were estimated at the same k , and the staggered k values in 
the plots are for illustration purposes only. From top to bottom: H I -WiggleZ, 
H I -ELG, and H I -LRG cross-correlation power spectrum. 
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Figure 10. The GBT H I intensity mapping cross-correlation with the galaxy 
samples in comparison. Note that all power spectra were estimated at the 
same k , and the staggered k values in the plots are for illustration purposes 
only. 
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he foreground subtraction. The error bars on these power spectra are 
etermined by the errors on the galaxy sample, see equation (7), and
he H I data, see equation (6), combined as 

q 

g , H I ( k ) = 

1 √ 

2 N modes 

√ 

ˆ P 

q 

g , H I ( k ) 2 + 
ˆ P 

q 

H I ( k ) 

(
ˆ P g ( k ) + 

1 

n g 

)
, (9) 

ith q the number of ICs { 4, 8, 20, 36 } . We note that the H I data
rrors dominate the total cross-power error budget. We discuss errors 
nd covariances in more detail in Section 4.5 and Section B. 

We can see in all three panels of Fig. 9 , that the amplitude of the
ross-power signal is not v ery sensitiv e to the foreground removal
arameters within the error bars. We do not observe a drop in
mplitude with increasing numbers of ICs, and we are confident that
e correctly account for H I signal loss with our transfer function,
articularly, within the large errors of the GBT data. Generally, as the
mplitude of the noise of the GBT data is decreased with increasing
 IC , the detection of the signal becomes more statistically significant
nd the error bars decrease with increasing components remo v ed. In
ig. 10 , we show the cross-correlation of the three galaxy samples
or fixed N IC = 36 in comparison. 

The GBT-WiggleZ cross-correlation in the upper panel of Fig. 10 ,
s detected for both N IC = 20, 36 on scales 0 . 1 < k < 0 . 8 h Mpc −1 .
ualitatively, the middle panel showing the amplitude of the GBT–
LG correlation looks very similar, but the detection seems more 
oise dominated on the larger scales, around k ≈ 0.1 h Mpc −1 . The
BT–LRG correlation shown in the lowest panel demonstrates a 
etection of the signal for N IC = 36. At the smallest scales around
 ∼ 1 h Mpc −1 , the amplitude of the correlation signal drops off and
he power spectrum is highly noise dominated. Anderson et al. ( 2018 )
eported a drop in amplitude in the cross-correlation of the Parkes
 I intensity maps with the red sub-sample 2dF galaxies. Ho we ver,

he signal-to-noise ratio of the GBT–LRG measurements is not large 
nough to confirm this trend. 

The cross-correlation of WiggleZ-LRG galaxies as shown in Fig. 8 
upports that this would be an expected result for our data. The
egligible power of the correlation of the H I intensity maps with the
RG galaxy sample on small scales, implies that the LRG galaxies

hat contribute to these scales are H I deficient. The power spectrum
ignal on these scales originates from galaxy pairs most likely part
f the same halo in a dense cluster environment. The H I deficiency
f these types of quiescent galaxies has been predicted in theory and
bserved for the local Universe (Reynolds et al. 2020 ). Our work is
n indicator for this trend for cosmological times. 

We will make more quantitative estimates for the significance 
f the detections when we present our derived H I constraints in
ection 5. 

.4 Comparison to simulations 

e use our simulations for qualitative interpretation of our results. 
e use the same redshift range with z̄ ≈ 0 . 78 to estimate the

ower spectra of our mock data, ho we ver, we do not mask the
dges of the data which results in a bigger volume of V = 4.8 ×
0 7 (Mpc h −1 ) 3 . We do not include any noise and instrumental effects
MNRAS 510, 3495–3511 (2022) 
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Figure 11. The power spectra of our simulation suite. Top: The auto-galaxy 
power spectra of the three galaxy samples. The mock-ELG and WiggleZ 

power spectra are of similar amplitude, whereas the mock-LRG exhibits a 
higher bias, consistent with the data. Middle: The cross-galaxy power spectra 
of the mock samples. Similarly to the data, we see a possible drop in amplitude 
on smaller scales for the LRG–WiggleZ correlation. Bottom: The H I -galaxy 
cross-correlation, beam-convolved and with no beam to demonstrate the 
effect of the cross-shot noise. The dashed–dotted lines indicate the shot noise 
amplitude. 
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n this simulation suite as we focus on understanding the implication
rom galaxy evolution on the cross-correlation signal. 

In Fig. 11 from top to bottom, we show the power spectra for the
alaxy samples, the cross-galaxy and the H I –galaxy correlations.
he shapes and amplitudes of the galaxy power spectrum are com-
arable to the data power spectrum. We presume that the fluctuations
f the mock LRG sample are due to the low galaxy density. The
ross-galaxy power spectra are comparable to the data measurements,
ith a drop in amplitude at smaller scales k > 0 . 8 h Mpc −1 . 
NRAS 510, 3495–3511 (2022) 
In the bottom panel of Fig. 11 we show the resulting mock H I -
alaxy cross-correlation. We note that the o v erall amplitude is lower
han the data due to a lower �H I than data measurements suggest.
he simulations predict the amplitude of all power spectra at the
ame level of magnitude. We show the beam-convolved mock as
ell as a unconvolved power spectrum, to demonstrate the effect of

he H I shot noise, as predicted in Wolz et al. ( 2017 ). The amplitude
f the cross-shot noise is proportional to the ensemble averaged H I

ass of the respective galaxy sample. Our simulation predicts the
ighest shot noise amplitude for the H I –WiggleZ correlation, and
 ery similar lev els for both eBOSS samples. Ho we ver, on the scales
naffected by the GBT telescope beam, the shot noise does not have a
easurable effect, in particular when considering the signal-to-noise

atio of our data. Notably, we do not find a drop in amplitude of
he H I –LRG correlation. This could suggest, that the drop could be
aused by an unkno wn observ ational ef fect, which we were unable
o identify with our tests given the large uncertainties of the data,
r, alternatively, that our selection of mock LRG galaxies or the
odel itself misses some features and our mock sample cannot fully

epresent the data. We hope to investigate this interesting feature in
uture work with less noise-dominated H I intensity maps. 

.5 Analysis tests 

e perform several tests of our analysis pipeline listed in this section.
or these tests, we examine the covariance matrix of the mock data
omputed as 

 q = C q ( k i , k j ) = 

N m ∑ 

m 

(
P 

q 
m 

( k i ) − P̄ 
q ( k i ) 

)
( P 

q 
m 

( k j ) − P̄ 
q ( k j ) 

N m 

, (10) 

here the number of independent components q = { 4, 8, 20, 36 } ,
¯
 the averaged power spectrum over all realizations, and N m the
umber of realisations. We can derive an estimate for error bars
rom the diagonal as σq 

i = 

√ 

C 

q 

ii . Figures of the resulting covariance
atrices and tests can be found in Section B. 

(i) Mode correlation from FASTICA : We derive the covariance
f the data to determine the statistical independence between k
ins. We use the power spectra P ( ̃  m 

j 

q,i , m i )( k) of the foreground-

ubtracted lognormal simulations ˜ m 

j 

q,i with the original simulation
 i , and compute the covariance matrix. We find no significant off-
iagonal correlations between the modes 0 . 05 < k < 0 . 8 h Mpc −1 

onsidered in our analysis. We also compute the errors from the
iagonal of the inverted covariance matrix to determine the additional
rror introduced from the foreground removal. We find that this
ontribution is more than 2 orders of magnitude lower than the
nalytical errors based on noise and cosmic variance as determined
y equation (6). We therefore can safely neglect this contribution in
he present analysis. 

(ii) Randoms null test: We correlate the GBT sub-season data
ith the N m = 100 random WiggleZ catalogues used to derive the

election function. As expected, we find a signal consistent with zero
ithin the error bars. We also derive the covariance matrix from the
ocks and find that the error bars σ cov are in agreement with the

mpirically derived σ g, H I in equation (9). 
(iii) Shuffled null test: We correlate the GBT sub-season data with

he three galaxy samples which are each re-shuffled in redshift to
emo v e the correlation. As expected, we find all signals consistent
ith zero within the error bars. 
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Table 1. Best-fit and 1 σ statistical errors on 10 3 �H I b H I r H I , opt at a mean redshift z � 0.8 for N IC = 20, 36, together with the ef fecti ve scale k eff , detection 
significance, and reduced chi-squared χ2 

red = χ2 / dof for N IC = 36 (Cases I, II, and III; see main text for details). 

GBT ×WiggleZ GBT ×ELGs GBT ×LRGs k eff [ h /Mpc] 

Case I [ k < 0 . 8 h Mpc −1 ] 
NIC = 20 : 0.35 ± 0.09 0.20 ± 0.06 0.12 ± 0.06 –
NIC = 36 : 0.38 ± 0.08 (4.4 σ , χ2 

red � 16 / 18) 0.26 ± 0.06 (4.5 σ , 22.6/18) 0.16 ± 0.06 (2.9 σ , 22.9/18) 0.48 

Case II [ k < 0 . 45 h Mpc −1 ] 
NIC = 20 : 0.53 ± 0.12 0.36 ± 0.09 0.28 ± 0.09 –
NIC = 36 : 0.58 ± 0.09 (4.8 σ , χ2 

red � 8 . 3 / 14) 0.40 ± 0.09 (4.9 σ , 16/14) 0.35 ± 0.08 (4.4 σ , 12.3/14) 0.31 

Case III [ k < 0 . 35 h Mpc −1 ] 
NIC = 20 : 0.58 ± 0.17 0.48 ± 0.12 0.38 ± 0.12 –
NIC = 36 : 0.70 ± 0.12 (4.4 σ , χ2 

red � 6 . 7 / 12) 0.55 ± 0.11 (5 σ , 11.6/12) 0.45 ± 0.10 (4.2 σ , 10/12) 0.24 
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Figure 12. Top : The measured GBT-WiggleZ cross-correlation power spec- 
trum. We show two cases with 20 and 36 Independent Components used 
in FASTICA for the H I maps foreground cleaning, corrected with the 
corresponding transfer functions. We also show the best-fit models from 

Table 1 (Cases I, II, and III) for N IC = 36. Bottom : A null diagnostic test 
plotting the ratio of data and error. 
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 H  I CONSTRAINTS  

ere, we are present our derived H I constraints from the cross-
orrelation power spectra analysis (summarized in Table 1 ). Before 
oing so, we briefly re vie w the findings of Masui et al. ( 2013 ),
ho measured the GBT maps cross-correlation with the WiggleZ 

5hr and 1hr fields. Fitting in the range of scales 0 . 05 h Mpc −1 <

 < 0 . 8 h Mpc −1 , they found 10 3 �H I b H I r = 0 . 40 ± 0 . 05 for the
ombined, 10 3 �H I b H I r = 0 . 46 ± 0 . 08 for the 15hr field and
0 3 �H I b H I r = 0 . 34 ± 0 . 07 for the 1hr field (which is the one we
re considering in this paper). For a more restrictive range of scales,
heir combined measurement was 10 3 �H I b H I r = 0 . 44 ± 0 . 07. Note
hat Masui et al. ( 2013 ) used Singular Value Decomposition (SVD)
or their foreground removal, but we use FASTICA here following 

olz et al. ( 2016b ). Our transfer function construction methods are
dentical. We note that the errors quoted are statistical, and Masui
t al. ( 2013 ) also estimated a ±0.04 systematic error representing
heir 9 per cent absolute calibration uncertainty. We will adopt the 
ame systematic error in our analysis. 

In this paper we will explore different ranges of scales, by 
erforming fits for three cases: Case I , with 0 . 05 h Mpc −1 < k <

 . 8 h Mpc −1 . Case II , with 0 . 05 h Mpc −1 < k < 0 . 45 h Mpc −1 , and
ase III , with 0 . 05 h Mpc −1 < k < 0 . 35 h Mpc −1 . Considering dif-

erent ranges of scales is moti v ated by the fact that, while small scales
high k ) contain most of the statistical power of the measurement,
he beam and model of non-linearities become less robust as k 
ncreases. 

In Fig. 12 we show the measured GBT-WiggleZ power spectrum, 
oncentrating on the results with N IC = 20, 36. In the bottom panel,
e perform a simple null diagnostic test by plotting the ratio of
ata and error. This shows that most of the measurements in the
ange of scales with high signal-to-noise ratio are more than 1 σ
ositiv ely a way from 0. F or our fiducial IC = 36 results for Case
, corresponding to the same range of scales considered in Masui
t al. ( 2013 ), the detection significance is estimated to be 4.4 σ (we
ote that in Masui et al. ( 2013 ) this was found to be 7.4 σ but for
he combined 1hr and 15hr fields observ ations). We sho w similar
lots for the GBT-ELG and GBT-LRG cross-correlations in Fig. 13 
nd Fig. 14 , respectively. We note that our null tests suggest that
he GBT-LRG detection is the most tentative of the three. Indeed, 
stimating the detection significance for GBT -ELG and GBT -LRG, 
e find 4.5 σ and 2.9 σ , respectively, for Case I. In Table 1 we

how the detection significance for N IC = 36 for all Cases. We see
hat the detection significance for the GBT-LRG cross-correlation 
onsiderably impro v es when considering the restricted ranges of 
cales, Cases II and III. 
t  

H  
To relate the measured power spectra with a theory model and
erive the H I constraints, we use equation (1) to express the mean
1cm emission brightness temperature T H I as a function of �H I . We
bserve the brightness contrast, δT = T H I δH I . We also assume that
he neutral hydrogen and the optical galaxies are biased tracers of
ark matter, but we also include a galaxy-H I stochastic correlation
oefficient r H I , opt . To compare the theoretical prediction with the 
easurements, we follow a procedure similar to the one described 

n Masui et al. ( 2013 ): 

(i) We assume a fixed Planck cosmology (Ade et al. 2016 ). 
(ii) We assume a known galaxy bias b opt at the mean redshift z �

.8, with opt corresponding to WiggleZ (Blake et al. 2011 ), eBOSS
LGs, and eBOSS LRGs (Alam et al. 2021 ) depending on the galaxy
ample we cross-correlate the H I maps with. That is, b Wig = 1.22,
 ELG = 1.4, b LRG = 2.3. 
(iii) We include non-linear effects to the matter power spec- 

rum P m ( k ) using CAMB (Lewis, Challinor & Lasenby 2000 ) with
ALOFIT (Smith et al. 2003 ; Takahashi et al. 2012 ) and also include
MNRAS 510, 3495–3511 (2022) 
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Figure 13. Top : The measured GBT-ELG cross-correlation power spectrum 

for N IC = 20, 36. We also show the best-fit models from Table 1 (Cases I, 
II, and III) for N IC = 36. Bottom : A null diagnostic test plotting the ratio of 
data and error. 

Figure 14. Top : The measured GBT-LRG cross-correlation power spectrum 

for N IC = 20, 36. We also show the best-fit models from Table 1 (Cases I, II, 
and III) for N IC = 36. Bottom : A null diagnostic test plotting the ratio of data 
and error. 
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2 The telescope beam is modelled as a Gaussian with transverse smooth- 
ing scale R . This is related to the beam angular resolution, θFWHM , by 
R = χ ( z) θFWHM / (2 

√ 

2 ln 2 ), with χ ( z) being the radial comoving distance to 
redshift z. In cross-correlation, the beam induces a smoothing in the transverse 

direction as e −k 2 R 2 (1 −μ2 ) / 2 . 
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linear) redshift space distortions as (1 + f μ2 ) 2 (Kaiser 1987 ), where
 the growth rate of structure and μ the cosine of the angle to the line-
f-sight. When spherically averaged to compute the matter power
pectrum monopole, P δδ( k ), this RSD factor gives an amplitude boost
f 1.7 for our fiducial cosmology. 
(iv) We then construct an empirical cross-power spectrum model
 H I , g given by (Masui et al. 2013 ): 

 H I , g ( k) = T H I b H I b g r H I , opt P δδ( k) . (11) 
NRAS 510, 3495–3511 (2022) 
he model is run through the same pipeline as the data to include
eighting, beam, 2 and window function effects, as described in Wolz

t al. ( 2016b ). We will comment further on our modelling choices at
he end of this section. 

(v) We fit the unknown prefactor �H I b H I r H I , opt to the data. We
erform fits for all three ranges of scales (Cases I, II, and III in
 able 1 ). W e find a good reduced chi-squared χ2 

red ∼ 1 for our choice
f model in all cases and samples. We also note that excluding the
easurements at k < 0 . 08 h Mpc −1 (where there are too few modes

n the volume) does not make a discernible difference to our results.
(vi) We report our �H I b H I r H I , opt at three different effective scales

 eff , which are estimated by weighting each k -point in the cross-
ower by its ( S best−fit / N ) 2 , for Cases I, II, and III. As we already
entioned, we do this because most of our measurements lie at the

onlinear regime. Assigning an ef fecti ve scale also allows for a better
nterpretation of the implications for the values of r H I , opt . 

Our derived constraints are shown in Table 1 , for N IC = 20 and
 IC = 36 (for the smaller N IC cases the errors are too large due

o residual foreground variance). In the GBT-WiggleZ Case I, we
nd excellent agreement with the Masui et al. ( 2013 ) results for

he 1hr field, 10 3 �H I b H I r H I , Wig = 0 . 34 ± 0 . 07. Using this case as
ur benchmark, the lower result in the GBT-ELGs case implies a
maller correlation coefficient between these galaxies and H I , and
ven smaller in the GBT-LRGs case. The results imply that red
alaxies are much more weakly correlated with H I on the scales we
re considering, suggesting that H I is more associated with blue star-
orming galaxies and tends to a v oid red galaxies. The same trend is
ollowed in the restricted ranges of scales Cases II and III, albeit with
if ferent deri ved best-fit amplitudes. This is in qualitati ve agreement
ith what was found in Anderson et al. ( 2018 ) when separating the
dF surv e y sample into red and blue galaxies, albeit at a much lower
edshift z = 0.08. The ef fecti ve scales of the three Cases are different:
ase I has k eff = 0 . 48 h Mpc −1 , Case II has k eff = 0 . 31 h Mpc −1 ,
nd Case III has k eff = 0 . 24 h Mpc −1 . The different derived best-fit
mplitudes are within expectation as r H I , opt and b H I are predicted to
e scale-dependent. Therefore, we also expect that if another survey
ar gets lar ger (linear) scales, e.g. k < 0 . 1 h Mpc −1 , it will derive
ifferent �H I b H I r H I , opt . To illustrate the variation between cases, we
lso present the N IC = 36 results in Fig. 15 . 

We can proceed with the interpretation of our results making some
urther assumptions. First of all, since the correlation coefficient r <
, our results put a lower limit on �H I b H I . It would also be interesting
o attempt to determine �H I from our measurements taking some
xternal estimates for b H I and r H I , opt . The linear bias of H I is expected
o be ∼0.65 to ∼1 at these redshifts (Marin et al. 2010 ), and we will
ssume r H I , Wig = 0 . 9 (Khandai et al. 2011 ). Using our simulations
taking their ratios at k eff for Case III, which is the case where
on-linearities are expected to be milder), we can estimate r H I , ELG ∼
 . 7 and r H I , LRG ∼ 0 . 6. Combining these values with the results in
able 1 and our assumption of perfect knowledge of the galaxy
amples biases, we get the �H I estimates shown in Fig. 16 . These are
hown together with other available constraints from the literature
Braun 2012 ; Zwaan et al. 2005 ; Rao, Turnshek & Nestor 2006 ;
ah et al. 2007 ; Martin et al. 2010 ; Rhee et al. 2013 ; Hoppmann
t al. 2015 ; Rao et al. 2017 ; Jones et al. 2018 ; Bera et al. 2019 ; Hu
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Figure 15. Best-fit and 1 σ statistical errors on 10 3 �H I b H I r H I , opt at a mean 
redshift z � 0.8 for N IC = 36, together with the ef fecti ve scale k eff (staggered 
for illustration purposes). 

Figure 16. Estimates for �H I from this work compared to other measure- 
ments in the literature. All our estimates are at the central redshift z = 0.78 but 
the y hav e been staggered for illustration purposes. We used the results from 

Table 1 Case III ( k eff = 0 . 24 h Mpc −1 ) for deriving these estimates. Masui 
et al. ( 2013 ) estimated 10 3 �H I between 0.45 and 0.75. Our assumptions and 
methodology are detailed in the main text. 
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t al. 2019 ; Chowdhury et al. 2020 ). For recent compilations of �H I 

easurements in the redshift range 0 < z < 5, see Crighton et al.
 2015 ), Neeleman et al. ( 2016 ), Hu et al. ( 2019 ). 

As a final note, we caution the reader that these estimates are
rude given the number of assumptions we have made. In principle, 
he de generac y between �H I and b H I can be broken with the use of
edshift space distortions (Wyithe 2008 ; Masui et al. 2013 ), but we
eed higher quality H I intensity mapping data with a much better
ignal-to-noise ratio to achieve this (Masui, McDonald & Pen 2010 ; 
ourtsidou, Bacon & Crittenden 2017 ). We also stress that while our
mpirical model (equation 11) has provided an acceptable statistical 
t to our data sets, it is not appropriate for high-precision future data.
ollowing what is done in optical galaxy surv e ys (see e.g. Blake et al.
 2011 ), Beutler et al. ( 2014 )), with better data we would need to use
ore sophisticated models and perform a comprehensive H I power 

pectrum multipole expansion analysis (Cunnington et al. 2020 ). For 
xample, for the cross-correlation case a more appropriate model to 
se would be: 

 H I ,g ( k, μ) = T H I b g b H I 

[
r H I , opt + ( βH I + βg ) μ2 + βH I βg μ

4 
]

1 + ( kμσv /H 0 ) 2 
P m ( k) , (12) 

ith β i = f / b i and σ v the velocity dispersion parameter. Further,
o appropriately model the power spectrum at scales abo v e k ∼
 . 15 h Mpc −1 at z ∼ 1 we would also need to account for scale-
ependent bias and r H I , opt , and construct perturbation theory based 
odels (Villaescusa-Navarro et al. 2018 ; Castorina & White 2019 )

ncluding observational effects (Blake 2019 ; Soares et al. 2021 ).
o summarise, with our currently available measurements we are 
ery constrained in the number of parameters we can simultaneously 
t, and we cannot break any degeneracies unless we use several
ssumptions and external estimates, hence our empirical choice of 
odel. Furthermore, for precision cosmology studies with future 

ata we will need to take into account the cosmology dependence of
he transfer function (Soares et al. 2021 ). 

 CONCLUSIONS  

n this work, we performed the first ever comparison of the H I in-
ensity mapping detections in cross-correlation with multiple galaxy 
urv e ys. We use an extended version of the previously published GBT
 I intensity mapping data located in the 1hr field in combination with

he WiggleZ Dark Energy Galaxy surv e y, and the SDSS eBOSS ELG
nd LRG samples. 

For the GBT data, we subtract the foregrounds and mitigate some
ystematics via FASTICA for N IC ∈ { 4, 8, 20, 36 } . In addition, for
he first time for FASTICA , we construct a transfer function for the
 I signal loss via mock simulations. We find that there can be a high

ignal loss up to 50 per cent for k < 0 . 2 h Mpc −1 , as foreground
emov al af fects the line-of-sight modes on these scales for all N IC .
he transfer function converges towards unity for smaller scales, 
o we ver, for N IC = 36, we find there is a minimum of 20 per cent
ignal loss on all scales. The amplitude of the transfer function varies
etween seasons, indicating that the systematics strongly affect the 
 I signal loss. 
For the H I intensity mapping auto-power spectrum, we find that

he amplitude of the cross-season power spectrum converges for 
ncreasing number of ICs. The amplitude is in agreement with 
revious work in Masui et al. ( 2013 ), Switzer et al. ( 2013 ), Wolz et al.
 2016b ), and should be interpreted as an upper limit for detection. 

We investigate the shapes of the galaxy cross-power spectrum, 
articularly, the correlation between the WiggleZ and the LRG data. 
e observe a drop in amplitude on the small scales k ≈ 0.8 for

he LRG-Wigglez correlation, which can be assumed as a proxy 
or the H I -LRG correlation, as WiggleZ galaxies are assumed to
e H I -rich and hence a similar tracer to H I intensity maps. We
nd that the amplitudes of the H I -galaxy cross-correlations do not
trongly depend on the N IC of our foreground subtraction. We find
 significant drop in amplitude in the H I -LRG correlation at large
cales, in agreement with previous findings in Anderson et al. ( 2018 ).

We construct a mock data set including H I information and optical
alaxy magnitudes based on the outputs of the semi-analytic model 
 ARKSA GE and qualitatively compare the results to our data. Our
ock catalogues predict the WiggleZ sample to contain the H I -

ichest galaxies. Due to the selection of bright objects, the LRG
ample also has relatively H I -rich objects, and the averaged mass is
n a similar range as the ELG sample. The simulations confirm a
rop in amplitude in the LRG-WiggleZ correlation, but not in the
 I -LRG correlation. This could be due to failure of our simulation

not matching selection of our galaxies), or the decrease in amplitude
MNRAS 510, 3495–3511 (2022) 
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aused by observ ational ef fects. The present signal-to-noise ratio is
ot high enough to investigate this further. 
Finally, we use the cross-correlation measurements to constrain

he quantity �H I b H I r H I , opt , where �H I is the H I density fraction,
 H I is the H I bias, and r H I , opt the g alaxy-h ydrogen correlation
oefficient. We consider three different ranges of scales, which
orrespond to three different effective scales k eff for our derived
onstraints. At k eff = 0 . 31 h Mpc −1 we find �H I b H I r H I , Wig =
0 . 58 ± 0 . 09 (stat) ± 0 . 05 (sys) ] × 10 −3 for GBT-WiggleZ,

H I b H I r H I , ELG = [0 . 40 ± 0 . 09 (stat) ± 0 . 04 (sys) ] × 10 −3 for GBT-
LG, and �H I b H I r H I , LRG = [0 . 35 ± 0 . 08 (stat) ± 0 . 03 (sys) ] × 10 −3 

or GBT-LRG, at z � 0.8. We also report results at
 eff = 0 . 24 h Mpc −1 and k eff = 0 . 48 h Mpc −1 . The best-fit
mplitudes and 1 σ statistical errors for all these cases are
hown in Table 1 . Our results are amongst the most precise
onstraints on neutral hydrogen density fluctuations in a relatively
nexplored redshift range, using three different galaxy samples. 
Our findings as well as our developed simulations and data analysis

ipelines will be useful for the analysis of forthcoming H I intensity
apping data, and for the preparation of future surv e ys. 
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Figure B1. The covariance matrix computed from the power spectrum of 
the fore ground remo v ed lognormal realizations with the original lognormals, 
as described in Section 3.2 with clockwise increasing numbers of ICs N IC . 
Upper left panel : N IC = 4; Upper right panel : N IC = 8; Lower left panel : 
N IC = 20; Lower right panel : N IC = 36. For illustrative purposes the diagonals 
of the covariance matrices have been normalized to unity; i.e. the correlation 
matrix is pictured. 

Figure B2. The covariance matrix computed from the cross-correlation of 
the foreground removed GBT data with WiggleZ random catalogues, as 
described in Section 4.5 with clockwise increasing numbers of ICs N IC . Upper 
left panel : N IC = 4; Upper right panel : N IC = 8; Lower left panel : N IC = 20; 
Lower right panel : N IC = 36. F or illustrativ e purposes, the diagonals of the 
covariance matrices have been normalized to unity; i.e. the correlation matrix 
is pictured. 

Figure B3. The comparison of the error bars coming from the estimate in 
equation (9) versus the estimate from the covariance matrix of the GBT with 
the WiggleZ random catalogues. 
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PPENDIX  A:  SAMPLE  SELECTION  FOR  

PTICAL  MOCK  GALAXIES  

or our sample selection in the simulation, we use the selection which
ncludes the magnitude limits of the observations as well as the target
election. 

For WiggleZ, we use the selection cuts outlines in Drinkwater
t al. ( 2010 ), as we have previously done in Wolz et al. ( 2016b ). The
election is based on the GALEX UV filters NUV and FUV, as well
s the SDSS r filter, as follows: 

UV < 22 . 8 

0 < r < 22 

0 . 5 < ( NUV − r) < 2 . (A1) 

or eBOSS ELG, we follow 

1 . 825 < g < 22 . 825 

 −0 . 068( r − z) + 0 . 457) < ( g − r) < (0 . 112( r − z) + 0 . 773) 

0 . 218( g − r) + 0 . 571) < ( r − z) < ( −0 . 555( g − r) + 1 . 901) . 

(A2) 

For eBOSS LRG, we follow, where we use the infra red filter
RAC1 as a close approximation for the WISE filter. 

19 . 9 < i < 21 . 8) 

 z < 19 . 95) 

 IRAC1 < 20 . 299) 

 r − i) > 0 . 98) 

 r − IRAC1 ) > 2( r − i)) . (A3) 

PPENDIX  B:  COVARIANCE  AND  ERROR  

STIMATES  

ere, we show the covariances and error estimates as described in
ection 4.5. 
In Fig. B1 , we show the covariance based on the cross-power

pectra of the 100 lognormal realizations (after injected into the
BT data and cleaned with fastICA) with the original lognormal

ealizations, see Sections 3.2 and 4.5 for details. We can see that the
pplication of fastICA does not introduce any significant correlations
etween k modes or off-diagonal elements. 

In Fig. B2 , we show the covariance based on the GBT data with
he 100 WiggleZ random catalogues as described in Section 3.2. We
an see that for lower number of ICs, there are non-negligible off-
iagonal elements for small k modes, and particularly for N IC = 4,
he amplitude of the off-diagonal elements is increased. Note that
he covariance in this work includes both cosmic variance as well as
ariance from the noise as we average over 100 realizations as well
s o v er the four independent GBT data sections. 

In Fig. B3 , we show the comparison of the errorbars resulting from
quation (9) and the diagonal of the covariance matrix based on the
BT data with the WiggleZ randoms as shown in Fig. B2 . We can

ee that for small k modes, the error estimate based on the errors
rom the estimated auto-powerspectra in equation (9) is higher than
he covariance-based estimate, and both estimates converge towards
maller scales. 
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