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Low-Complexity Blind Interference Suppression
With Reconfigurable Antennas

Milad Johnny

Abstract—We present a new low-complexity interference
management algorithm that exploits reconfigurable antennas,
removes most of the interference signal power in a K-user
interference channel, and achieves the promised but unreal-
ized gain of interference alignment in low-to-medium signal-to-
noise ratio (SNR) range. The reconfigurable antenna includes
several elements, each controlled individually using a radio
frequency (RF) switch. The antenna has only one RF chain,
resulting in simple hardware design and enabling low-complexity
algorithms. We exploit space-time diversity to find two separate
combinations of activating or deactivating antenna elements to
allow for interference neutralization/elimination. Finding such
states is a cumbersome task for which we develop novel, efficient
algorithms. We further devise simple encoding and decoding with
short precoder length to exploit the benefits of our designs. Our
implementation does not rely on channel state information at
the transmitters; works at finite signal-to-noise ratios, unlike
the typical degrees-of-freedom results; and works in slow-fading
environments. We calculate the average achievable rates, the min-
imum number of elements to reach a specific level of interference
suppression, and we provide outage analysis of our technique.

Index Terms—Interference suppression, binary switched

antennas, single RF chain, outage capacity, no CSIT.

I. INTRODUCTION

HE current trends in wireless networking point to a dra-
matic increase in the data-rate demands and the number
wireless devices. To meet such fast-pace changes for mobile
traffic and number of devices, network operators need to scale
up networks to provide the required throughput while contain-
ing costs and other overheads. The current solution for the next
generation of wireless systems is network densificiation with
which interference would become the bottleneck for network
capacity improvements and scalability.
To manage interference and to scale up the number of users,
the current approach is to avoid interference both in cellular
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and WiFi connectivity. For example, in 5G, the idea is to create
narrowband frequency slots, which mimic single carrier com-
munication, and leverage spatial dimension extensively to load
concurrently many users on the same narrowband frequency
slot [1]. However, even with spatial division multiplexing
(SDMA), there are multiple problem: (1) even with massive
multiple-input multiple-output (MIMO), antenna side-lobes
still cause interference, (2) users collocated in the same spatial
direction cannot be serviced simultaneously, (3) we lose the
gains due to multipath diversity [2], and (4) the number of
users is limited by the number of spatial dimensions.

Beyond attempts to avoid interference in wireless systems,
such as SDMA, there are theoretical results that aim to exploit
and eliminate interference with schemes such as interference
alignment (IA) [3], [4]. The main idea behind IA is to confine
the interfering signals at each receiver to a subspace (linearly)
independent of the desired signal. The typical metric for
evaluating the performance of IA techniques is degrees-of-
freedom (DoF), which is the prelog factor in achievable
rates. Thus, by definition DoF is not a suitable metric for
real-world low-to-medium signal-to-noise ratio (SNR) values.
Nonetheless, in terms of DoF, IA promises scaling gains
over orthogonalization techniques. Unfortunately, however,
many existing IA schemes require significant coordination,
for example in the form of accurate and global channel
state information (CSI) at the nodes whether instantaneous
or delayed, and complicated encoding and decoding, further
restricting their practicality [5], [6].

In this work, we present a low-complexity approach to
recover or even exceed the significant promised gains of
interference alignment in low-to-medium SNR values. The
low-complexity is reflected both in hardware structure and in
algorithms. More precisely, we focus on a simple array antenna
with only one RF chain, which implies our schemes cannot
rely on the benefits of joint-processing.! Further, we assume
no CSl is available to the transmitters and each receiver is only
aware of its local channels. In fact, the only coordination we
require is the synchronization among the transmitters, which
is already given in current long-term evolution (LTE) and
WiFi protocols [7]. Interestingly, we observe that the proposed
methodology achieves the asymptotic high-SNR outer-bounds
of interference alignment in low-to-medium SNR and without

n this context, joint-processing refers to mixing the outcomes of multiple
RF chains with desired coefficients.
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accessing channel state information at transmitters (CSIT), but
the performance saturates in higher SNR values.

Our contributions can be summarized as follows: (i) we
present a low-complexity, low-coordination distributed inter-
ference management technique that achieves the promised
gains of TA in low-to-medium SNR values. Our solution
includes new encoding and decoding strategies and algorithmic
solutions to configure the array antenna; (i) we analyze the
complexity of the algorithms to reconfigure the antenna as it is
the main bottleneck for scalability of the ideas, and we present
novel implementation motivated by genetic solutions; (iii) we
evaluate the outage capacity of the solutions and evaluate the
results through simulations; and (iv) we derive bounds on
the interplay between the number of users that needs to be
supported vs. the required number of elements in the array
antenna.

Related work: Blind Interference Alignment (BIA) of [8]
shows that if the channel coherence has some specific struc-
ture, then the benefits of IA can be still attained without
accessing CSI at the transmitters. To control channel coherence
times, one idea is to use multi-mode switching antennas (also
known as reconfigurable antennas) at the receivers [9], [10].
In this case, the receivers are equipped with an antenna
that can switch among r different reception modes and the
transmitters use specifically designed precoders to create the
transmission signals. Using this approach, a sum DoF of 6/5 is
achievable in 3-user ICs. This approach is also generalized to
K-user interference channels to show that when the number
of users goes to infinity, the sum DoF goes to the value of
VK /2 [11]. In [12], the authors use reconfigurable antennas
structure to implement blind interference alignment for a
2-user multiple-input single-output (MISO) broadcast channel.
In [13], the authors propose a method to implement IA in a
multipath fading environment based on a new receive antenna
structure, but there is no detailed analysis as to how receivers
may obtain the necessary CSI. The scheme of [14] relies on
the availability of time-varying, independent channel coeffi-
cients drawn from a discrete uniform distribution. In [15],
the authors propose a scheme in which receivers create nulls
in different spatial directions, while maintaining the desired
signal’s power above some threshold. This scheme relies on
the presence of line-of-sight channels and thus, is not suitable
for dense environments. Finally, to complement the efforts
on receiver designs, in [16], [17] we demonstrated how to
embed information in coherence time fluctuations induced
by transmit antennas, which requires complex calculations
to optimize the average achievable rates. Finally, we note
that such ideas are not limited to Gaussian channels and
also appear in discrete channels [18]-[22] and in multi-layer
networks [23], [24].

II. RECONFIGURABLE ANTENNA STRUCTURE
AND SYSTEM MODEL

We focus on a multi-cell communication system modeled
as a K-user interference channel with no cooperation among
the transmitters. In this section, we present the channel model
and the reconfigurable antenna structure.
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Fig. 1. The receiver structure can control the reception mode of its antenna
by its RF switches.

A. Antenna Structure

Fig. 1 shows the receiver structure including an antenna
with M elements and one RF chain. Such an antenna structure
is referred to as reconfigurable antennas [25]-[28]. The goal
is to find antenna configurations across which the interfering
signals can be aligned in a subspace linearly independent
of the desired signal. Implementing this reception structure
can increase the transmission rates without channel state
information at the transmitters. The receiver can control the
RF switches to scan through and create 2 different states.
Basically, the role of these RF switches is to connect the power
combiner network to each of the elements or to a matched
load. When RF switch ¢ is in the active state (s; = 1),
the power combiner network is connected to its corresponding
element and it can receive RF signals from the environment.
When RF switch 7 is in the inactive mode (s; = 0), the element
is connected to a passive matched load (R} ), and the power
combiner is disconnected from the environment. All elements
are connected through a power combiner, the signals are
filtered, amplified, and down-converted using a single RF
chain as in Fig. 1. Thus, there is no need to implement
structures with several RF chains. This antenna may be
modified depending on practical constraints, and the desired
characteristics are:

o The elements are spaced no less than A/2 (where X is the
wavelength) to receive the RF signals without affecting
each other (i.e. coupling) and increase spatial diversity;

o The receiver controls the elements using individual RF
switches;

« When inactive, both the element and the RF feed are con-
nected to matched loads. The former cancels scattering
from adjacent elements and the latter cancels reflection
from the RF network.

B. System Model

We consider a K-user interference channel (IC) with K
transmitters TX;, and K receivers RX;, 7,7 € K =
{1,...,K}. As the main focus of this work is on enabling
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interference suppression at the receivers, we assume the trans-
mitters have omni-directional antennas, and are only aware of
the channel statistics but not the actual channel realizations.
This model is commonly referred to as no channel state
information at the transmitters or no CSIT for short. Each
receiver is equipped with the antenna structure described in
the previous subsection. Each element of the receiver antenna
receives a signal from all of the transmitters. In Fig. 1,
each receiver antenna consisted of M sub-elements, which
are connected using RF switches and a power combiner.
We can model the reception state of each receiver antenna by
M-tuple of Sl (s, ,s%),sm € {0,1}. When the
value of s[ 1 _ = 1, the m-th element of receiver antenna at ¢-th
receiver is connected to the RF network while sgﬁ, = 0 means
that the m-th element of receiver antenna at -th receiver is
disconnected from the RF network and connected to a matched
load to minimize the effect of scattering from unmatched load
element. We assume each receiver learns the incoming channel
gains through a training phase and beyond that is only aware
of the channel statistics. This model is commonly referred to
as local channel state information at the receivers or no CSIR
for short.

As a final point, we note that for an antenna with M
subelements wherein each subelement can be turned on or
off individually, we will have a total of 2 possible configu-
rations at each time. However, it is not necessary to perform
measurements for all such combinations, which would make
the training phase unnecessarily long. In fact, during a training
phase, the transmitters could be scheduled in non-overlapping
(at least with high probability) time slots and then, each
receiver estimates the M channel values associated with its
subelements from the active transmitter. We can then compute
the aggregate channel values of any configuration offline.

III. TRANSMISSION STRATEGY

A. Encoding Strategy

We consider the problem of data transmission in an
unknown time variant channel. We assume that each trans-
mitter uses a digital modulation scheme in which @ different
symbols can be transmitted. We assume symbols (or messages)
are uniformly distributed and with time duration of Ty (the
symbol duration). Transmitter TX; wishes to send uniformly
distributed message W/l € WUl to RX, j € K, over n uses
of the channel with time duration of n’I. The transmission rate
for the above digital modulation technique can be calculated
from the following relation:

log, Q

nRU]
= onit’ (1)

Rl = , |W[j]| —

We assume that the messages at the transmitters are inde-
pendent from each other and the channel gains. Each transmit-
ter is subject to the total average transmission power constraint
of P, = #. Transmitter TX; encodes its message WU using
the encodlng function XU]( t) = e; (W) where j € K and
e; (WU]) is an one to one function from messages to the
stream of symbols at TX;. In simpler notation, we have the
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following relation:

XU(t) = e; (W) =S 0P (t—iT), 124, 2Q. @

where U, [f] (t —iT,) represents transmission symbol in ‘"

transmission time.

Definition 1: We define the transmission block of By, b €
{1,...,n} in which all transmitters repeat their transmission
symbols 2 times. Therefore the total transmission time of
each block is 27 and if 7 has even value at jth transmitter,
we can assume that UV = U(ﬂl Therefore, in this case the
transmission rate of equation 1 at TX; can be calculated as
Rl = 28

B. Received Signal Model

The output of each of the encoder functions from different
transmitters is sent through a channel that has unknown
impulse response at different sub-elements of the receiver
antennas, and the noise power is added to the received signal.
Thus, the received signal depends on the state of the switches
at RX;, and for 1 < m < M, sm € {0,1}, is given by:

Z Z S%hﬂlj

JEKL m=1

xUl)+ 20,  3)

where s[] represents the state of the m'™ RF switch, K indi-
cates the subset of active transmitters at the B transmission
block, hgn] ;(t) shows channel coefficient between TX; and the
m'™ subelement of the receiver antenna at RX!Y, and Z[" (t)
indicates additive white Gaussian noise with zero mean and
unit variance. For simplicity of notation, we can define the
channel coefficient vector as follows:
gl — [plil gl hg\]“

155102750

jekK. “)

where all the channel coefficients at the baseband have real
values with specific distribution.

Remark 1: In practice, channel values are complex. Our
results extend to this case as the real and the imaginary
parts can be analyzed independently. Therefore, for simplic-
ity, we assume real-valued channel gains. For our antenna,
we could use independent RF networks and switches, as well
as an oscillator with a 90-degree phase-shifted version for
down-converting.

C. Decoding Strategy

We assume that each receiver RX; is aware of its channel
state information and decodes its intended message Wi
WU using the decoding function W = ¢; (Yl Slg,,),
where Slgy, is the side information available to the receiver (in
this case CSI). Then, the decoding error probability at receiver
RX; is given by

Ail(n) =E {Pr (WW ” W[ﬂﬂ , )
where the expectation is over the random choice of messages.
The ' receiver has access to channel gains Rl 1 <m<

mj?
M,j € K. Therefore, each receiver has only access to
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Fig. 2. A 3-user IC in which receivers are equipped with the proposed

structure each with M = 8 sub-elements. As it indicated in this figure each
transmitter repeats its symbol two times and the receivers antennas try to
find two reception channel states where all the cross channels (interference
channel) remain constant while the direct channels change.

the channel gains connected to it. At the end of training
signal transmission phase, receiver RX,;, i € K, uses a
search algorithm to find two different reception states, SI (k)
and SlU(ky), such that the following conditions at RX; are
satisfied:

M M
SOOI slknnl = S sl k)RLE <62, (6)

JEK,j#i m=1 =1

M . .
1> sl en)hll = > sl (ko)L 2 > A2, )
m=1 m=1

where s%](k) € {0, 1} indicates the switching state at the m*"

sub-element of the i receiver. The inequality in (6) indicates
that all the cross links in the two separate states of SIU (k)
and S (ky) have the same value to within a small value of .2
Relation (7) indicates that the difference of all the direct links
in two separate state of S1(k1) and S[ (k) is greater than A;.
When (%)2 has a larger value, the portion of desired signal
power to the interference signal power at RX; has greater
value. Both relations (6) and (7) can be expressed without
subtraction equations as follows:

M
ST kAL P < 62, ®)

JEK.j#i m=1

M
> bl > A% ©)
m=1
where v[) € {—1,0,1}. Therefore, we have 3™ different
reception states to control the receiver antenna. Intuitively,
if all the direct links change (the transmission link between
TX,; and RX;) and all the cross links (the transmission link
between TX; and RX; where ¢ # j) remain the same with
the small value of 4, the receivers can decode their desired
symbols by a simple subtraction of two sequential received
signal at each block (see Fig. 2). We accomplish this goal
by finding proper reception states using the proposed antenna
structure.

2Choosing smaller values for & and higher values for A? results in
more restrictive conditions at RX; and the chance of meeting the above
requirements diminishes.
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TABLE I
RANDOM POSITIONS OF DIFFERENT TRANSMITTERS AND RECEIVERS

user index  mean TX position  mean RX position Variance
1 (-100A, 150 X) (100, 150 A) 02,02 =10\
2 (-100A, 50 X) (100X, 50 A) Ug,ag = 10X
3 (-100A, -50 X) (100X, -50 X) ag,ag =10\
4 (100X, -150 %) (100X, -150 ) 2,02 = 10A

D. 4-User Example

As a motivating example, consider a 4-user fully-connected
interference channel in which transmitters and receivers are
placed randomly. We assume each receiver is equipped with
the antenna of Fig. 1 with M = 12 sub-elements. We further
assume that all the sub-elements with 0 dB gain, and the
following positions:

(10)

2 2 i A i)
T 2 rIr 2 e

where 0 <p <3, 0<¢<2, 1<i<4,and (xy],y,[f],z,[ﬂ)
indicates the position of the i™ receiver (1 < i < 4).
In this case, we assume all the antenna sub-elements are
located on a 3 x 4 square mesh. The positions of all the
transmitters and receivers are Gaussian random variables with
some means and variances which are indicated in table 1. For
simplicity, we assume each transmitter has a simple antenna

at (xgj],yy],zt[j]). Also, we assume all the transmitters have

0 dB gain antennas. We assume free space attenuation and
phase shifting equations can model the channel gains among
transceivers antennas as follows:

mj m 4 [ 7]]

Rl —\/aqligld A o ZEdl V=T an

mj

where dg ; and hg ; indicate the distance and the channel value
between TX; and m!" element of ' receiver, respectively.
Also, GU) and G indicate 4" transmitter and m*" element of
i'" receiver sub-element antenna gains. Setting proper switch-
ing patterns at receivers, we can maximize the achievable
signal-to-interference-plus-noise ratio (SINR). In this example,
we simulated the results for 100 randomly generated posi-
tions for each of the transmitters and the receivers, and we
calculated the average transmission rate for different methods.
Fig. 3 shows the average achievable rates for different schemes
with the random distribution positions and the parameters
given in Table I, when the transmitters have equal power.
In this figure, the red dashed line is the performance of
treating-interference-as-noise (TIN). For low SNR values (i.e.,
SNR below 2.7 dB), we achieve better performance with TIN
in comparison to other schemes, because in compared with
noise power, interference signals have negligible effect on
the desired received signal. Since all the transmitters have
the same power, TIN is not the best solution at higher SNR
values where the interference signals have more power. The
inverted-triangle solid purple curve is the achievable rate of an
orthogonalization strategy, such as TDMA, and is equivalent
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Fig. 3. A comparison between different transmission schemes with channel
coefficients which are extracted from the transmitters/receivers with random
positions and simple free space calculation.

to the average capacity of a single point-to-point channel.
The dotted dashed green curve shows the upper-bound on
the achievable sum-rate of the Blind Interference Alignment
scheme presented in [11] given by dgym = Jﬁ = %, r=
2, K = 4. The dotted blue curve indicates the upper-bound
on the achievable DoF of 4-user interference channel (i.e.,
sum DoF of 2). Finally, the solid black curve corresponds
to our transmission and reception strategy with the switching
states indicated earlier, which are functions of the channel
states. Thus, for a wide operational SNR, range, our scheme
significantly outperforms the other schemes. As we discuss
later in Section IV-B, our gains saturate at higher SNR values.

Remark 2: Most existing results on interference alignment
are developed for the asymptotic degrees-of-freedom analysis.
However, rather unfortunately, there is no simple way of
optimizing these results to work for finite SNR values. Even
for this case with centralized transmitter [29], the extension to
finite SNR values was highly non-trivial [30], [31]. The chal-
lenges are multi-fold. First going to finite SNR requires careful
allocation of retransmission bits to accommodate power level
differences, something that does not appear in degrees-of-
freedom analysis. Further, for the problem of interest, capacity
bounds are needed, which was doable for MISO Gaussian
broadcast channels. However, the capacity of the K-user
interference channels, even when K = 2, is still open. Finally,
when all these are possible, as was the case for the MISO
Gaussian broadcast channel, the extension of the existing
results only provided a constant-gap approximation.

E. Further Assumptions

As stated earlier, A\ denotes the wavelength of the trans-
mission signal. At each receiver antenna, we assume the
A apart from each other,

sub-elements are spaced at least 5
so that the channel values are independent. Therefore, we can
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assume that all the channel values of h[rﬂj(t) are independent
from each other and at each receiver, we have K x M
independent channel coefficients. In this paper, we assume
cellular communication network with frequency reuse factor
of N = p? +pq+q¢% p,q € W? in which each receiver is
affected by multiple interferers. In this case, the distance of
the closest interfering transmitter to the center of each cell
can be calculated from D = Rv/3N where R is the radius
of each cell [32]. The minimum ratio of the desired signal-to-
interference power from one interfering source is given by:

SIR = (%)a = (3N)*%,

where « is path loss exponent, which for the free space
environment equals to 2 and for more practical cases, is greater
than 2. For instance, in urban areas « ranges from 3 to 4.

(12)

IV. NUMBER OF SUB-ELEMENTS VS.
TRANSMISSION RATES

In this section, we evaluate the minimum number of
sub-elements in our antenna structure to guarantee a suffi-
ciently large value for %—22 at the receivers. The minimum
number of required receiver elements and the switching modes
are functions of &, and the channel variance U%I. The
channel variance, O'?_I, can be calculated from the following
relation:

oo

of = / B fu (h)dh, (13)
— 00

where in the above equation h is the channel value and fg (h)
represents channel distribution. For simplicity of our analysis,
we consider the real-valued base-band channel model. Then,
all the arguments can be generalized by independently analyz-
ing the in-phase and the quadrature components.

The following lemma (proof in Appendix B) plays an
important role in our analysis.

Lemma 1: If HY! is the channel vector between TX; and
RX; where all its elements are statistically independent, then,
for a given vector 31! whose elements are drawn randomly
and independently from {—1,0,1}, the value of H¥ .51 pas
the following average variance:

var (ﬁ[ij] .ﬁm) _ %O—%{ Ly
where HUI) . 310 s the inner product between two vectors of
HU! and 51 of the same size.

The distribution of H[! . 5[ has a symmetric bell shape.
A simple histogram of this parameter with M = 10 is
plotted in Figure 4. Based on the following lemma (proof
in Appendix C), this distribution can be approximated with
a zero-mean Gaussian distribution with similar variance.

Lemma 2: For sufficiently small positive values of 9,
the probability of finding a vector ¥ to satisfy |HI! . 51| <
0 can be approximated by

245 2 & (6_)
V2r Voo 3y2r V8 Vs )

3Whole numbers or non-negative integers.

(14)

s5)
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where V' is defined in (14), and the Landau notation (“big
07) is used in its standard form.

Since ¢ is small, we can ignore the effect higher order terms
of g. Therefore, we can assume that:

2 5(1_5) 2 1)

V2mo B \/WME.

Therefore, in this case the probability of finding two differ-
ent switching states of SI(k;) and SU(ky) at RX; in which

the values of Zf\f:l s%ﬂ(kl)hﬁﬁj and 27]\7/7,[:1 Sm(kg)hm are

mj
within the value of §,,,x can be approximated as follows:

p (I 50] < 6, ) \/j—M .

P (|ﬂ[m 0| < 5) ~ 17)

, 4 is a constant
oH

(18)

The probability of satisfying the above condition for all the
cross links at RX; in the active set of I can be approximated

as follows where j € K and j # i:
2 5max |’C‘71
) . (19

VM oH

p (B3] < ) ~

A. Determining the Minimum Required Number
of Sub-Elements

In this subsection, using the previous lemmas, we determine
the minimum number of antenna sub-elements to satisfy the
interference power to within a maximum threshold dp,x.
In other words, we find M such that almost surely we have
|I_{[ij] .7[i]| < o

Lemma 3: The minimum number of M to almost surely
satisfy [HW 3| < 5,0, is

|’C|—1 oy
]
g3 8\ Gmm ) 7O

(20)
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where c is a function of M and for practical scenarios, is not
greater than 1.5 (|[K| — 1).

Proof: We have 3M different reception states. In order
to align the interference signal power at RX;, i.e. satisfy
(8) and (9) with high probability, we need:

y 9 5 |K|—1
3 ax > 1, 21
< vVaM og ) @
resulting in
€] -1 ViMoy
M 1 . 22
- log 3 o8 20 max (22)

In particular, if M < 32 (due to practical limitations),
we can relax the right hand-side of the above inequality as

M > ‘Elggl + 1.5(]K| —1). We can conclude
that all each receiver should have a minimum number of

Pﬁ‘g}l log (ﬁ) + 1.5 (K] — 1)—‘ elements to align interfer-

log (ﬁ)

ence signals within the value of 62 .. ]

We can rearrange (22) to obtain a bound on d,,,x based on
the number of sub-elements:

S < 27 (I 10) 835 23)
Example: Suppose we have || = 4 active transmitters
and assume that d,,, = 0.1 and a%{ = 1. In this case,

the minimum number of sub-elements in the receiver antenna,
M, would be 11. We note that in a cellular network, we typ-
ically expect interference from a small number of nearby
base-stations and |K| = 4 is a reasonable assumption.

B. Average Achievable Sum-Rate

We denote the (physical) distance from transmitter TX; to
RX; by d;;. Then, the average achievable sum-rate can be
calculated by treating the total remaining interference power
as noise after the decoding strategy as follows:

. +ooq
Cg\lg :/ ZlOg 1+

— 00

5 P,JdS
Po+ 0 (X, 7)) P

x fa(0)ds, (24)

where j # i,j € K, « is the path loss exponent coefficient,
P, is additive noise power, and from the first lemma fa (9)
is Gaussian distribution with zero mean and the variance of
M 5% The coefficient 1 comes from the transmission in two
time snapshots and the basic coefficient of channel capacity for
point-to-point communication. For a cellular communication
network, we can substitute dy; and dj; with R and RV3N,
respectively, where R is the maximum cell radios and RV3N
is interference signal distance from the receiver. So, we can

change the above equality with the following inequality:

2P,/ R®

. +oo 1
C,([;]g>/ —log [ 1+
e ) o 4 1

Pn+5r2nax(2j (R\/ﬁ)(y)Pt

X fa(0)do, (25)
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where # 4,5 € K. If all interfering transmitters have the
same distance to the receiver, and P; > P, then the above
inequality can be simplified as follows:

o0 1
= /,m 1
XfA( )dé,
a JrOO
< 11°g<T>fA“’d5

maX(
+oo <
— /700 1 log (52)fA(5)d5 + - log <7(3f?| — 1)>

(26)

52P,/R®

log | 1+
2 1]
P +5max( RF)LY)P/

0%(3N)*%

max(

where j # i,j € K and (a) comes from the assumption that
P> P,.

Remark 3: Here, we make the assumption that P, > P,
in order to simplify the expression for the saturation point
(the point beyond which we do not follow the pre-log factor
of K/2), and obtain some insights as we discuss below.
The motivation for this assumption is that at the saturation
point, the interference power is the main bottleneck for
communications.

From the above equations and (23) where Jpax <

(=M __15)1
9~ (= -19) °835 4, we can conclude that:

+oo
cll, > / ilog (6%) fa(8)ds

(M L5
2K -1 2 )
1
+% log3N — < log (K| = Vow). ~ @7)

Assuming oy = 1, the total average capacity of Cyy, can
be lower bounded by |IC|C'£]\€,]g as follows:

Covg > /m' L 1og (6%) fa(6)do

— 0o
M — 1.5(K| -
* 2

+$ log3N — @ log (|| —1).

)log3

(28)

In the above lower-bound, we have four terms that can be

interpreted as follows:

. fjof @ log (02) f5(6)dd:  This term captures the
multi-path gain of the environment at the antenna, see
Fig. 5. We note that with beamforming, such gains
would disappear;

. % log 3: This term indicates the rate that can be achieved
from the number of antenna sub-elements. It is interesting
that without having multi-channel processing (i.e. joint
processing), we still obtain the benefit multi-channel
processing from the new proposed antenna structure with
only one RF chain. The term 1°§3 in this relation comes

from having three different states for each sub-element

across two times;
. % log3N: This term indicates the rate achieved
through the path-loss exponent and the frequency reuse
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8

I log(6)f , (8)dd

4 I I I I I I
5 10 15 20 25 30

1<M <32

Fig. 5. Numerical solution for [ j:oo log (62) fa (6)dd with different number
of sub-elements 1 < M < 32, where fa (d) has a Gaussian distribution with
zero mean and variance of 5

factor, which can help the receivers reduce the effect of
of interference signals;

. “C‘ log (|K] —1)— M log 3: This term represents
the negative impact of 1nterfer1ng signals in the transmis-
sion environment, which reduces the chance of finding
proper channel conditions at the receivers.

C. Outage Capacity Analysis

In this subsection, we analyze the outage capacity of our
technique for different values of P,. We define (1 — €) outage
capacity for each user as follows:

e ={R,:P(Ry>Cp) >1—¢}, (29)

where RR is the transmission rate in which there exist a state
among 3—=1 different states with channel capacity of Cj, with
the probablhty greater than 1 — e. If we assume Gaussian

distribution for fa(5) with variance of & o%, the outage
capacity can be calculated as follows:
1 AP, /R
Ci—e = 1 log [ 1+ 1] (30)

Pt S (Gt P)
where A, is a positive-valued A for which 1 —
J- Ag fa(8)dd > 1 — e. From the first lemma, if we consider
Gaussian distribution with variance %~ M o2, for fa(6), the value
of A, for specific value of e can be calculated using the inverse
of Q-function as follows:

M _1f1—ce€
Ae—\/;UHQ ( D) )

V. SEARCH ALGORITHM

(€19

In the previous section, we proved that using our antenna
structure it is possible to (almost surely) create conditions
to align most of interference signal power to within a small
value dpna.x. In order to materialize this scheme, we need
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to search among 3™ different reception sates to find the
best switching state at each receiver. For cellular wireless
network applications, we typically engage with not more than
3 interference signals and choosing M = 8 is sufficient for
our results. Therefore, in this small practical case, our scheme
can be implemented using a brute-force search algorithm to go
through all ?’ST_l = 3280 switch combinations to minimize the
effect of interference signals and maximize the desired signal
power. However, when networks are dense and we have more
users, the brute-force search becomes impractical.

Before we discuss our search algorithm, we define the
optimization problem this algorithm needs to solve. From our

system model and deﬁnitions let 501 = ( [& [i], . ,fym)
be a vector where 'y le {—1,0,1}. At RX;, the goal is to:

SR, MU

(32)
while

'+h[1\1/]1]ryl\1|2 < 6]2) ]7&2)] €K7
(33)

o+ g+

where J; is a small positive real number. Another representa-
tion of this problem is as follows:

(51 2
. |}l |2’

max
'V[i] Z]EIC |Py

(34)

where in the above equation, U - HI! is the inner product
between two vectors U and HIl. We refer to

S = (NP
o HEE (35)
ZjeK |3l - Hlidl)2
as the score function. Next, HIY/ can be expanded as follows:
H = (R nl). (36)

It is straightforward to see that a simple brute-force search
algorithm has a complexity of 31\42_1’ where the division by 2
comes from the fact that if ¥ *[Z] is the optimum vector (except
all-zero vector which is not a solution) for our optimization
problem, then —"yf] is also an optimum vector. For large
values of M, a brute-force search algorithm would be hard
to implement.

A. Proposed Search Algorithm

We propose a state search method in which all switch-
1ng states of the ith receiver generate a set ri =
{'71 ,72 , .,fyM} with ’y[] € {-1,0,1}. Our algorithm
takes the following steps:

Stepl: We generate (AL/I )
M

different sates* of F,Li],l <r<
) where each state represents a set in which |.7-',[f]| =1L

and .7-",[“ c Tl In other words, we select a subset of size L
of sub-elements at each receive antenna out of M different
sub-elements.

4We assume M is divisible by L.
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Fig. 6. The nodes with the arrows placed close to them indicate survived
subsets and selected parents to generate offsprings. At each stage, N
offsprings with the highest score function survive to continue the process.
In this example, we used Ng = L = 2.

Step2: At the first stage, using a simple brute-force search
algorithm, we calculate the score function for different sub-
sets of .7-',(,1), 1 < r < (AL/I) and we select Ny survived
states (parents) with highest score functions. We call them

survived subsets of {.7-'8(1) .7-'8(1) .7-'8(1)} from the first

L
stage. The complexity of this step is Tl (]g ).
Note: When we calculate the score functlon for each state,
we set all other elements in the set T/ \ F, to zero.

Step 3: For every survived subset, we generate new subsets
of ]:T(Q) 1< r< (MEL) from the remaining members of
i \ F Sgl) which we refer to as the offspring of the parents
from the previous stage. Similar to previous step, we choose
N, of them with highest score function as new parents and
survived subsets.

Step 4: We repeat step 3 until no subsets are left.

Fig. 6 shows our proposed searching algorithm to find a
(possibly locally optimal) vector 71/ to maximize our score
function.

B. Complexity of the Proposed Search Algorithm

As we discussed earlier, a simple brute-force search algo-
rithm needs to go through all 2 5 L switch combinations to
find the optimum solution. In this subsection, we analyze the
complexity of our proposed search algorithm. At the first stage,
we need to search among (M) subsets where for each subset
using a 51mple brute force algorlthm the algorithm searches

we have a complexity of %( ). At the second stage,
we have Ny survived parents where for each parent we need

to generate (MEL) subsets. Similar to the previous stage,
3 —1

we need to search among searching point Therefore,
M—L
( L ) In gen-

h stage, we have the following complexity:

eral, during the it

NS3L2— 1 (M— (z— 1)L>.

(37)

. . . 3L _q
Finally, during the last stage, we have a complexity of “—

(there is no choice to select among the subsets). Therefore,
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the total complexity of our algorithm can be calculated as

follows:
—1/M—-(i—1)L
(M)

If M is sufficiently greater than N, and L, then the
complexity order of the term in (38) can be upper bounded as
follows:

3L —1

(38)

M_q
> N

i=1

3L 1
2

3L—1(M—

: (i — 1)L) .

L

M _q
S 3b—1(M-(@G-1L)t  3F-1
<
< ; N, 7T +
_ L L _
~ 1<%—(z—1)> + 5 !
<O (M"). (39)

As an example, for M = 32, L = 2, and Ny, = 5,
the complexity of our proposed search algorithm at each
receiver is 57104 which is 1.6 x 10'0 times faster than the
simple brute-force search algorithm.

As another example, consider a 3-user interference channel
in which the channel vectors at the first receiver has the
following form:

H'=[41.409, +1.417, +0.671, —1.207, +0.717, +1.6302],
H'2=[+0.488 + 1.034, +0.726, —0.303, +0.293, —0.7873],
H'=[40.888, —1.147, —1.068, —0.809, —2.944, 1.4384] .

(40)

The brute-force search algorithm would go through 3% =
729 switch combinations. Setting 3"/ = (—1,1,0,1,-1,0),
we can reach a score function of %—22 = 293.5. Now, we want
to test our proposed search algorithm by setting N, = 2 and
L = 2.In this case, the first receiver generate (5) = 15 subsets
as follows:

—{vl ,v[”} Fil = {7 ,v[”} Fil= {vl ,v[”}
U= " Lally, A = 0, A = 0l
f7 ={72, oy, [”—{72 iy “]—{73, )
= {72 a’y[l]}v f[l] = {73 ﬂ’y[l]}v f[l] = {73 a’y[l]}

iy = i A = 00 AY = 60
(41)

For each subset above, using a simple brute-force

search algorithm the receiver maximizes the score function
F(FEY) 1 < < (5 = 15 and finds N, = 2 of
them with highest score function. In the above example the

maximum score function for each of the above subset can be
calculated as what is achieved in the left column in Fig. 6.

Given N, = 2, f (fg”) = 63.580,5 = (0, -1,0,0,0, —1)

and f(fg) — 37793450 = (0,0,-1,0,0,—1)
are the survived parents. From the first survived state
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FSYh = (0,-1,0,0,0,—1), we have (* ) =6, N, = 2
offspings as what have been calculated in the upper part of
middle column in Fig. 6. From the survived state .7-'8[112] =
(0,0,-1,0,0,—1), we have (°\) = 6, N, = 2 off-
springs which have been calculated in the lower part of

middle column in Fig. 6. From these relations, we can deter-

mine two further survived parents of f .7-'2[1]) = 165.4732,
A = (1,-1,0,1,0,—1) and f( [”) — 63.58,711 =
(0,—1,0,0,0,—1) where each parent has one offspring.

Finally, the score function is maximized by setting 'y[ I =
(1,—1,0,1,0,—1) and the value of score function is 165.4732
with a complexity of 256 compared to 35 = 729 for the brute-
force algorithm. The gap between our proposed algorithm and
the brute-force algorithm grows as M increases. Nonetheless,
our algorithm provides a “good” solution with much lower
complexity in practical scenarios.

C. Random Search

We can also randomly choose different 5"’s at each receiver
and select a vector that satisfies the minimum SINR condition
at that receiver. For large values of M, we will show in
the numerical results that the number of local maximums is
sufficiently large to satisfy our conditions, which justifies the
random search approach.

VI. NUMERICAL AND SIMULATION RESULTS

In this section, we numerically analyze the performance
of our proposed alignment strategy using the reconfigurable
antenna of Section II-A. In our simulation results, we assume
Rayleigh fading channels in which the real and the imaginary
parts of the channel gains are modeled as independent and
identically distributed zero-mean Gaussian processes. Since
the real and the imaginary parts are independent of each other,
our technique can be modified using simple 90-degree phase-
shifters and RF switches. Therefore, we analyze only the real
part of channel coefficients and the results can be general-
ized to complex channels. Basically, in all our simulations,
we assume that there exist real-valued channel coefficients
with Gaussian distribution among transmitters and receivers
sub-elements.

Figure 7 shows a comparison between the Monte Carlo
simulation with 1000 tries and our approximation in (42),
where we have:

| < 5) ~

» (|ﬂ[ij] : X, j is a constant.

(42)

We observe that our approximation traces the simulation
results within a small margin when 0.01 < § < 0.1. As it
is indicated in this figure, our approximation becomes more
accurate for smaller values of .

Figure 8 shows our average transmission rate for a 4-user
interference channel with M = 16 sub-elements at each
receiver. In this figure, the red solid curve indicates the
sum-rate of a 4—user interference channel with perfect CSI,
the dashed blue curve indicate the sum rate of this channel
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TABLE II
EXAMPLE OF 4-USER IC AND THE HIGHEST Score function VALUE

Proposed strategy

Random search

K=4 M = M =16 M =24
Brute-force algorithm max %22 = 100 max ?—22 =16 x 10* max ?—22 =9 x 106
2
A max &5 =3 x 106

max ?—22 =7.5x 10*

52
2
max%—2 =3x 103

2
max%=8x104

-1.2 T T T

= = =Monte Carlo Algorithm
- Approximate Relation

Decimal Logarithm of Probability

'26 Il Il Il Il Il Il Il Il
0.01 002 003 004 005 006 007 008 0.9 0.1
0.01 <5<0.1
Fig. 7. Comparison between our approximation of (42) and a Monte Carlo

simulation with M = 8, oy = 1, and 1000 trials.

using our antenna structure and a simple brute-force algorithm.
From (28), a lower-bound on the saturation rate can be
calculated as follows:

+oo i M—-1.5(|K|-1
Cov 2/ |4| log (%) fa(9)d5 + % og?
K K
+—0‘|8 Llogan — %log(llCI —1)=1166 @3

which matches what we observe in Figure 8. We should note
that since in this case we do not use the interference reduction
technique of cellular networks, the term % log 3N does not
play a role in our relation (all the interference signals are
received at the same power level).

We observe that our approach is able to trace the sum rate of
the perfect interference alignment scheme for a practical SNR
regime (i.e., SNR < 40dB) without accessing channel state
information at the transmitters. Since the simple brute-force
search increases the complexity, we use our proposed algo-
rithm, and as shown in Figure 8(a), for Ny = 2 and L = 4,
the number of trials is 1.8 x 10* compared to the brute-force
search with 2.15 x 107 trials. This faster solution results in
an acceptable 5dB performance degradation. We note that the
perfect interference alignment scheme works for high SNR
values and the bound is only included for comparison.

Figure 8(b) shows the outage capacity of our proposed
strategy for different values of 1 — e. Not surprisingly, when
€ = 0, we cannot find any value for R; (transmission rate) in
which the receiver can almost surely recover the transmitted
data. Therefore, in this case, the value of Cq_. is zero. As €
moves away from zero, the value of C_ starts to increase.

= = =BIA Brute-force algorithm
16 | ——— Perfect CSI interference Alignment
""""" BIA proposed search algorithm

= Simple TDMA/FDMA/CDMA strategies

Sum Rate

0 . ! ‘ ‘ ! ‘ ‘ ! ‘
-5 0 5 10 15 20 25 30 35 40 45 50
SNR (dB)
(@)
35 T T
——E=20dB, P =1
30 " 1
- - -E=15dB, P =1
g .......... E=10dB, P =1
: J
X 20r 1
O
S
=]
2
g I5f ]
<
g
O
[
2 10r 1
=
S
5 |- <
0 Il Il Il Il Il Il Il Il Il
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0<1-e<1
(b)
Fig. 8. (a) Comparison between our proposed strategy and interference

alignment with perfect CSI in a 4-user IC; (b) The outage capacity as a
function of (1 — ¢) for M = 12 and K = 6 users and varying transmission
power (€ = 10, 15, 20dB).

Table II and III show the performance and complexity of
our proposed search algorithm compared to random search
. . . . 38_1 .
algorithm with a complexity of searching through “—— combi-
natio}gs and a simple brute-force algorithm with the complexity
of 2= For K = 4 users, our approach provides a good
solution, while reducing the complexity of search algorithm

drastically. For M = 16, our sum-rate has a saturation point
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TABLE III
COMPLEXITY OF DIFFERENT SCHEMES COMPARED TO OUR SCHEME WITH L = 4 AND Ng = 2

K=4 M =38 M =16 M =24
Brute-force algorithm i1 316T71 3242 —1
Proposed strategy 5640 1.9 x 10% 1.4 x 10°
Random search 382;1 L;l BST—l

around 48dB and has a complexity of 19000, which with
a basic 60-MHz processor can be calculated within 0.3ms.
Considering channel coherence time of f—cv = 6.25ms for a
receiver with a speed of v = 30m/sec and operation frequency
of f = 1.6GHz, the search algorithm overhead would be a
negligible part of signaling.

VII. CONCLUSION AND FUTURE WORK

In this paper, we proposed a distributed blind interfer-
ence management strategy in K -user ICs that exploits the
receiver-end diversity created by a switch-based reconfigurable
antenna. A major difference between this antenna and other
multiple-antenna structures is that it has only one RF chain,
which prohibits joint processing. The proposed scheme allows
transceivers to achieve higher average sum-rates without
accessing CSI at the transmitters, and matches the promised
high-SNR gains of Interference Alignment for finite SNR
values. We designed our scheme such that interference signals
align to within a small margin. We showed that when the
number of sub-elements at the receivers increases, the chance
of finding proper channel conditions to eliminate most of
interfering signal power increases. We then analyzed the
average achievable sum-rate of our approach, and we proposed
an efficient algorithm to search among different reception
states. We showed that by a small sacrifice in SINR, we can
find proper states with lower complexity. Through numerical
analysis, we showed that our new approach enables interfer-
ence mitigating without the main drawbacks of prior results.
One can extend the results of this paper to other network
architectures or protocols to improve data reception rates.
Another direction is to analyze the antenna structure with
different types of antenna sub-elements or increase the number
of reception switching state with phase-shifters or attenuators.

APPENDIX A
PROOF OF THE FIRST LEMMA

Proof: The vector 7l = (yy], ... ,fy][f}) has 3™ different

shapes in which 'y,[: le {—1,0,1}. The inner product of two
vectors HI”/! and 47 can be expanded as follows:

M
H] .,—y[i] - Z h%]] yll.
m=1
Therefore, we have:

M
var (ﬁw] @m) = var [ 3 Bl
m=1

M M
= > var (W) E| = o 3 b
m=1

m=1
(45)

(44)

If we consider uniform distribution among different state of
the vector [, the average variance of var (H[! . 5[1) can
be calculated as follows:

M
v (B0 511) = B (o 3 1l
m=1

M M 4
oy p| Y I =1]1, @
=0 m=1

where 0 <! < M. If we consider uniform distribution among

(46)

different switching states, the value of p (Z%zl |%[f,]| = l)

M—1

M
can be calculated from % In which, the value of ( M )

M—1
counts the number of states in which the vector 7/ contains
M —1 zeros and 2 indicates total number of states for |yl

which contains zero or one. Therefore, we can conclude that:

M [ M
o . _ l
var (H[u] .,—y[z]) _ Zl_(;l(é”_l) o2, (48)
if we substitute M — [ with I, then:
M M /
o ) o () (M —1 M
var (H[U] .:y[t]) = 2= (12]?{( )U%, = ?01211 (49)
which completes the proof. |
APPENDIX B

PROOF OF THE SECOND LEMMA

Proof: As it discussed in the previous lemma for different
vectors, 7%, the distribution of H%/! . 57 can be approximated
by Gaussian distribution with zero mean and variance V. So,
we have:

5
_ , 1 2
H[%]] . 7[1/] < 6 = / T2V d
p (I 7 ) - r

(a) J 1 r? rt
~ 1-—+0(—=])d
/_5 27V ( 2V N (V3)> i

25280 (5)
Voro 327 od o?

(50)

where the approximation (a) comes from the Taylor series
2

expansion of the term e~2 v and in all the above equations
is equal to v V. |
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