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ABSTRACT: The relative roles of upper- and lower-level thermal forcing in shifting the eddy
driven jet are investigated using a multi-level nonlinear quasi-geostrophic channel model. The
numerical experiments show that the upper-level thermal forcing is more efficient in shifting the
eddy-driven jet. The finite-amplitude wave activity diagnostics of numerical results show that
the dominance of the upper-level thermal forcing over the lower-level thermal forcing can be
understood from their different influence on eddy generation and dissipation that affects the jet
shift. The upper-level thermal forcing shifts the jet primarily by affecting the baroclinic generation
of eddies. The lower-level thermal forcing influences the jet mainly by affecting the wave breaking
and dissipation. The former eddy response turns out to be more efficient for the thermal forcing to
shift the eddy-driven jet.

Furthermore, two quantitative relationships based on the imposed thermal forcing are proposed to
quantify the response of both eddy generation and eddy dissipation, and thus to help predict the
shift of eddy-driven jet in response to the vertically non-uniform thermal forcing. By conducting
the overriding experiments in which the response of barotropic zonal wind is locked in the model
and a multi-wavenumber theory in which the eddy diffusivity is decomposed to contributions from
eddies and mean flow, we find that the eddy generation response is sensitive to the vertical structure
of the thermal forcing and can be quantified by the imposed temperature gradient in the upper
troposphere. In contrast, the response of eddy diffusivity is almost vertically independent of the

imposed forcing, and can be quantified by the imposed vertically-averaged thermal wind.

2
Accepted for publicationimiJournal of thesAtmospheric\ScienceseD Ola10:11t75/J AS+D=24-03022104:29 PM UTC



SIGNIFICANCE STATEMENT: Climate models predict enhanced warming over tropical upper-
troposphere and Arctic surface in response to greenhouse gas increases, which has competing
effects on the latitudinal shift of eddy-driven jet and thus requires a better understanding of
the relative roles of upper- and lower-tropospheric thermal forcing for future climate projection.
We make a new quantitative comparison on responses of eddy generation and dissipation that
sustain the jet shift and relate them to the imposed thermal forcing. This approach extends the
fundamental eddy closure topic from vertically uniform situation to vertically non-uniform forcing.
These quantitative relationships are also helpful for better understanding and predicting the jet and
storm track variabilities under other forms of thermal forcing (e.g., SST front, aerosols, latent heat

release).

1. Introduction

Climate models predict that the warming of the troposphere in response to greenhouse gas
forcing will not be uniform, exhibiting two hot spots, with one centered in the upper troposphere
in the tropics and a second concentrated in the lower troposphere in the polar regions. The
stronger warming over those two regions alters the spatial distribution of meridional temperature
gradient in opposite direction in upper and lower troposphere, which, indicated by previous studies
(Harvey et al. 2014; Shaw et al. 2016; Robert et al. 2019), has competing effects on the midlatitude
atmospheric circulation and variability. The upper-level warming over the tropics has been shown
to induce a poleward shift of storm tracks (Chang et al. 2012) and eddy-driven jet by raising the
tropopause and high clouds (Lorenz and DeWeaver 2007; Li et al. 2019), accelerating the eddy
phase speed (Chen and Held 2007), increasing the static stability (Lu et al. 2008; Yuval and Kaspi
2020), increasing the eddy length scale (Kidston et al. 2011), altering the subtropical irreversible
potential vorticity (PV) mixing (Butler et al. 2011; Lu et al. 2013) and wave activity dissipation
(Chen et al. 2013; Sun et al. 2013). However, observational and modeling studies suggest that the
Arctic surface warming always results in an equatorward shift of the eddy-driven jet, associated
with the weakening of the westerlies in high latitudes (Butler et al. 2010; Deser et al. 2016; Burrows
et al. 2017). Thus, the final destination of the eddy-driven jet in the future climate could be “a tug

of war” between the impacts of upper- and lower-level meridional temperature gradient (Deser et al.
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2015), and understanding the relative roles of upper- and lower-level thermal forcing in shifting the
eddy-driven jet has important implication for future climate projection.

Using a three-layer quasi-geostrophic model, Held and O’Brien (1992) examined the sensitivity
of baroclinic eddy fluxes to the vertical structure of the background temperature gradient. They
found that the strength of eddy fluxes, especially the eddy heat flux, are more sensitive to lower-
than upper-level temperature gradient. Pavan (1996) used a multi-layer quasi-geostrophic model to
better simulate the eddy dynamics and supported the results of Held and O’Brien (1992) by showing
that the strength of eddy potential vorticity flux is more sensitive to the lower-level temperature
gradient. He further interpreted this result as a consequence of the shallow eddies, which are
confined in the lower levels with small vertical depth thus not affected by a change in the upper-
level temperature gradient. Yuval and Kaspi (2016) refreshes the understanding of the topic by
emphasizing the important role of the upper-level temperature gradient. Using an idealized global
circulation model, the authors found that the strength of eddy activity, especially the baroclinic
growth, is dominated by the upper tropospheric temperature gradient. They attributed this result
to the large temperature gradient concentrated in upper levels, as in a 1D Eady-like model, the
eddy growth rate is more sensitive to changes in regions of larger temperature gradient. All these
previous studies have focused on sensitivities of the baroclinic eddy growth or the eddy PV flux.
However, the response of the eddy-driven jet is more directly related to the eddy momentum flux
convergence as suggested by Pfeffer (1987). The relative importance of upper- versus lower-level
temperature gradient in forcing the eddy momentum flux remains unclear.

Besides the baroclinic growth of wave activity, the response of the eddy momentum flux to a given
forcing is strongly affected by the meridional wave propagation and breaking aloft (Chang 1998;
Barnes and Thompson 2014). The study by Thorncroft et al. (1993) has illustrated the sensitivity
of the eddy momentum flux to the refractive index in the barotropic decay stage of an idealized
baroclinic eddy life cycle. Kug and Jin (2009) and Ren et al. (2009) demonstrated the importance
of eddy deformation by the background barotropic wind in shaping the eddy momentum flux. In
all those processes, eddy deformation and its nonlinear breaking result in irreversible PV mixing,
with the eddy activity dissipated at smaller scales. The irreversible changes in eddy activity are
key to the balanced response in eddy momentum flux, whereas transient and reversible fluctuations

in wave activity has a small net effect.
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With the aid of the framework of finite-amplitude wave activity (FAWA) introduced by Nakamura
and Zhu (2010), both the eddy growth and eddy dissipation processes that balance the eddy
momentum flux are quantified and diagnosed. Nie et al. (2014), using this formalism, identified
the strong association between eddy dissipation processes and the latitudinal shift of eddy-driven
jet on intra-seasonal time scale. Studies by Nie et al. (2016) and Xiao et al. (2016) further suggest
that those nonlinear eddy dissipation processes play a dominant role in sustaining the shift of
the eddy-driven jet in response to the lower-level thermal forcing. Those studies raise a further
question for understanding the relative importance of the upper and lower level thermal forcing in
the jet shift: which of eddy growth or eddy dissipation is the dominant process associated with
the change of eddy momentum flux convergence in response to upper- and lower-level thermal
forcing? In addition, how can one quantify the relative contribution of the eddy generation and
eddy dissipation in response to the imposed thermal forcing?

This study, as a continuation of Nie et al. (2016), aims to address the above questions by carrying
out groups of sensitivity experiments to the upper- and lower-level thermal forcing. The numerical
results are compared and analyzed through the FAWA diagnostic to disentangle and quantify
the changes in eddy growth versus dissipation that accompany the response of eddy-driven jet.
Our study shows that, in all the sensitivity experiments, the upper-level thermal forcing is more
efficient in shifting the eddy-driven jet. The dominance of the upper-level thermal forcing over
the lower-level forcing can be understood from their different influence on eddy generation and
eddy dissipation responses that affect the jet shift. Through overriding experiments and a multi-
wavenumber theory, we find that the eddy generation response is sensitive to the vertical structure
of the thermal forcing and can be quantified by the imposed temperature gradient in the upper
troposphere. In contrast, the eddy dissipation response is almost vertically independent of the
imposed forcing, and can be quantified by the imposed vertically-averaged zonal wind.

The structure of the paper is assigned as follows. Section 2 outlines the model framework,
experiments setup and methodology. The equilibrated responses of sensitivity runs are compared
in Section 3. The eddy generation and dissipation responses that contribute to the jet response
are diagnosed through FAWA analysis, and further quantified through overriding experiments and

multi-wavenumber theory in Section 4. Summary and discussions are presented in Section 5.
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2. Experiments design and analysis methods

a. The B plane multi-layer QG model

We use for this study a S-plane multi-layer quasi-geostrophic(QG) channel model with fixed
static stability close to the observation (Zhang et al. 2009), with the Coriolis parameter f, at the
channel center and the latitudinal variation of the Coriolis parameter S all set to be the values at
latitude 45° N. This model simulates a pure eddy driven jet symmetric about the mid-channel, and
ignores the spherical geometry effect on the asymmetry of wave dynamics, which may also play a
role in the eddy sensitivity to the thermal forcing. This is one of the simplest environments to study
the change of eddy activity and eddy driven jet in response to the vertical structure of the imposed
thermal forcing, which does not consider the influence of spherical geometry and subtropical jet on
the response of eddy driven jet. The framework and control parameters are the same as in Zhang
et al. (2012) and Nie et al. (2016), with 156 km by 156 km horizontal resolution and 17 levels in
the vertical. Model simulations with finer horizontal resolutions are also conducted to establish the
robustness of the results. The model is governed by a potential vorticity equation, which is forced
by diabatic heating H and damped by frictional dissipation F,. The diabatic heating in this work
is contributed by the radiative convective heating H, which is parameterized by the Newtonian

relaxation to a target “radiative convective equilibrium (RCE)”:

H, = Cp 5 (1)

in which 7, denotes the RCE state temperature and 7, = 40 days, denoting the newtonian relaxation

time scale. The potential temperature of the RCE state in the troposphere is specified as

5 0<y—yo(p) <L/4

Oc(v.p) = § Gesin[ T FZE2Y] L4 <y-yol(p) <3L/4 @)
3L/4<y-yo(p) <L

1t}

N|,!?

where 6, = 67 +9_exy. Q_exy denotes horizontally averaged target state potential temperature, which
is fixed and specified to be 280 K, close to the observed global averaged surface temperature.

A, = 43K, denoting the temperature difference across the channel width L. In the stratosphere,
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the potential temperature gradient of the RCE state is set to one tenth of that in the troposphere
and of opposite sign. The results presented in this study are robust for moderate change of the
background target state temperature gradient (results not shown). Note that the vertical profile of
the static stability can affect the results. An extreme case for this situation is the stratosphere, in
which the atmospheric response is strongly suppressed with the very stable stratification, which
is out of the scope of this study. In this study, the background lapse rate is set to 7 K/km in the
troposphere and zero in the stratosphere, close to the observation. A linearized bulk form surface
sensible heat flux is also included in the model to act on the atmosphere at a time scale of few days.
Fyp = —Cgi¢pps(Bair — O5ea), Wwhere Cy; is the drag coefficient and pj is the surface air density. The
sea surface potential temperature 6., is kept fixed as the RCE state surface potential temperature.
We assume that the first model level is well-mixed so that the surface air potential temperature 6,
is equal to the potential temperature at the first level, which is 32 hPa above the surface. Frictional
dissipation F} is parameterized as F; = gaai;)", where T, is the shear stress and set as 7, = —c4Vs at
the surface level (vg denotes the surface wind). Sensitivity tests have been conducted to guarantee
that conclusions made in this study are not sensitive to the detailed boundary layer setting in the
model. More details of the model configuration and parameters can refer to Zhang et al. (2009,

2012) and Nie et al. (2016).

b. Experiments setup

In this study, the atmospheric response to upper- versus lower-level thermal forcing is compared
through groups of sensitivity experiments, in which the potential temperature in the RCE state is
modified. We start with a control (CTL) run with yo(p) =0, in which, as shown in Fig. 1a, both
the upper- and lower-level temperature gradient are peaked at the channel center. Then sensitivity
experiments are conducted by systematically displacing the latitude of the maximum 07, /dy away
from the channel center at a given vertical level. This is achieved by varying the center of the
baroclinic zone yo(p) in Eq.(2). Since the S-plane model neglects the spherical effects with its
dynamics symmetric about the channel center, the shift direction of the thermal forcing does not
matter and enables direct dynamical comparison of the response of upper versus lower level forcing.
Thus, we set the upper- and lower-level thermal forcing all displaced poleward for comparing the

extent of the resultant jet shift. Specifically, we set
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g[cos(p;—]’;cn)+l] Pl <

2 op (3)

p=p
WC|>10rp<p,

yo(p) =

where p. is the vertical level in which the center of the baroclinic zone is maximal displaced and
p:=312.5 hPa is the tropopause level, Ay denotes the distance of the latitudinal displacement of
the baroclinic zone at p., and dp denotes the vertical extent of the displaced baroclinic zone. As
this study aims to investigate the tropospheric dynamics, no thermal perturbation is added in the
stratosphere. Three groups of sensitivity studies: UP runs, LOW runs and Vertical runs are carried
out. In the UP experiments, as shown in Fig. 1b, p. is set at the tropopause, with the center of
the upper tropospheric baroclinic zone shifted gradually poleward while the lower-level baroclinic
zone is kept at the center of the channel. For comparison, the LOW experiments are designed as in
Fig. Ic, in which p. is set at the surface, with the center of the lower level baroclinic zone shifted
gradually poleward while the upper level baroclinic zone is kept unchanged. In both UP and LOW
experiments, four sensitivity runs are carried out respectively by increasing Ay with an increment
of 625 km. The detailed values of parameters used in each run of the UP/LOW experiments are
listed in Table 1.

In addition to the thermal forcing peaked at the tropopause and surface, another group of
experiments, denoted “Vertical runs”, are conducted to investigate the sensitivity of the atmospheric
response to thermal forcing peaked at different vertical levels (Figs. 1d-f). As listed in Table 1,
10 sensitivity runs are carried out by setting the center level of the latitudinal displacement of the
baroclinic zone from 1000 hPa to 437.5 hPa with a decrement of 62.5 hPa. To better disentangle the
different influence of the heating level, dp is set as 250 hPa in the Vertical runs. The conclusions
of the Vertical runs all hold for deeper extents of the displaced baroclinic zone (results not shown).

Each simulation is spun up for at least 1000 days and then integrated for an additional 5000 days
for analysis. The equilibrated response is defined as the difference between the equilibrated states

in the perturbed run and the control run.

c. Analysis method: the Finite-Amplitude Wave Activity diagnostics

This study investigates the response of a single midlatitude eddy driven jet to the upper versus

lower level thermal forcing, which is primarily driven by the change in the vertically averaged
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FiG. 1. (a) Profile of the target state temperature gradient d[7,.]/dy as a function of pressure and latitude
in the standard CTL run. (b)-(c) Vertical and latitudinal structure of the anomalous d[7,]/dy added in the (b)
UP and (c) LOW runs associated with a latitudinal displacement of d[7T.]/dy by 1250 km. (d)-(f) are same as
(b)-(c) but for the Vertical runs with imposed forcing centered at (d) 687.5 hPa, (e) 562.5 hPa and (f) 437.5 hPa,

respectively. Contour interval is 0.002 Kkm~'. The thick black contour in (a) denotes the zero line.

convergence of eddy momentum flux for jet variability (Lorenz and Hartmann 2001, 2003). The
response of a subtropical jet to thermal forcing is not considered. Since the eddy momentum flux
convergence is mostly concentrated in the upper troposphere, the response of the eddy-driven jet
is greatly governed by the dynamics in the upper levels (Nie et al. 2014). We employ the FAWA
framework (Nakamura and Solomon 2010) instead of conventional Transformed Eulerian Mean
(TEM) framework to investigate the eddy momentum response as in Chen et al. (2013) and Sun
et al. (2013). First and most importantly, the FAWA framework enables to elucidate the relative
importance of eddy growth and eddy dissipation (i.e., the source and sink of wave activity) that
balances the response of eddy momentum flux convergence, which are not easy to assess under the
TEM. Second, even for the local zonal wind variation (i.e. the upper level jet), previous studies have
suggested that the zonal wind acceleration is better related to the eddy momentum flux convergence

than the local Eliassen-Palm (E-P) flux divergence in the TEM, since it is determined by a small
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TABLE 1. Values of the parameters used in CTL run and sensitivity runs. Columns indicate the name of the
experiment, latitudinal displacement of the baroclinic zone with the imposed anomalous thermal forcing, vertical

center of the anomalous thermal forcing, and vertical extent of the anomalous thermal forcing, respectively.

EXPERIMENT latitudinal displacement Ay  vertical center of imposed forcing p.  vertical extent of imposed forcing 6 p

CTL Run 0 km
LOW Run :
LOW _625km 625 km 1000 hPa 687.5 hPa
LOW _1250km 1250 km 1000 hPa 687.5 hPa
LOW _1875km 1875 km 1000 hPa 687.5 hPa
LOW _2500km 2500 km 1000 hPa 687.5 hPa
UP Run:
UP_625km 625 km 312.5 hPa 687.5 hPa
U P_1250km 1250 km 312.5 hPa 687.5 hPa
UP_1875km 1875 km 312.5 hPa 687.5 hPa
U P_2500km 2500 km 312.5 hPa 687.5 hPa

Vertical Run :

EXP_1000hPa 1250 km 1000 hPa 250 hPa
EXP_937.5hPa 1250 km 937.5 hPa 250 hPa
EXP_875hPa 1250 km 875 hPa 250 hPa
EXP_812.5hPa 1250 km 812.5 hPa 250 hPa
EXP_750hPa 1250 km 750 hPa 250 hPa
EXP_687.5hPa 1250 km 687.5 hPa 250 hPa
EXP_625hPa 1250 km 625.0 hPa 250 hPa
EXP_562.5hPa 1250 km 562.5 hPa 250 hPa
EXP_500hPa 1250 km 500.0 hPa 250 hPa
EXP_437.5hPa 1250 km 437.5 hPa 250 hPa

difference between the Coriolis force on the residual circulation and the E-P flux divergence (Pfeffer
1987). Finally, our method is related to the parameterization of eddy momentum flux in a 2D model,
in which eddy momentum flux is quantified by the difference between eddy diffusions of PV and
potential temperature (Stone and Yao 1987).

In the FAWA formalism, the budget contributed to the convergence of the eddy momentum flux

can be written as in Chen et al. (2013) and Nie et al. (2014):

o([uv]) 8 f[ver] 00 A

m=2ev 9 JWOly 08 94 s, 4

3y apaegay) Krray Tart @)
—_———

eddy generation ¢ddy dissipation
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in which [ ] and * denote zonal-mean and deviation from zonal-mean, respectively. The first term
on the right-hand-side (RHS) is the vertical differential of the eddy meridional heat flux divided
by the static stability parameter. It represents the contribution from the baroclinic eddy generation
(i.e. the poleward eddy heat flux) due to baroclinic instability (e.g., McIntyre and Weissman
1978; Thorncroft et al. 1993) and the associated vertical wave activity flux, thus it is a source
for the wave activity. For a conservative flow (i.e. adiabatic and no wave dissipation), the eddy
momentum flux convergence is solely balanced by the baroclinic eddy generation in steady state.
The second term is the irreversible PV mixing, which is represented by the effective diffusivity,
k¢, multiplied by the Lagrangian background PV gradient Q/dY. This term manifests the role
of the horizontal potential vorticity deformation, wave breaking and the resultant eddy dissipation
at smaller scales, thus can be considered as a wave activity sink. The irreversible PV mixing
can be caused by both linear dynamics (e.g., the critical latitude behavior (Chen and Held 2007),
linear wave reflection (Lorenz 2014a,b) and changes in the index of refraction (Wu et al. 2013))
and nonlinear processes as the wave breaking (Thorncroft et al. 1993; Lu et al. 2013). When the
eddy dissipation is strong, the wave activities resulting from the baroclinic growth are damped
and thus cannot effectively contribute to the horizontal wave propagation in the upper troposphere
and resultant eddy momentum flux. The third term denotes the negative time tendency of finite
amplitude wave activity A, which is negligible in the long-term response to the imposed forcing.
The final term AX denotes the diabatic source/sink of wave activity. Therefore, Eq. (4) provides a
diagnostic framework to quantify the contributions of eddy growth and eddy dissipation to balance
the eddy momentum flux convergence that drives the eddy-driven jet in response to the imposed
thermal forcing. Note that the diagnostic does not necessarily claim that the eddy momentum
flux convergence is caused by the eddy generation and dissipation. It provides a wave activity
constraint between the eddy momentum flux convergence, eddy generation and eddy dissipation
in equilibrium, which enables us to quantify their changes to the imposed thermal forcing. This
is analogous to Earth’s energy constraint between the meridional energy transport, incoming short

wave radiation and outgoing long wave radiation (Hartmann 2015).
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3. Sensitivities of the equilibrated responses

In this section, the equilibrated atmospheric responses to the imposed thermal forcing are de-
picted. Figure 2a tests the sensitivity of the surface zonal wind to the meridional displacement
of the thermal forcing Ay in both UP and LOW runs. The zonal winds show a gradual poleward
migration as the imposed upper-/lower-level thermal forcing is displaced more poleward. From
the perspective of zonal momentum balance, the surface zonal wind is dominantly driven by the
vertically averaged eddy momentum flux convergence. As depicted in Fig. 2b, the response of the
eddy momentum flux convergence to the increase of the forcing displacement distance Ay exhibits
a monotonic poleward shift. Meanwhile, the latitude of the vertically averaged maximum eddy
kinetic energy as a function of Ay is also plotted in Fig. 2c. The EKE exhibits a monotonic pole-
ward shift and weakened intensity to the imposed thermal forcing. Comparisons of the responses
between the UP (solid lines) and LOW (dashed lines) runs further show that the shifts in zonal wind
and eddy momentum forcing are both stronger in the UP runs, especially for the equatorward center
of action, implying that upper-level thermal forcing is more efficient in displacing the eddy-driven
jet.

Sensitivity of the atmospheric response to the vertical level of imposed thermal forcing is also
examined in Figs. 2d-f. Both the zonal wind and the vertically averaged eddy momentum flux
convergence display stronger poleward displacement as the vertical level of the imposed thermal
forcing is raised. The robustness of the above sensitivity runs is also tested by repeating the above
simulations but cutting the vertical extent of thermal forcing in half. The conclusions are all
the same (results thus not shown). Therefore, all of our sensitivity experiments suggest that the

upper-level thermal forcing is more efficient in shifting the eddy-driven jet.

4. Quantifying the eddy responses to the imposed thermal forcing

a. Diagnosing the eddy generation and dissipation responses through FAWA analysis

The possible reason for the higher efficiency of upper-level thermal forcing in displacing the eddy-
driven jet is then explored. For simplicity, only the cases with latitudinal displacement Ay = 1250
km are displayed. Figure 3 compares the vertical structures of the equilibrated responses of the
eddy fluxes between UP and LOW runs. The latitudinal dipolar response patterns of the eddy

momentum flux convergence and eddy heat flux in both runs denote a poleward displacement, but
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FiG. 2. Equilibrated response of the zonal-mean (a) surface zonal wind (unit: ms~"), (b) vertically averaged
eddy momentum flux convergence (unit: ms~'day™") and (c) vertically averaged eddy kinetic energy (unit:
m?s~%) in each UP and LOW runs. The solid (dashed) line denotes the response in the UP (LOW) runs. (d)-(f)

same as (a)-(c), respectively, but for the Vertical runs.

the magnitude of the eddy response is stronger in the UP run. The stronger eddy responses in
the UP run can be further elucidated by analyzing the FAWA budget in Eq.(4). The difference of
Eq. (4) between the UP/LOW run and CTL run will show the responses of eddy momentum flux
convergence, eddy generation, eddy dissipation and diabatic term. In the equilibrated state (Figs.
3c and d), though the responses of the eddy momentum flux convergence display a similar dipolar
pattern, the relative contributions of eddy generation and eddy dissipation to such response are
significantly different between UP and LOW runs. In the UP run, the baroclinic eddy generation
shows a much stronger dipolar structure than the momentum flux convergence, which overwhelms
the damping role of eddy dissipation in response to the upper-level thermal forcing. However, in
the LOW run both the eddy generation and dissipation terms positively correlate to the poleward
shift of the eddy momentum flux convergence, with the latter playing a more dominant role.

The response of eddy dissipation can be further decomposed into the part resulting from the

change by effective diffusivity (=Ak.rs-0Q/0Y) and the part resulting from the change of the
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Fig. 3. Equilibrated response of the zonal-mean eddy momentum flux convergence (contour, int: 0.2
ms‘lday_l) and eddy heat flux (shading, int: 1 Kms™') in the (a) UP and (b) LOW runs to the displace-
ment of 4[7,]/dy by 1250 km. (c)-(d) are the equilibrated response of each term (unit: ms~'day™") in the
FAWA budget of Eq. (4) at 312.5 hPa in the UP and LOW run, respectively. Note that the scale in panel (d) is
smaller than that in panel (c). (e)-(f) are same as (c)-(d) but for the budget of Eq. (5).

background PV gradient (k. s ¢ -A0Q/dY). Therefore, the eddy response to the diabatic heating
is roughly in balance as follows in the equilibrium.
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Figures 3e-f compare the equilibrated response of each component in Eq. (5) between UP and
LOW runs. In both two runs, the first two terms on the RHS of Eq. (5) act to enhance the latitudinal
shift of the jet, while the last term acts as a damping. The primary difference between the UP and
LOW runs lies in the relative importance of these three components. In the UP runs, the net effect
of the last two terms is to damp the poleward shift of eddy momentum flux convergence, but this
is offset by the strong and dominant contribution of the eddy generation. In the LOW run, the
contribution of the eddy generation is very weak. The contribution due to the change of effective
diffusivity becomes dominant, acting as the main process leading to the poleward shift of the jet.

The relative contributions of these three components to the jet shift are also compared in all the
sensitivity experiments. As shown in Fig. 4a, the eddy generation term exhibits a much greater
latitudinal shift in response to the upper-level thermal forcing, suggesting its primary role in the
eddy response to upper-level forcing. In contrast, the effective diffusivity, as shown in Fig. 4b,
is more sensitive to the lower level thermal forcing. The latitudinal displacement of k. s in the
UP run is much weaker than the shift of eddy momentum forcing, indicating that it only plays
a secondary role in the eddy response. The background PV gradient in Fig. 4c shows similar
trends of latitudinal shift in UP and LOW runs, with the trend in the UP runs slightly stronger.
Similar comparisons are also conducted between the above three components and the latitudinal
displacement of the eddy-driven jet. The jet latitude is obtained by estimating the location of the
surface westerly maximum using an interpolation method. The results, as shown in Figs. 4d-f, are
almost the same as in Figs. 4a-c. This again shows that the latitudinal shift of the eddy-driven jet
can be well quantified by the change of the upper-level averaged eddy momentum flux convergence
from the perspective of FAWA sensitivities. The above diagnostic analyses further suggest the
importance of the eddy generation response in the UP runs and eddy dissipation response in the

LOW runs.
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kerr and (c) PV gradient dQ/dY. (d)-(f) same as (a)-(c) but for the shifts of the eddy-driven jet. The solid
red and blue lines denote the linear least square fit of the relation in UP and LOW runs, respectively. The green

dashed line denotes the one-to-one line.

b. Quantifying the eddy generation response by overriding experiments

We next strive to quantify the eddy generation responses by carrying out overriding experiments
similar to Nie et al. (2016) and Chen et al. (2020). Specifically, the baroclinic generation run is
designed to keep the baroclinic eddy generation response active but suppress the eddy dissipation
response associated with the barotropic winds. As introduced in detail in Nie et al. (2016), this
is achieved by the fact that the response of eddy dissipation is mostly controlled by the variation
of barotropic zonal wind [u];;, which is estimated as the vertical average of zonal mean zonal
wind. In this experiment, thermal forcing is kept the same as in the sensitivity runs, but [u],, in
PV advection in the governing equation of the model is fixed as the climatological [u]p; in the
CTL run. Then the impacts of the imposed thermal forcing on local baroclinic eddy generation
are active, but the instantaneous barotropic zonal wind in the PV advection is unchanged and

not allowed to affect the horizontal wave propagation, breaking and the resultant eddy mixing,
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the corresponding baroclinic generation runs for all experiments. In the baroclinic generation run, the barotropic
zonal wind in the PV advection is fixed thus the barotropic eddy feedback is eliminated but the baroclinic

generation is retained. See more details in Appendix A.

and thus the eddy dissipation response is suppressed (also see Appendix A for details). Figure

5 displays the latitudinal displacement of the eddy generation term —% f;g:;g;}

sensitivity runs versus the corresponding baroclinic generation runs. It is clear that the shift of

) in all standard

eddy generation term in two sets of experiments mostly lies along the one-to-one line, suggesting
that the eddy generation term in the overriding runs almost displaces the same latitude as that in the
standard runs. Therefore, the eddy generation response in the standard runs can be well captured
and reproduced by the overriding experiments which only keep the baroclinic generation of eddies
in response to the forced temperature gradient.

The spatial pattern of the equilibrated eddy response in both standard runs and overriding runs
is further compared by examining the E-P flux and eddy momentum flux convergence in Fig. 6.
As a direct response to the poleward displacement of the upper-level temperature gradient, the
E-P vector in the baroclinic generation run (Fig. 6b) shows pronounced upward (downward) wave
activity flux on the poleward (equatorward) side. The upward wave activity flux peaks in the middle
to upper troposphere, and then gives rise to a convergence of E-P flux in the upper troposphere but
a divergence below (shadings), which matches well to the response pattern in the UP run shown
in Fig. 6a thus again suggests the dominant role of baroclinic generation in the eddy response to
the thermal forcing. Figures 6¢-d display the responses in the LOW run and the corresponding

overriding run. As a direct response to lower-level thermal forcing, the E-P vector of the baroclinic
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generation run shown in Fig. 6d displays upward (downward) wave activity flux on the poleward
(equatorward) side in the lower troposphere. Such a response pattern also matches well to the
lower-tropospheric E-P vector pattern in the standard LOW run shown in Fig. 6¢. The above E-P
vector comparison illustrates that the spatial pattern of the E-P flux divergence or equivalently eddy
PV flux can be well captured by the baroclinic eddy generation runs.

The eddy momentum flux response in the overriding runs (black contours in Fig. 6b) further
suggests the different role of the baroclinic generation response in UP and LOW runs. The baroclinic
generation run can reproduce almost 2/3 of the magnitude of eddy momentum flux response with
a roughly similar pattern compared with that in the standard UP run in Fig. 6a. There is certain
shift in the response center in the poleward-side latitude for the eddy momentum flux convergence,
which is reasonable as the eddy response is fully nonlinear and there is coupling between the
eddy generation, dissipation and eddy momentum flux. In contrast, the baroclinic eddy generation
plays a negligible role for eddy momentum flux convergence in response to lower-level thermal
forcing. The conclusion also holds for the response of the vertically-averaged eddy momentum
flux convergence (results are similar thus not shown here). This implies that the response of the
eddy momentum flux associated with the eddy generation may depend on the vertical structure of
the thermal forcing.

in the standard runs. The baroclinic generation run can reproduce almost 2/3 of the magnitude of
eddy momentum flux with a roughly similar pattern compared with that in the standard UP run. In
contrast, the baroclinic eddy generation plays a negligible role in response to lower-level thermal
forcing. The conclusion also holds for the response of the vertically-averaged eddy momentum
flux convergence (figures not shown). This implies that the momentum contribution from the eddy
generation may depend on the vertical structure of the thermal forcing.

Figure 7 examines the sensitivities of the equilibrated eddy responses to the vertical level of
imposed thermal forcing in both standard Vertical runs and corresponding overriding runs. In the
standard Vertical runs, as shown in Figs. 7a-c, as the imposed forcing is raised, the peak of vertical
E-P vector is lifted and the strength of horizontal E-P vector in the upper-troposphere is enhanced,
corresponding to stronger poleward displacement of the eddy momentum flux convergence (black
contours). The overriding runs further show that the baroclinic response of eddies and its contri-

bution to the momentum shift are very sensitive to the vertical level of thermal forcing. As shown
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Fi1G. 6. Equilibrated responses of E-P flux (vector), E-P flux divergence (shading, int: 0.2 ms~'day~') and eddy
momentum flux convergence (black contour, int: 0.2 ms~'day~") in the (a) UP run and (b) the corresponding
baroclinic generation run, with d[7,]/dy displaced by 1250 km. In the baroclinic generation run, the barotropic
zonal wind in the PV advection is fixed thus the barotropic eddy feedback is eliminated but the baroclinic

generation is retained. See more details in Appendix A. (c)-(d) same as (a)-(b), respectively, but for the LOW

run and its corresponding overriding run.

in Figs. 7d-f, in response to low level forcing (i.e. Fig. 7d), the anomalous eddies are mostly
confined in the low levels, with very weak response in the eddy momentum flux in the upper level.
As the vertical level of thermal forcing is lifted, the eddy momentum response aloft strengthens
significantly. Thus, all of our overriding experiments demonstrate that eddy momentum response
due to the change of baroclinic generation of eddies is sensitive to the vertical level of thermal forc-
ing. Only the anomalous eddy generation that can vertically propagate into the upper troposphere
can have a striking impact on the eddy momentum flux, which pushes the jet shift more efficiently
and dominates the eddy response. The conclusion holds for all the experiments, independent of

the width of imposed thermal forcing.
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where the imposed thermal forcing is largest.

The overriding experiment analyses suggest that the eddy generation response is linked to the
change of forced temperature gradient. Given the above understanding, we next to quantify the
eddy generation response based on the imposed temperature gradient 97, /dy. As shown in Fig.
8a, the latitudinal change of eddy generation is relatively loosely-distributed, suggesting that it
is not strongly proportional to the vertically averaged (d7,/dy). This can be understood through

examining the vertical profiles of the anomalous eddy heat flux over the stratification — g E)V;g;} in the

sensitivity experiments. As shown in Figs. 7a-c, they exhibits evident vertical structure, all peaking
around the level of imposed thermal forcing. For the lower level forcing, the anomalous eddy heat
flux is confined in the lower troposphere, with negligible contribution to the eddy momentum
flux in the upper troposphere. As the thermal forcing is lifted upward, the anomalous eddy heat
flux exhibits stronger vertical differential in the upper troposphere, which, as in Eq. (4), denotes
stronger contribution to the budget of the eddy momentum flux convergence. This also suggests that

the eddy momentum flux response not only depends on meridional variations of thermal forcing
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but also depends on the vertical variations of thermal forcing, as in the parameterization of eddy
momentum flux in a 2D model (e.g. Stone and Yao 1987).

The above result suggests that the contribution of the eddy generation term should be more related
to the thermal perturbation in the upper troposphere. Thus, we investigate the relationship between
the eddy generation term and the upper-level averaged d7,/dy in Fig. 8b by examining all standard
experiments in Fig. 8a. We find that the eddy generation term can be best estimated by the thermal
perturbation averaged between 750 hPa and the top of the model, as shown in Fig. 8b, in which
the eddy generation term in the UP runs exhibits a much stronger latitudinal shift with the stronger
upper level averaged 07, /0y compared with the LOW runs and Vertical runs. Similar results are
also found between the eddy generation term in the overriding runs and the target temperature
gradient, as shown in Figs. 8c-d. Since the vertical sensitivity of the eddy response holds for all
experiments and is independent of the width of thermal forcing, we further suggest that stronger
dependence of the eddy generation term on the upper-level temperature gradient and the possible
reason for the 750 hPa cutoff may bear a dynamical reason: the vertical profile of the critical layer.
Eddies generated by baroclinic instability below the critical layer cannot propagate as waves and
are dissipated in their source latitude (e.g., McIntyre and Weissman 1978; Lindzen and Barker
1985; Simmons and Hoskins 1978; Gliatto and Held 2020). Only the anomalous eddy generation
near or above critical layer can radiate and propagate upward to the upper troposphere and then

have a striking impact on the eddy momentum flux. The details are discussed in Appendix B.

c¢. Quantifying the eddy dissipation response through a multi-wavenumber theory

As suggested in the previous FAWA diagnostics, changes in eddy diffusivity make a leading
contribution to the total eddy dissipation response while changes in background PV gradient play
a secondary damping role. We next quantify the response of eddy diffusivity through a linear
multi-wavenumber theory based on the information of EKE covariance spectrum and critical line
distribution, which was firstly proposed by Chen et al. (2015) in oceanic eddy diffusivity analysis.

Specifically, the eddy diffusivity centered at a fixed location y is
1 « ’ ’
kepr(y) = 3 Sexe(k',|U|,y)dkK', (6)
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least square fit of the relationship.

where k is the zonal wave number, and Sgxg (k’,c,y) is the two-dimensional spectrum of the EKE
along the slice where the zonal wind U equals to phase speed c. More details of the method can be
found in Chen et al. (2015). Figure 9a shows the profile of the zonal wind U and the total co-spectra
of EKE as a function of latitude and phase speed. The EKE co-spectra peaks at the jet center
and decreases towards the jet flanks. Figure 9b further displays the spatial profile of the estimated
diffusivity according to Eq. (6). The eddy diffusivity is strongest around the critical line region at
the jet flanks and weakest at the jet center, which is consistent with the eddy diffusivity estimated
through the residual of FAWA budget. To further test the effectiveness of multi-wavenumber
theory in estimating the eddy diffusivity, Fig. 9c compares the shift of eddy diffusivity estimated

by multi-wavenumber theory and that derived from the FAWA budget residual. It is clear that
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the displacement of the two estimated diffusivities is closely along the one-to-one line, although
the multi-wavenumber estimate is slightly weaker. This implies that the multi-wavenumber theory
can reasonably capture a large portion of the shift of the eddy diffusivity, but still a small portion
resulting from nonlinearities cannot be resolved by this theory.

The relative roles of EKE covariance spectrum and critical line in shifting the eddy diffusivity
is further examined by decomposing the standard eddy diffusivity estimated through the multi-
wavenumber theory into the part resulting from the change of EKE spectrum (EKE-perturbed
diffusivity) and the part resulting from the change of zonal wind (U-perturbed diffusivity). Specif-
ically, the EKE-perturbed diffusivity is estimated following Eq. (6) but using the EKE cospectrum
from the UP/LOW/Vertical runs and the zonal wind from the CTL run. In contrast, the U-perturbed
diffusivity is derived using the EKE cospectrum from the CTL run and the zonal wind from the
UP/LOW/Vertical runs. Figure 10 compares the latitudinal displacement of the standard eddy
diffusivity versus the latitudinal displacement of the EKE-perturbed diffusivity and U-perturbed
diffusivity. As shown in Fig. 10a, the EKE-perturbed diffusivity exhibits small displacement com-
pared to the standard diffusivity, implying that perturbation in EKE cospectrum plays minor role
in shifting the eddy diffusivity. In contrast, as shown in Fig. 10b, the U-perturbed diffusivity is
displaced poleward significantly and exhibits one-to-one relation to the shift of standard diffusivity.
This implies that the shift of effective diffusivity is mostly governed by the change of the zonal
wind.

Figures 11a,b further test the sensitivities of the latitudinal displacement of the estimated eddy
diffusivity to the displacement of the barotropic zonal wind in the standard experiments. For both
eddy diffusivities estimated by multi-wavenumber theory and FAWA budget, they show clear linear
relation to the barotropic zonal wind, which again confirms the important role of the shift of the
barotropic zonal wind and resultant critical line in governing the response of the eddy dissipation
as in previous studies (Nie et al. 2014, 2016). We further quantify the latitudinal shift of the
eddy diffusivity based on the imposed forcing. Figures 11c,d test the sensitivities of the estimated
diffusivity to the displacement of zonally-symmetric barotropic zonal wind < U, >. Here U,
is calculated as the zonal wind from the zonally symmetric version of our QG model. In our
model calculation, the surface thermal wind is set to zero. For all the sensitivity experiments

and diffusivity estimation methods, the change of k,.r; can be well estimated by the change of
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FiG. 9. (a) Co-spectra of 312.5 hPa EKE as a function of zonal phase speed and latitude for standard CTL
run. The red solid line denotes the zonally averaged zonal wind at 312.5 hPa. The gray dashed lines denote the
location of critical line where the zonal wind is equal to the phase speed. (b) Profile of the 312.5 hPa estimated
eddy diffusivity based on the multi-wavenumber theory in Eq. (6) and that based on the FAWA budget in Eq. (4).
The gray dashed lines denote the location of critical line. (c) Displacement of the peak latitude of the estimated
maximum eddy diffusivity based on the multi-wavenumber theory versus the latitudinal shift of the maximum
eddy diffusivity estimated based on the FAWA budget in Eq. (4). The dashed green line denotes the one-to-one

line. The black solid line denotes the linear fit between the two estimated diffusivities.

< U, >, no matter the vertical level of the thermal forcing imposed. Since U, is the thermal wind
of T, /dy, the above results imply that the eddy dissipation response can be quantified based on
the imposed vertically-averaged thermal wind < U, >. These results have important implication
for the eddy diffusivity prediction. If the EKE spectrum of an unforced system is known and then a
zonal wind shift is artificially added, the final location of the diffusivity can be thus derived based
on the imposed zonal wind change. This suggests a feedback mechanism by which the shift in

barotropic zonal wind may organize the eddy diffusivity of PV mixing.

5. Summary and Discussion

Using a nonlinear S plane multi-level QG channel model, this study investigates the latitudinal
shift of the eddy-driven jet in response to upper- and lower-level thermal forcing. Our sensitivity

experiments show that the latitudinal position of the eddy-driven jet is more sensitive to the upper-
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varied but the zonal wind/EKE spectrum fixed to that of CTL run. The dashed green line denotes the one-to-one

line.

level thermal forcing compared to the lower-level forcing. This finding is consistent with the model
studies of Yuval and Kaspi (2016, 2017). Our FAWA diagnostics show that the dominance of
the upper-level thermal forcing over the lower-level thermal forcing can be understood from their
different influence on eddy generation and dissipation responses that affect the jet shift. The upper-
level thermal forcing is more efficient in shifting the eddy-driven jet via its dominant influence on
the eddy generation (summarized in the schematic diagram of Fig. 12).

Based on the above understanding, we further quantify the eddy response, including both the
response in eddy generation and eddy dissipation, and relate them to the upper/lower level thermal
forcing. This is helpful for predicting the eddy-driven jet shift in response to the thermal forcing.
Our study shows that the eddy generation response is sensitive to the vertical level of the imposed
forcing and can be quantified by the temperature gradient in the upper troposphere. This helps
explain why previous studies (Riviere 2011; Yuval and Kaspi 2016) were successful in explaining
the jet shift from the perspective of linear baroclinic instability. Different from the scenario
proposed in Riviere (2011), in which long waves become more unstable in response to the enhanced

upper-level temperature gradient thus more anticyclonic wave breaking occurs acting to push the
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FiG. 11. (a) Sensitivity of the latitudinal displacement distance of 500-125 hPa averaged eddy diffusivity from
multi-wavenumber theory in all experiments to the barotropic zonal wind in the same standard run. (b) Same
as (a) but for the diffusivity derived from the FAWA budget in Eq. (4). (c),(d) are same as (a),(b) but for the

sensitivity to the zonally-symmetric barotropic zonal wind.

jet poleward, the length scales of eddies in our study are almost unchanged with the imposed
thermal forcing (results not shown). And unlike the global circulation model experiment in Yuval
and Kaspi (2016), who explained stronger sensitivity of eddy activity to upper-level forcing by
stronger background Eady growth rate there, in our experiment, the intensity of the background
Eady growth rate is almost unchanged, and the stronger upper-level sensitivity is mostly because
of stronger response of eddy heat flux which can vertically propagate into the upper levels.

In this study, we further quantify the eddy dissipation response through a multi-wavenumber
theory based on the information of both EKE spectrum and critical line distributions. Our results
suggest that the eddy dissipation response is mostly controlled by the variation of the imposed

vertically-averaged thermal wind, no matter the vertical level of thermal forcing imposed. This
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F1G. 12. Schematic for the different response of eddy generation to (a) upper-level and (b) lower-level thermal
forcing. The black contours denote the climatological eddy-driven jet and the blue lines denote the distribution
of critical line. The shadings denote the imposed thermal forcing, and the gray vertical arrows denote the
anomalous vertical wave activity flux. The blue circular arrows in panel (b) denote the dissipated eddies below
the critical layer. The response of eddy generation is sensitive to the vertical profile of the thermal forcing.
Only the anomalous eddy generation near or above critical layer can radiate and propagate upward to the upper
troposphere and affect the jet. The anomalous eddies generated below the critical layer cannot propagate as

waves and are dissipated locally.

supports the relationship between the eddy dissipation and mean thermal wind in Novak et al.
(2018). The insensitivity of eddy dissipation response to vertical level also helps us to understand
why the vertical dependence of eddy-driven circulation is mainly caused by the vertical dependence
of the eddy generation response.

Relating the eddy response to the imposed forcing is a fundamental issue in understanding the
extra-tropical climate variability. Though theories relating eddy activity to background state and
thermal forcing have been proposed such as the baroclinic adjustment (Stone 1978; Zurita-Gotor
and Lindzen 2007; Zurita-Gotor 2007; Zurita-Gotor and Vallis 2009) and scaling theories (Green
1970; Stone 1972; Held 1978; Held and Larichev 1996; Schneider and Walker 2008; Zurita-Gotor
and Vallis 2010) which relate an eddy field to its energy source, or the formalism of finite-
amplitude wave-mean flow interaction (Nakamura and Zhu 2010; Nakamura and Solomon 2011),

those theories are all based on a vertically uniform background state and thermal forcing. Our
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quantitative analysis extends this topic to the vertically non-uniform forcing by taking into account
both the eddy generation as in Yuval and Kaspi (2017) and Mbengue and Schneider (2017), and
the eddy dissipation as in Wang and Nakamura (2015) and Wang and Lee (2016). The quantitative
relationship might be also helpful to understand and quantify the different impacts of lower-level
thermal forcing associated with mid-latitude SST-fronts and upper-level thermal forcing due to
latent heat release on the variability of eddy-driven jet (Hoskins and Valdes 1990; Hotta and
Nakamura 2011).

It is important to note that, in this study, the eddy response to thermal forcing was investigated us-
ing a quasi-geostrophic channel model which does not consider the influence of spherical geometry
and subtropical jet on the response of eddy driven jet. With the spherical effect, the eddy momen-
tum flux in the real atmosphere has a clear asymmetry with a tendency toward more poleward than
equatorward momentum flux. With the existence of a subtropical jet, the eddy generation could
be more sensitive to the latitude of thermal forcing, with distinct eddy response for the thermal
forcing imposed close to or far from the latitude of subtropical jet (e.g. Brayshaw et al. 2008).
These effects may have significant influence on the shift of eddy generation and eddy-driven jet,
which deserves further investigation in the future using a spherical primitive equation model.

We also want to point out that, with the aid of the FAWA framework, the relative contributions
of eddy generation and eddy dissipation in the jet response can be explicitly diagnosed and
quantitatively compared, however, this does not necessarily claim that the response of the eddy
momentum flux convergence is caused by the changes in eddy generation and eddy dissipation.
Our wave activity budget equation essentially provides a physical constraint between the three
processes. This is analogous to the use of the top-of-atmosphere net radiative balance to understand
atmospheric energy transport (assuming zero ocean transport). The net radiative balance may not
directly cause atmospheric motion, but the energy transport must reach an energy balance with the
energy source and sink in the equilibrium. More works are needed to further delineate the causality
between the responses of eddy generation, eddy dissipation and eddy momentum flux to thermal

forcing.
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APPENDIX A

Design of the overriding experiments

To further quantify the baroclinic eddy feedbacks in the full response, an overriding technique
is used to isolate the effect of barotropic advecting flow on PV mixing. The overriding technique
is motivated by the fact that, as shown in Hartmann and Zuercher (1998), the barotropic zonal
flow slightly influences the baroclinic energy conversion but evidently affects the barotropic decay
process in an eddy life cycle. Thus, overriding the barotropic zonal flow mainly impacts the
effective diffusivity by modulating potential vorticity advection.

More specifically, the governing equation in the model is the potential vorticity tendency equation:
dq

i V-V, q +forcing terms, (A1)

where ¢ is the potential vorticity. If we decompose each variable into the zonal average and the
eddy components and assume the zonal mean meridional velocity [v] is small, the PV advection

term in Eq.(A1) can be rewritten as

99", +0ldl v g, (A2)
0x ay

V- Vg = [u]

where * denotes the eddy component and [ ] denotes zonal average. The first term on the right-
hand-side of the equation just represents the PV advection by the zonal-mean zonal wind. The
zonal-mean zonal wind can be further decomposed into the barotropic component of the zonal wind

[u] s, which is estimated as the vertical average of the zonal wind, and the baroclinic component
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of the zonal wind [u]p., which is defined as [u]p. = [u] — [u]p;. Thus, this term can be further

decomposed as
0q*
ox

(11 5 = ([l + [u]5) (A3)

In the overriding experiment, we specify the barotropic zonal-mean zonal wind [u«], in the PV
advection and leave all the other terms, e.g. baroclinic zonal wind in the PV advection, and all
the other fields such as wind, temperature and wave activity determined by the model evolution.
As such, the overriding technique decouples the barotropic PV advection from baroclinic energy
production. By doing so, we aim to suppress the barotropic eddy feedback associated with the
change in barotropic zonal wind, but to keep the baroclinic eddy feedback associated with the

change in meridional temperature advection and baroclinic zonal wind.

APPENDIX B

Vertical profile of the critical latitude

One possible reason for the contrasting response of the vertical wave activity flux to the upper- and
lower-level thermal forcing might relate to the distribution of the critical level which by definition
is the level where zonal wind U is equal to the phase speed C,. As suggested by previous theoretical
studies, the propagation of Rossby waves is determined by the background PV gradient and the
distribution of critical line (e.g., Gliatto and Held 2020). The waves can freely propagate in the
region where the zonal wind is larger than phase speed. If the baroclinic eddies are generated
more vigorously in the lower troposphere where the zonal wind is less than phase speed, then the
baroclinic waves could not propagate as waves and are dissipated in their source latitude. The

phase speeds of the dominant waves are calculated following Gall (1976):

6¢S 6¢C
ot I ot

Cr = [k(¢5+92)] " (ge ), (B1)

where k is the zonal wavenumber, ¢, and ¢, are the real and imaginary parts of the Fourier
coeflicients of the stream function. Fig.B1 shows the critical lines of the dominant waves, which
are wave-number 4-6 in these experiments, for each sensitive experiment. In the CTL run, the
critical line is symmetric about the channel center, with highest critical level below 700 hPa at

ly] < 1500 km. In the LOW run and EXPeg7.5p, Tun, the critical line on the poleward side
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Fic. B1. The vertical profiles of the critical line (where the zonal wind equals to the phase speed) for dominant

wave number (a) 4, (b), 5 and (c) 6 in different sensitivity runs.

is much lower. Anomalous baroclinic eddies generated on the poleward side cannot propagate
as waves and are dissipated locally, thus exerting little effects on the upper-tropospheric wave
propagation and eddy momentum flux. The distribution of the critical layer might also provide a
possible explanation of that eddy generation term is linearly related to 7, /dy above 750 hPa. At
y=1875 km 1n all experiments where the eddy growth is largest in this latitude, the steering level is
almost 750 hPa. The 750 hPa critical layer does not allow the baroclinic eddies below this layer to
propagate as waves, thus the wave activity flux that can vertically propagate upward is much less
in response to the lower-level thermal forcing. Therefore, the baroclinic eddy generation term is

more sensitive to the thermal forcing above this level.
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