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Abstract— IMS (IP Multimedia Subsystem) is an essential1

4G/5G component to offer multimedia services. It is used world-2

wide to support two call services: VoLTE (Voice over LTE) and3

VoWiFi (Voice over WiFi). In this study, it is shown that the4

signaling and voice sessions of VoWiFi can both be hijacked5

by a malicious adversary. By hijacking the signaling session,6

s(he) gains the ability to make ghost calls to launch stealthy7

DoS (Denial of Service) or caller-ID spoofing attacks against8

specific cellular users. Such attacks can be carried out without9

any malware or network information, and require only the10

victim’s phone number to be known. It is shown that phones11

vulnerable to the call DoS attacks can be detected at run time12

by exploiting a vulnerability of cellular network infrastructures13

referred to as call information leakage, which is exposed based14

on a machine learning method. Especially, the call DoS attacks15

can prevent victims from receiving incoming calls for up to16

99.0% time without user awareness. Moreover, by hijacking17

the voice session, an adversary can launch stealthy free data18

transfer attacks based on phone numbers alone rather than19

IP addresses. The identified vulnerabilities/attacks are validated20

in the operational 4G networks of four top-tier carriers across21

Asia and North America with seven phone brands. The study22

concludes by presenting a suite of solutions to address them.23

Index Terms— IMS, VoWiFi, cellular security, 4G, 5G.24

I. INTRODUCTION25

IMS (IP Multimedia Subsystem) is the core system for call26

services in the 4G/5G era and offers two basic services:27

VoLTE (Voice over LTE) and VoWiFi (Voice over WiFi).28

VoLTE is an essential voice solution for 4G LTE networks and29

supersedes the legacy 2G/3G call service. Meanwhile, VoWiFi30

complements VoLTE in areas with poor cellular signals by31
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enabling telephony calls over WiFi networks. An Ericsson 32

report [1] predicted that the number of their subscriptions 33

will reach 6 billion in 2024, accounting for 90 percent of all 34

4G/5G subscriptions. Hence, it appears that IMS systems will 35

inevitably play a decisive role for future call services. 36

VoWiFi extends the reach of the IMS call service, but, 37

in doing so, enlarges the attack surface compared to conven- 38

tional voice solutions. Its software-based framework is barely 39

hardened by existing hardware-based security embedded in 40

the telecom modem, and this has serious implications if an 41

adversary succeeds in gaining full control over the phone OS 42

(e.g., root access). In particular, there is a risk that vulnerabil- 43

ities in VoWiFi may imperil the entire IMS ecosystem. 44

The software-based VoWiFi support motivates us to study 45

potential vulnerabilities of the IMS call service; notably, the 46

study is based on a responsible methodology that avoids 47

harming any of IMS systems or users in operational cellu- 48

lar networks. Given the constraint of this methodology, we 49

examine only the vulnerabilities that can be validated by our 50

own phones serving as both the caller and the callee, and 51

that do not impede normal operation of the IMS service for 52

other cellular users. To explore the vulnerabilities with great 53

impact, we focus on those which can cause the most dangerous 54

security threats on the call service. They can be derived from 55

the two major threat models which can be validated under the 56

aforementioned constraint. First, the adversary as a cellular 57

user attacks a specific cellular user on his call service; the 58

most dangerous security threats are caller ID spoofing and 59

call DoS (Denial of Service). Second, malicious caller and 60

callee cooperate to attack their subscribed carrier with their 61

call services; since the carrier’s normal operation for other 62

cellular users cannot be affected, the most dangerous security 63

threat is to take advantage of the call services to get any 64

unauthorized benefit (e.g., data service). 65

To launch the above attacks, the prerequisite is to allow 66

the adversary to send fabricated messages to the IMS system; 67

moreover, they shall be considered as valid messages so that 68

the IMS system can react as normal operation. Since it can be 69

extremely challenging to build security associations with the 70

core network and the IMS system from scratch, the most viable 71

way is to hijack the signaling/voice sessions which have been 72

built by the VoWiFi service. It leads us to identify the first 73

vulnerability, no app-level data-origin authentication, which 74

can be exploited to enable the session hijacking. Alarmingly, 75

this vulnerability allows the adversary to arbitrarily manipulate 76
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TABLE I

IDENTIFIED SECURITY VULNERABILITIES AND ATTACKS IN OPERATIONAL IMS CALL SYSTEMS

the IMS call operation, and stems from the fact that the77

standard simply treats the device as one entity of the security78

associations in the Internet protocol security (IPsec) protection79

afforded to IMS services. The security parameters are stored80

within the phone itself, rather than in the IMS app running the81

VoWiFi session. Hence, if the attack phone is compromised,82

the security parameters may be easily leaked, thereby enabling83

the adversary to hijack the VoWiFi signaling/voice sessions84

and interact with the IMS system on a per-message basis.85

By exploiting the session hijacking, we further explore86

the possibility of the aforementioned security threats, namely,87

caller ID spoofing, call DoS, and unauthorized service access.88

These security threats are possible and the exploration leads us89

to identify other four IMS vulnerabilities: caller ID spoofing,90

abusing reliability of provisional responses, no prohibition of91

concurrent call attempts, and data smuggling over voice ses-92

sion. Specifically, the first two vulnerabilities can result in the93

caller ID spoofing and call DoS attacks, respectively. Crucially,94

these attacks require no malware or network information, and95

need only a knowledge of the victim’s phone number.96

Moreover, the damage of the attacks can be aggravated by97

the vulnerability, no prohibition of concurrent call attempts,98

which allows a single smartphone to attack multiple cellular99

users simultaneously. The last vulnerability, data smuggling100

over voice session, enables unauthorized data service over101

voice session with free of charge. These vulnerabilities are102

rooted in either operational flaws of the carrier or design103

defects of the standard. Table I summarizes all the five104

vulnerabilities, and the corresponding root causes and attacks.1105

Operationally, the call DoS attack works only for VoLTE106

and VoWiFi users located in the same carrier network as107

the adversary. Furthermore, for any target phone number, the108

phone may have been temporarily handed over from 4G/5G to109

3G. Under these conditions, the phone may play the ringtone110

when subjected to a call DoS attack, thereby thwarting the111

desired stealthy nature of the attack. However, it is shown that112

a determined adversary can circumvent this obstacle by using a113

stealthy detection method to remotely detect attackable phones114

at run time (i.e., before the ringtone plays). In particular,115

a machine learning (ML) approach can be leveraged to explore116

the signaling message features available for runtime detection117

1Notably, the identified vulnerabilities and attacks have been reported to
GSMA; they had not been able to confirm a solution in the short term, and
hence, moved the discussion to one of their standing working groups called
the Fraud and Security Architecture Group, which would take a longer term
look at those security issues.

Fig. 1. 4G LTE network architecture with VoWiFi.

and these features can then be incorporated into the attack. 118

The evaluation results show that such an approach enables the 119

attacker to conduct stealthy attacks on the victim with call 120

DoS up to 99.0% of the time. 121

The identified vulnerabilities and attacks are validated by 122

performing experimental trials in the operational 4G networks 123

of four top-tier carriers across Asia and North America using 124

seven phone brands. The experiments are conducted in a 125

responsible manner such that no harm or disruption is caused 126

to either carriers or cellular users. Specifically, no attempt is 127

made to overwhelm the IMS system by flooding data traffic, 128

or to crash it using malformed signaling messages. Further- 129

more, the researchers’ phones are used as the victim devices 130

in every case. Having validated the identified vulnerabilities 131

and attacks, a suite of countermeasures is introduced. 132

The remainder of this paper is organized as fol- 133

lows. Section II presents the attack surface and model. 134

Section III describes the details of the identified vulner- 135

abilities. Section IV introduces the corresponding attacks. 136

Sections V, VI, and VII present the proposed countermea- 137

sures, discussion, and related work, respectively. Finally, 138

Section VIII concludes the paper. 139

II. VOWIFI ATTACK SURFACE 140

VoWiFi primer. VoWiFi is a cellular VoIP (Voice over 141

IP) service [2] that enables cellular calls over WiFi networks. 142

As shown in Figure 1, for a 4G LTE network architecture 143

with VoWiFi support, the UE (User Equipment) consumes the 144

VoWiFi service by connecting to the core network through 145

the WiFi AP and Internet, while it consumes other services as 146

normal through the LTE base station. The traffic flows of the 147

two types of services reach the core network at the ePDG 148

(evolved Packet Data Gateway) and S-GW (Serving Gate- 149

way), respectively. The ePDG enables untrusted non-3GPP 150

access from the Internet and authenticates the UE through an 151

authentication server before establishing an IPsec tunnel to the 152
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UE [3], [4]. Within the core network, the P-GW (Public Data153

Network Gateway) then forwards the VoWiFi traffic between154

the ePDG and the IMS core. VoWiFi uses SIP (Session Initial155

Protocol) as its signaling protocol, but with some 3GPP-156

specific modifications [5], [6]. Specifically, it requires an IMS157

app installed at the UE to perform registration and mutual158

authentication prior to VoWiFi start-up based on the IMS-AKA159

(IMS Authentication and Key Agreement) protocol [7], [8].160

The registration procedure derives IPsec ESP (Encapsulating161

Security Payload) [9] security associations between the IMS162

app and the core. While IPsec integrity protection over the SIP163

signaling is mandatory, the confidentiality is not [7].164

Exposure of IMS potential vulnerabilities. VoWiFi has a165

larger attack surface than conventional cellular voice solutions166

since, whereas traditional IMS services hide all (e.g., CS-167

based) or part (e.g., VoLTE [10], [11]) of the operations and168

security functions within the hardware modem, VoWiFi keeps169

them in its software (including the IMS app and mobile OS).170

As a result, an adversary has the potential to learn the service171

operations from collected packet traces [12] and steal the172

security parameters (e.g., the security keys) from the software,173

or the delivery path from the SIM card to the IMS app174

using a sniffer such as SIMTrace [13]. These possibilities may175

allow the adversary to hijack the VoWiFi sessions. Having176

done so, s(he) can gain fine-grained interaction with the IMS177

core through the exchange of signaling messages. Any design178

defects of the call flow procedure or state machine can then be179

exploited to launch attacks on the IMS call service operations.180

Attack model. In the experiments, the victims were181

mobile users with VoLTE or VoWiFi services. The attacks182

required only commodity smartphones without any remote183

access to the victim devices or malware installed on them. The184

attack phones carried SIM cards with VoWiFi services, and185

were rooted for full programmability and system data access.186

To maximize the attack impact, the WiFi environment was187

controlled to provide the attack phones with a strong WiFi188

signal with no interference. Moreover, the carrier networks189

were not controlled by the attacker and had no compromised190

facilities.191

Experimental methodology. The experiments were con-192

ducted in the networks of four carriers: two from one country193

in North America and two from one country in Asia. The194

former two carriers, denoted as NA-I and NA-II, collectively195

account for more than 52.4% of the total market share in their196

country, while the latter two carriers, denoted as AS-I and197

AS-II, account for around 42.9% of the market share in their198

country. The full series of experiments was carried out in Car-199

riers NA-I and AS-I. However, only the vulnerabilities were200

validated in Carriers NA-II and AS-II. In this study, 9 different201

phone models with Android versions 5.1.1 to 10.0.0 were202

used as attack phones; namely Samsung S5/S6/S8, Google203

Pixel XL/3a, hTC U11, Sony Xperia XA2, Essential PH-1,204

and Asus Zenfone 4. Meanwhile, the victim phones included205

15 different models running on Android/iOS and were selected206

from 7 different brands, namely Samsung, Essential, Google207

Pixel, Asus, Apple, hTC, and Sony.208

Responsible methodology. The experiments were con-209

ducted in a responsible fashion in order to avoid harming any210

of the carriers or cellular users. For the carriers, no attempt 211

was made to overwhelm the cellular infrastructure or IMS core 212

by flooding data traffic, or to crash the IMS using malformed 213

SIP messages. The main focus was to validate the identified 214

vulnerabilities, not to attack the carrier or cause any damage. 215

Moreover, our own phones were used as the victim phones 216

in order to avoid disrupting real-world cellular users. Notably, 217

while the present tests focused only on attacks against phone 218

devices, the exposed vulnerabilities may potentially open up 219

even more powerful attacks against the IMS core itself. 220

III. MALICIOUS MANIPULATION OF IMS CALL SERVICE 221

In this section, we study the vulnerability of the software- 222

based VoWiFi support and examine other IMS vulnerabili- 223

ties that can be exposed by malicious manipulation of the 224

IMS call service operation. By following the aforementioned 225

responsible methodology, we explore the vulnerabilities that 226

can be validated by our own phone devices and do not 227

have impact on the IMS normal operation for other cellular 228

users. To gain the ability for the malicious manipulation, we 229

first examine whether the VoWiFi sessions can be hijacked. 230

It leads us to identify the first vulnerability, no app-level data- 231

origin authentication (V1), which allows the session hijacking. 232

By hijacking the VoWiFi signaling and voice sessions, the 233

adversary can obtain fine-grained control over the delivery of 234

signaling and voice messages with the IMS system. 235

Furthermore, we focus on the vulnerabilities which can 236

cause the most dangerous security threats on the call service. 237

Given the threat model that the adversary, as a cellular user, 238

attacks another cellular user on his call service, the major 239

security threats are caller ID spoofing and call DoS; thus, 240

two vulnerabilities are discovered to cause those two threats, 241

respectively: caller ID spoofing (V2) and insecure reliability of 242

provisional responses (V3). Since these two vulnerabilities are 243

exploited based on the generation of call attempts, the feasibil- 244

ity of concurrent call attempts can aggravate attack damage by 245

attacking multiple cellular users simultaneously from a single 246

smartphone; it motivates us to discover another vulnerability, 247

namely no prohibition of concurrent call attempts (V4). 248

Given the other threat model that adversaries serving as 249

the caller and the callee in a call cooperate to attack their 250

subscribed carrier; under the constraint of the responsible 251

methodology, the security threat with great impact is to take 252

advantage of the call service to get unauthorized services, 253

where the data service can be the major concern. We then 254

examine the existence of the security threat and identify the 255

last vulnerability, data smuggling over voice session (V5). 256

In the following, we first present the VoWiFi session hijack- 257

ing with the first vulnerability (V1), and then introduce the 258

next three vulnerabilities (V2/V3/V4) and the last one (V5), 259

which are explored from the hijacking of the VoWiFi signaling 260

and voice sessions, respectively. 261

A. VoWiFi Session Hijacking 262

The IMS call service operates with two sessions: signaling 263

and voice sessions. It relies on the signaling session to carry 264

out the call control operation using SIP messages; during the 265
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Fig. 2. Normal call setup procedure versus abuse scenario in which callee gets stuck without receiving PRACK.

Fig. 3. Two-level IPsec protection over VoWiFi signaling session between
IMS app and core.

call setup, the voice session is built for the voice delivery266

based on RTP packets. Figure 2(a) shows the VoWiFi call267

setup procedure, in which the IMS core mediates the deliv-268

ery of the SIP messages between the caller and the callee.269

All of the messages except for the PRACK (Provisional270

Response ACKnowledgement) and 200 OK response mes-271

sages are similar to those of conventional VoIP calls. The272

PRACK message is used to ensure the end-to-end reliability273

of the provisional responses employed to provide informa-274

tion on the progress of request processing (e.g., Session275

Progress) [14]. This reliability is essential for the IMS to276

provide carrier-grade voice services. After the call is accepted,277

the RTP packets are exchanged between two call ends for the278

voice conversation.279

The VoWiFi signaling session between the IMS app and280

core is protected by two levels of security mechanisms in281

accordance with the standards [3], [4], [7], [15]. As shown in282

Figure 3, at the first level, an IPsec tunnel is built between the283

WiFi interface and the ePDG to facilitate untrusted access over284

non-3GPP networks [4]. When packets are sent via the IMS285

virtual interface (VIF), they are encapsulated into this tunnel286

and then delivered to the core network via the WiFi interface.287

At the second level, the integrity of the VoWiFi signaling288

session is protected by the IPsec transport mode, which is built289

between the IMS VIF and the core [15]. However, while such290

two-level security protection can defend against most outside291

attacks from non-3GPP networks, the signaling session is still292

vulnerable to threats originating from within the UE device293

itself, such as when the device is not trusted and a malicious294

app gains root access.295

In contrast to the signaling session, the VoWiFi voice296

session is protected by only the IPsec tunnel at the first security297

level. When the voice packets belonging to a voice session298

are sent to the IMS core via the IMS VIF at one call end,299

they are delivered to the ePDG through the IPsec tunnel and 300

then forwarded to the IMS core. The IMS associates the voice 301

packets with the voice session based on the IP addresses 302

and ports negotiated through the SDP in the preceding SIP 303

messages, and finally forwards them to the other call end. 304

Note that since the security manner of the voice session 305

is a subset of that of the signaling session, we focus on the 306

hijacking of the signaling session and its success also indicates 307

the feasibility of the voice session hijacking. 308

1) (V1) No App-Level Data-Origin Authentication: Since 309

the VoWiFi signaling session has no app-level data-origin 310

authentication, access is not restricted solely to the IMS app. 311

Thus, when the IMS app relies on the mobile OS to carry 312

out IPsec transport, it may be possible for an adversary 313

to acquire the parameters of the IPsec security associations 314

from the system, and then use these parameters to fabricate 315

valid IPsec/SIP messages [12]. To hijack the session, two 316

additional steps are required. First, the sequence numbers of 317

the IPsec session should be tracked at run time, together 318

with the corresponding TCP sequence numbers. Second, the 319

default ESP padding algorithm [9] should be applied and the 320

associated authentication data produced using the specified 321

hash algorithm and keys. (Note that the HMAC-SHA-1-96 322

algorithm [16] is used by the carriers considered in this study.) 323

Experimental validation. Carriers NA-I and AS-I were 324

indeed found to adopt the IPsec transport mode over VoWiFi 325

signaling sessions. In addition, the initial REGISTER message 326

sent by the IMS app included its capable security methods 327

in the Security-Client field, such as the supported 328

IPsec version IPsec-3gpp, the protocol esp, and the mode 329

transport. However, the other two carriers did not enable 330

this mandatory feature and were thus left unprotected. 331

The feasibility of VoWiFi session hijacking was examined 332

by attempting to use fabricated SIP messages to make a VoW- 333

iFi call. Figure 4 shows a fabricated INVITE message (with 334

the Session Name set to FORGED SIP), and the subsequent 335

SIP messages. The responses of the Trying and Session 336

Progress messages received from the IMS confirm that the 337

forged INVITE message is considered to be valid. A forged 338

PRACK message was then returned to the IMS. Thereafter, OK 339

and Ringing messages were received and the callee phone 340

started to ring. A similar outcome was obtained for Carrier 341

NA-I. As for Carriers NA-II and AS-II, which do not have that 342

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: Michigan State University. Downloaded on September 21,2022 at 15:09:02 UTC from IEEE Xplore.  Restrictions apply.



LU et al.: INSECURITY OF OPERATIONAL IMS CALL SYSTEMS: VULNERABILITIES, ATTACKS, AND COUNTERMEASURES 5

Fig. 4. VoWiFi call successfully made by forged INVITE and PRACK
messages in AS-I network.

IPsec transport protection, the VoWiFi session can be easily343

hijacked.344

Root causes and lessons. Vulnerability V1 can be345

attributed mainly to a design defect whereby the standard346

stipulates only device-level IPsec protection. This approach347

is reasonable for conventional voice solutions, such as VoLTE348

and 3G CS-based, since they hide (either fully or partially), the349

signaling operation in the device modem, which is protected by350

hardware-based security; notably, for the interaction with the351

mobile OS, the modem has proprietary interfaces, which can352

increase the difficulty of hacking modem. However, VoWiFi353

carries out its signaling operation using software. When the354

security parameters are passed to the mobile OS, they are355

at risk of being stolen. This inherent weakness of VoWiFi356

suggests that the standard should be updated to implement357

app-level data-origin authentication for the IMS system.358

Moreover, V1 can be attributed in part to an operational359

flaw of IMS in the sense that Carriers NA-II and AS-II do not360

even enable mandatory IPsec protection. The absence of such361

protection may reflect an assumption on the part of the carrier362

that the signaling messages are already adequately protected363

by the first-level IPsec tunnel, and are thus robust toward364

outside network threats. However, such thinking ignores the365

very real risk of threats originating from inside the phone itself.366

B. Signaling Session Hijacking: IMS Call367

Setup Manipulation368

Once the SIP signaling session has been hijacked, the369

adversary can interact with the IMS core on a per-message370

basis. If the IMS core is not properly hardened against security371

threats, it may not only suffer service or system disruptions,372

but may also propagate threats to the cellular users. An exami-373

nation of the practical IMS call service operation reveals three374

potential vulnerabilities below.375

1) (V2) Caller ID Spoofing: Given vulnerability V1, the376

caller ID of a forged INVITE message can be arbitrarily377

specified. If the IMS system does not verify this ID, the378

INVITE with a spoofed caller ID can be forwarded to the379

callee and a spoofed call made accordingly.380

Experimental validation. The experimental results381

showed that AS-I did not prohibit caller ID spoofing, but382

the other three carriers do. To validate this vulnerability,383

an INVITE message with a spoofed caller ID was fabricated384

and sent to the callee to make a call. Specifically, the caller385

ID in the front portion of the SIP ID in the From field386

was modified to 12345, as shown in the red rectangle in387

Fig. 5. A VoWiFi user calls another user by spoofing his number as 12345.

Figure 5(a). The spoofed call attempt was successful, with 388

proper SIP message exchange for call establishment from 389

INVITE to Ringing (see Figure 5(a)) and the spoofed 390

caller ID presented on the phone call GUI at the callee (see 391

Figure 5(b)). 392

Root causes and lessons. The caller ID spoofing vul- 393

nerability is rooted in an operational flaw of the carriers since 394

it can be prevented based on the existing information at the 395

IMS. In particular, the IMS core maintains an established IPsec 396

session in the transport mode with each VoWiFi user, and 397

hence it knows the user identity and call ID. Consequently, 398

it can, in theory, check whether the actual call ID is consistent 399

with the caller ID claimed in the INVITE message. However, 400

AS-I does not have such a function and simply forwards the 401

INVITE messages without first checking the caller ID. 402

Importantly, an adversary can exploit this vulnerability to 403

launch caller ID spoofing attacks against any cellular user, 404

irrespective of the carrier to which they belong. For example, 405

when a carrier with such a vulnerability is trusted by other 406

carriers on account of its general reputation and size, they 407

will most likely accept any call attempt originating from it 408

on the assumption that it must be genuine. Notably, AS-I 409

is the largest carrier in the Asia country, and hence if it is 410

vulnerable to V2, it seems probable that other carriers may be 411

vulnerable too. 412

2) (V3): Abusing Reliability of Provisional Responses: 413

The establishment of an IMS call may fail in the absence 414

of sufficient resources. However, the callee may have been 415

alerted to the call in the meantime. To eliminate this annoying 416

case, a mechanism known as precondition [17] has been 417

introduced to enable resource reservation during the call 418

setup process [15]. This mechanism relies on SIP provi- 419

sional responses (e.g., Session Progress) and requires 420

the support of a reliability mechanism that acknowledges the 421

responses in order to confirm the reservation. The precondition 422

mechanism is not widely used in Internet VoIP applications, 423

but the 3GPP standard suggests its support for IMS call 424

services [15] in order to maintain a carrier-grade call quality. 425

To enable the precondition mechanism, the caller sets 426

an option-tag precondition in the Supported header 427

field of the INVITE message, together with another option- 428

tag, 100rel, which indicates the reliability. As shown in 429

Figure 2(a), the callee replies to the INVITE with a provi- 430

sional response, Session Progress. In this response, the 431

callee confirms a set of service requirements (e.g., the port 432

and session parameters) that are specified in the INVITE SDP 433

(Session Description Protocol), and sets the precondition 434

option-tag. In addition, it commences resource reservation 435
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based on the requirements and waits for a reliable alerting indi-436

cation (i.e., the PRACK message) to alert the user. On receiving437

the Session Progress response from the callee, the caller438

also reserves resource at its side and acknowledges it with439

a PRACK message. After receiving this message, the callee440

device starts to ring.441

However, the reliability mechanism of provisional responses442

may be abused in order to cause the callee to become443

stuck in the proceeding state of a call session [18]. In this444

state, the callee can neither accept other incoming calls, nor445

leave the session, until the PRACK message, which acknowl-446

edges the Session Progress, is received, or the session is447

canceled from the caller end. Thus, for reliability purpose, the448

callee retransmits the Session Progress message with an449

exponential backoff timer. When the number of retransmission450

attempts reaches a certain maximum number, the IMS cancels451

the session by sending a CANCEL message to the callee.452

Both the maximum number of retransmission attempts and453

the initial retransmission timeout are carrier-specific.454

A caller can abuse this vulnerability to prevent the455

callee from receiving incoming calls without any awareness.456

As shown in Figure 2(b), the caller can send the INVITE to457

the callee without a PRACK, thereby keeping the callee in the458

proceeding state and preventing the callee device from ringing.459

Although the stuck state is maintained for only a short period460

of time, it can be exploited by an adversary as a building block461

to launch a long-time call DoS attack on the callee.462

Experimental validation. The vulnerability was tested463

using three phones, namely an attacker, a tester, and a victim,464

where both the attacker and the tester were controlled to send465

SIP messages. As shown in Figure 2(c), the attacker sent466

the victim a single INVITE message without an answering467

PRACK, thereby causing the victim to repeatedly retransmit468

Session Progress messages. The DoS duration caused469

by the single INVITE was then gauged. Meanwhile, the tester470

continuously sent INVITE messages to the victim. Based on471

the last failed INVITE, the DoS durations were determined472

to be at least 14.5 s and 32.4 s for Carriers NA-I and AS-I,473

respectively. The callees in the two carriers sent 4 and 5474

Session Progress messages to the attacker under the475

exponential backoff mechanism, respectively, before finally476

receiving a CANCEL message from the IMS core. Similar477

trends were observed for the other two carriers.478

The experimental results reveal two important findings.479

First, vulnerability V3 also exists at the VoLTE callee for480

all of the considered carriers and test phones since VoLTE481

is supported by the IMS core with a similar call operation.482

Second, the callee is prohibited from making any outgoing483

calls during the DoS duration. For example, when using the484

GUI to dial a call at the callee, the GUI becomes stuck at the485

dialing page until the DoS duration ends. This negative impact486

happens for most test phones and is vendor-specific.487

Root causes and lessons. The root cause of this vulnera-488

bility is a design defect wherein the standard fails to account489

for the possible negative impacts of the reliability mechanism.490

Nevertheless, it is reasonable to enable such a mechanism491

for two reasons. First, cellular resource is costly compared492

with that of the Internet. Second, the essential call service493

TABLE II

MAXIMUM POSSIBLE NUMBER OF CONCURRENT CALL ATTEMPTS

must be carrier-grade for the cellular network, and hence it 494

is unacceptable to allow an invalid call to make the phone 495

ring. It appears that the 3GPP standard [15] does not carefully 496

review it in terms of security, and this security vulnerability 497

is also not disclosed in the IETF standard. [17]. 498

3) (V4) No Prohibition of Concurrent Call Attempts: 499

A caller is allowed to make successive calls to speak over 500

a call while holding the other(s), or to have a conference 501

call [19]. However, concurrent call attempts are prohibited 502

by the system’s GUI or call API. In other words, a new call 503

attempt can be issued only when the current one has been 504

answered. Notably, the caller can have concurrent call sessions 505

in the conference call service, but s(he) must make them one 506

by one, and add each callee separately to the conference call. 507

Seemingly, only one call attempt can be made at a time. 508

However, a closer inspection reveals that this may in fact 509

not be the case. For example, if the prohibition is fulfilled 510

only at the end device (i.e., not at the IMS), once the system 511

fence has been bypassed (via V1, for example), it may be 512

possible to generate concurrent call attempts successfully. That 513

is, the adversary may send out multiple INVITE messages 514

concurrently and maintain a session state for each one. 515

Experimental validation. An experiment was performed 516

to confirm whether or not carriers do in fact prohibit concur- 517

rent call attempts. Two concurrent call attempts were initiated 518

from a single caller towards two different callees. The results 519

showed that the SIP messages were properly handled at the 520

caller and resulted in a Ringing status at both callees. 521

A further test was made to determine the maximum number 522

of possible concurrent call attempts from a caller to differ- 523

ent callees for each carrier network. Table II presents the 524

corresponding results. It is seen that the carriers differ not 525

only in terms of the number of INVITE sessions they can 526

maintain, but also the response messages they provide in the 527

case that an INVITE is not accepted. For example, Carriers 528

NA-I, NA-II and AS-I reply to an unaccepted INVITE with a 529

provisional response including a failure status, whereas Carrier 530

AS-II simply does not respond. 531

Root causes and lessons. Vulnerability V4 stems from 532

an operational flaw of the carriers, and suggests that they 533

not only enable concurrent call sessions in order to support 534

conference calls or other services, but may also set number 535

limits. As a result, concurrent call attempts are permitted 536

at the IMS since the acceptance of a valid call attempt 537

(i.e., an INVITE) leads to the initialization of a call session. 538

Even through such an operation is not actually used in practice, 539

and is even prohibited in the call API of the device, it nonethe- 540

less represents a possible opportunity for an adversary to abuse 541
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the IMS call service. Thus, to mitigate this vulnerability, the542

IMS needs to differentiate call attempts from established call543

sessions, and then set appropriate limits on them.544

C. Voice Session Hijacking: Unauthorized Data Service545

IMS voice data are carried in RTP packets [7] and encoded546

with either an AMR (Adaptive Multi-Rate) [20] or AMR-547

WB (AMR Wideband) speech codec [21]. However, if the548

IMS does not carefully validate the voice packets, the voice549

session may be hijacked by an adversary and used to transport550

non-voice data instead. Although the IMS can check the RTP551

format of the data, it can be challenging to validate whether552

the RTP payload indeed carries voice data.553

1) (V5) Data Smuggling Over Voice Session: Preliminary554

experimental trials revealed that non-voice data can be smug-555

gled over voice sessions between the two ends of a VoWiFi556

call through the IMS core. In particular, given the IP addresses557

and ports of the voice session, an adversary can fabricate558

RTP packets with a payload containing non-voice data and559

send them out via the IMS VIF at one call end. The RTP560

packets are then forwarded to the other call end by the561

IMS core in the usual manner. This vulnerability enables two562

cellular users to exchange data over a VoWiFi call. This should563

clearly be prohibited by the carrier since non-voice data are564

charged based on volume rather than time, as for cellular voice565

traffic. Given an unlimited service plan for cellular voice data,566

an adversary can potentially abuse this plan to carry out non-567

voice data transfer free of charge.568

At first glance, there seems little reason for an attacker569

to exploit this vulnerability to carry out data transmission570

between two device ends since such a capability is already571

available within many other Internet applications anyway.572

Conventionally, there are two major methods for the data trans-573

mission. One is to have an Internet server as an intermediary574

and require both transmission ends to log on to it, whereas the575

other is to set up a connection between two device ends based576

on their IP addresses; the latter method requires public IP577

addresses for the devices to reach each other, but the devices578

in most WiFi and cellular networks are assigned private IP579

addresses, and even for those with public IP addresses in some580

cellular networks, they cannot be reached due to the firewall581

deployed at the cellular network gateways.582

However, given the above vulnerability, the adversary583

requires only phone numbers for the data transmission; nei-584

ther the login of an Internet server nor obtaining public IP585

addresses is required. Moreover, the IP addresses used by586

mobile devices may change with locations, but the phone587

numbers do not change, even when using the VoWiFi service588

aboard. In addition, some carriers have service plans with free589

intra-network calls, so the data transmission can be free of590

charge. This vulnerability can thus offer a more convenient591

way for free data transmissions between mobile devices.592

Experimental validation. The vulnerability was investi-593

gated by fabricating voice RTP packets and embedding marks594

in them. The packets were fabricated using the IP addresses595

and ports of the voice session and the RTP header information596

obtained from normal voice packets, as observed immediately597

Fig. 6. Caller sends and receives non-voice data using RTP payload in
Carrier AS-I.

after call establishment. The fabricated RTP packets were sent 598

to the IMS VIF at one call end and a check was then made 599

as to whether they were subsequently received at the other 600

call end. The results showed that none of the four carriers 601

prohibited data smuggling over VoWiFi voice sessions. 602

We here take the result of Carrier AS-I as an example. 603

Figure 6 shows successful data smuggling over a VoWiFi voice 604

session from one call end as the sender to the other end as 605

the receiver. Specifically, it is seen that the sender successfully 606

sends an RTP/AMR-WB packet with INJECT NON-VOICE 607

DATA out to the receiver and subsequently receives another 608

RTP/AMR-WB packet with RECEIVE NON-VOICE DATA 609

as an acknowledgement; only the details of the acknowl- 610

edgement packet are shown due to space limit. Notably, the 611

fabricated voice packets are successfully forwarded to the 612

receiver only when the corresponding VoWiFi call is ongoing; 613

moreover, those packets need to be formatted in the RTP 614

format for the AMR speech codec [22]. 615

It was observed that while RTP packets are fixed to several 616

sizes, they vary with different carriers. For example, Carrier 617

AS-I uses RTP packets with a size of 63 and 117 bytes, while 618

Carrier NA-I uses packet sizes of 67 and 93 bytes. Thus, 619

further experiments were performed using fabricated voice 620

packets with sizes ranging from as small as 63 bytes to an 621

MTU size of 1500 bytes. The packets of each size were sent 622

out 5 times during an ongoing call. It was found that not all 623

of the packets could pass through the IMS core. For example, 624

the maximum permitted sizes in Carriers AS-I and NA-I were 625

1296 and 1336 bytes, respectively. It should be noted that 626

these packet sizes (obtained from Wireshark) include the Linux 627

Cooked Capture header with a size of 16 bytes, and hence the 628

maximum permitted sizes of the voice IP packets for the two 629

carriers are actually 1280 and 1320 bytes, respectively. 630

Root causes and lessons. As vulnerability V1, vul- 631

nerability V5 stems from the absence of app-level data- 632

origin authentication from the IMS core, i.e., it arises from 633

a fundamental design flaw of the standards. Notably, the voice 634

session is not even protected by the IPsec transport mode at 635

the second security level (see Figure 3) since this protection 636

is not mandatory. Even though the voice session is protected 637

against outside attacks by the IPsec tunnel at the first security 638

level, the voice session can still be hijacked at the call ends 639

to transport non-voice data. Since the content of voice traffic 640

does not affect the call operation, and the IMS core simply 641

forwards the packets between the two call ends, the potential 642

damage of any adversarial attack on the voice session may be 643

considered to be negligible, with the result that no additional 644

security defense is deployed besides IPsec tunnel protection. 645
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Validating voice traffic can be considered as a remedy for646

the weak access control of the voice session, but it can be647

challenging in differentiating between voice and non-voice648

traffic. The adversary can embed non-voice traffic in the RTP649

payload and fabricate RTP packets with the same size as650

those used normally. Differentiation can only be achieved by651

checking the decoded RTP payload at run time, which not652

only incurs a high overhead, but also presents a significant653

challenging in attempting to confirm whether the decoded654

audio signals are truly voice signals generated by the call ends.655

IV. ATTACKS ON IMS CALL SERVICE656

By exploiting the above five vulnerabilities, we devise three657

major attacks, namely stealthy call DoS, caller ID spoofing,658

and stealthy phone-number-based data transfer attacks.659

A. Ghost Calls: Stealthy Call DoS660

A stealthy call DoS attack was devised against telephony661

users by generating ghost calls. Given only the victim’s phone662

number, the attack prevented the victim’s phone from both663

receiving incoming calls and making outgoing calls. Moreover,664

the attack was stealthy and did not cause the device to ring or665

attract the victim’s attention in any other way. The details of666

the attack are described below.667

1) Stealthy Call DoS Attack: The attack uses V3 as a build-668

ing block and works only for callee phones using VoWiFi or669

VoLTE and subscribing to the same carrier as the attack phone.670

For simplicity, it is assumed here that the target phones are671

always attackable. It is noted that this assumption may not hold672

in real-world networks. Thus, in practical attack scenarios, the673

attacker must first detect whether or not the phone is actually674

attackable. An ML-assisted stealthy detection approach for675

achieving this is presented below in Section IV-B.676

The reason why this attack works only when the two677

call ends belong to the same carrier is that current IMS678

systems from different carriers do not communicate with each679

other directly through the SIP protocol. Instead, they rely on680

the traditional PSTN (Public Switched Telephone Network)681

network. Thus, even when two call ends from different carriers682

both use VoWiFi/VoLTE, their call setup involves translations683

between the SIP and PSTN protocols, and hence the attacker684

has no means of manipulating the victim’s call state machine.685

Static DoS attack. An attack app was installed on the686

attack phone to initiate a call DoS duration on the victim phone687

by sending it an INVITE message without acknowledging688

any provisional responses. On receiving the CANCEL from the689

IMS, the attack app simply sent another INVITE message to690

the callee to initiate a follow-on DoS phase for a long-duration691

attack (see the upper panel in Figure 7).692

There inevitably exists a non-DoS window period between693

the adjacent call DoS phases, during which the INVITE694

message from a normal call may arrive at the victim phone and695

cause the next DoS phase to fail. Thus, to shorten this non-DoS696

window, the attack phone was enabled to actively cancel the697

current DoS phase such that the INVITE for the following698

DoS phase arrived immediately after the CANCEL message699

(see middle panel in Figure 7). However, the experimental700

Fig. 7. Stealthy call DoS attack scenarios.

results revealed that the INVITE message sent by a non- 701

victim before the attack phone sends out this CANCEL message 702

may still successfully arrive at the victim and prevent the next 703

attack INVITE from the attack phone being forwarded by 704

the IMS core. This finding implies that the IMS core queues 705

INVITE messages for a while before denying them. 706

Given the existence of INVITE queuing at the IMS core, 707

only the first INVITE arriving within the queuing period prior 708

to the CANCEL arrival is considered to be valid and accepted 709

(as shown in the lower panel of Figure 7). Thus, to ensure 710

the success of the follow-on DoS phase, the attack INVITE 711

must be the first INVITE to arrive. In this case, the non-DoS 712

window becomes the time interval between the start time of 713

queuing and the arrival of the attack INVITE. To minimize the 714

size of this non-DoS window, it is desirable to maximize the 715

attack interval, i.e., the elapsed duration between the sending 716

times of the INVITE and CANCEL messages at the attacker, 717

respectively, given that the INVITE is accepted. 718

Static attack interval. In practice, the maximum valid 719

attack interval that can reliably start a new DoS phase depends 720

on the network conditions of the WiFi network, Internet, and 721

cellular network, since varying wireless channel and network 722

congestion affects the arrival times of the SIP messages. 723

However, we discover that carriers generally prioritize VoWiFi 724

traffic to ensure its low-latency delivery and service quality. 725

They utilize differentiated services code point (DSCP) in IP 726

networks and the 802.11e high-priority access category (AC) 727

in WiFi networks. The resulting low-latency delivery not only 728

minimizes the impact of network dynamics on the message 729

arrival times, but also reduces the attack interval. 730

Experiments were thus performed to gauge the maximum 731

valid attack intervals for Carriers AS-I and NA-I. For each 732

carrier, the attack interval was varied from 0 ms to 600 ms 733

in intervals of 10 ms. The success ratio of each interval was 734

evaluated over 20 runs. The results showed that the maximum 735

values of the attack intervals with a 100% success rate 736

(i.e., valid attack intervals) were 100 ms in AS-I and 50 ms in 737

NA-I, while the minimum ones of those with a 100% failure 738

rate were 490 ms and 290 ms, respectively. 739

2) Adaptive Multilayer DoS Attack: Based on the exper- 740

imental findings above, an adaptive multi-layer DoS attack 741

was designed to dynamically approach the maximum valid 742
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Fig. 8. The adaptive multi-layer DoS attack.

attack interval over time by exploiting two INVITE messages.743

The first INVITE was used to determine the maximum attack744

interval, and was sent out at varying times depending on the745

success of failure ratio of consecutive trials. In the event that746

the first INVITE message failed, the second INVITE was747

used as the last line of attack to ensure that the next DoS748

phase could be successfully launched. Note that the attack749

interval of the last-line INVITE was chosen as the interval750

which always succeeded for the particular carrier concerned.751

Figure 8 illustrates the adaptive multi-layer DoS attack.752

The first INVITE initiates the first call DoS phase, and753

the attacker sends out a session CANCEL message after a754

specified DoS duration. However, before it sends out this755

CANCEL message, it sends out two INVITE messages for756

the next DoS phase. The first message is sent based on a757

dynamic attack interval β, while the last-line message is sent758

after a subsequent fixed interval α. (Note that β is adjusted759

dynamically with a granularity a ms based on b consecutive760

rounds of successes and failures.) For the former case shown in761

Figure 8, the dynamic INVITE message fails, while the last-762

line INVITE succeeds. Consequently, the non-DoS window763

at the IMS is the interval between the start time of queuing764

and the arrival of the last-line INVITE. In the latter case where765

the dynamic INVITE succeeds, and the last-line INVITE is766

invalid, the non-DoS window becomes shorter. Note that this767

adaptive attack requires three concurrent call attempts, i.e.,768

three outgoing uncanceled INVITE messages: the INVITE of769

the current DoS phase, and the dynamic and last-line INVITE770

messages of the next phase.771

3) Attack Prototype and Evaluation: The adaptive DoS772

attack was implemented on an attack phone and the DoS time773

was evaluated over a one-hour attack. Since it was hardly to774

know the exact DoS time at the IMS core, its lower bound was775

estimated as follows. Another test phone was used to send the776

victim an INVITE at a time when it would certainly fail.777

Accordingly, based on the experimental results presented in778

Section IV-A.1, the time was chosen as 490 ms and 290 ms779

before the attacker’s CANCEL for Carriers AS-I and NA-I,780

respectively. The interval between the sending time of this781

invalid INVITE and that of the valid INVITE sent from782

the attack phone was taken as the upper bound of the non-783

DoS window, and hence the lower bound of the DoS time.784

The fixed and initial dynamic intervals (α, β) for the two785

carriers were set as (100 ms, 280 ms) and (50 ms, 200 ms),786

respectively. In addition, the call attack period, defined as the787

interval between two adjacent CANCEL messages, was set as788

30 s and 12 s for the two carriers, respectively, based on the789

corresponding DoS durations caused by an INVITE. For the790

TABLE III

DOS TIMES IN PERCENTAGE OF ONE HOUR FOR VARIOUS ATTACK
CASES. MULTI-VICTIM ATTACK RESULTS ARE IN AVERAGE

one-hour attack, the attack thus required 120 and 300 rounds 791

of the attack period for Carriers AS-I and NA-I, respectively. 792

The results showed that, based on the always-failure case, 793

the upper bounds of the aggregate non-DoS windows were 794

1.00% and 1.59% time, respectively. Moreover, comparing 795

the adaptive attack with the static attack, in which only 796

the last-line INVITE message was sent, and applying the 797

upper bounds of the static attack (1.30% and 2.00% time, 798

respectively), the adaptive attack was found to perform better 799

with 23.08% and 20.50% gains on the lengths of the aggregate 800

non-DoS durations, respectively. In other words, the adaptive 801

attack caused the victim phone to suffer from call DoS for at 802

least 99.00% (AS-I) and 98.41% (NA-I) of the time. Note that 803

the victim phone did not ring during the experiment, thereby 804

confirming the stealthy nature of the attack. 805

Multi-victim attack. A further attack was conducted 806

based on the requirement of only one call attempt at a time. 807

In this case, the attack phone sent out a new INVITE only 808

after the existing call session was canceled. We used the phone 809

to launch this simple attack against multiple victims concur- 810

rently, where the maximum number of victims depended on the 811

maximum number of allowable concurrent call attempts in the 812

particular carrier network (see Table II). Table III summarizes 813

the DoS times for the various attack cases. 814

B. ML-Assisted Call DoS Attack 815

Before launching the call DoS attacks, the attacker needs to 816

remotely detect attackable phones, i.e., phones that are using 817

VoWiFi or VoLTE and are located in the same carrier network. 818

Accordingly, an ML approach was developed to identify the 819

SIP message features the attacker can use to carry out such a 820

detection process. It was assumed that the attacker would per- 821

form ML-based identification for each interested carrier based 822

on the call SIP traces collected before launching the attack, and 823

would then perform detection based on the identified features 824

through the course of the attack. The remote detection process 825

should be stealthy (i.e., not cause the target phones to ring) 826

and should also support real-time operation during attacks. 827

It would allow the attack app to detect when the victim phone 828

underwent handoff from VoWiFi/VoLTE to the 3G call service 829

and, if so, to stop the attack immediately. 830

In general, the attack app needs to know the result of 831

each attack INVITE such that it can take the appropriate 832

action. The result depends on the call state of the target 833

at the moment the INVITE arrives. Three call states are 834

possible; idle, calling and talking, where these states indicate 835

no proceeding of call setup or talking, proceeding with a call 836

setup, and talking in a call, respectively. The attack INVITE 837

succeeds (i.e., is accepted) in the idle and talking states, but 838
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fails in the calling state. Thus, to ensure its success, the attack839

app should detect the call technology and state of the target840

phone at run time. To be stealthy, the attack app can only841

rely on the initial SIP messages that arrive at the attack phone842

before the PRACK delivery. Experimental trials showed that843

the content of the SIP messages varied with both the carriers844

and the phone models. Given a particular carrier, it is necessary845

to determine the specific set of features that can be used to846

classify the call technology and state at the callee. Moreover,847

the method used to do so must be independent of the phone848

model such that it works for all possible phones in the same849

carrier network.850

In practice, it is very labor intensive to manually extract851

the classification features from the SIP traces of different852

phones for each carrier since the SIP messages contain a853

lot of information and their contents may vary with the854

phones. Specifically, the messages contain many fields, each855

of which has various values, and variances exist both in the856

message flow and the message interval. Thus, an ML-based857

classification method was developed to automatically identify858

the particular classification features for each carrier.859

1) ML-Based Call Information Leakage: A preliminary860

experiment revealed the feasibility of using an attack app to861

cause a remote phone to leak its call technology and state from862

the SIP messages in response to silent calls. In this experiment,863

we collected the traces of the initial SIP messages from various864

cases with different combinations of call technology/state and865

carrier. Although many pieces of information from the SIP866

messages could be extracted as features for the classification867

of difference cases, not all of them were effective. We then868

sought to identify an effective feature set which can give the869

highest classification accuracy from potential features, which870

were determined empirically based on their attributes probably871

relating to the call technology/state; thus, the selected feature872

set can be used for the detection of the remote phone’s873

call technology and state at run time. It thus called for an874

ML method to evaluate the classification accuracy for each875

potential feature set.876

The support-vector machine (SVM) method [23], [24] was877

then chosen due to the following two reasons. First, the878

number of the potential features was as many as more than 10;879

such high-dimensional feature space can be supported by the880

SVM with non-linear classification. Second, we searched for881

the effective feature set by examining all the different combi-882

nations of potential features (here, there were 14 features and883

thus more than 16K combinations (214 −1) were considered);884

for each combination, an ML model was trained and tested885

for the classification accuracy. Given such large number of886

required ML models with high-dimensional feature space in887

part, the SVM can be efficient.888

Trace collection. Three different call technologies were889

considered, namely 3G, VoLTE and VoWiFi, each with three890

possible call states: idle, calling and talking. By covering891

both intra-carrier and inter-carrier calls with different com-892

binations of caller/callee phones and carriers, SIP message893

traces were obtained from more than 5,000 call attempts894

relating to 10 different phone models, 7 different brands,895

and 4 carriers. For each combination, the traces of 10 call896

attempts were collected. The collection process was performed 897

using a semi-automatic tool, which for each callee setting 898

(including the call technology/state and carrier) automatically 899

went through the three states with 10 call attempts each time. 900

Categorization. The ultimate aim of the trace collection 901

process was to detect attackable phones at run time and 902

to obtain the results of each attack INVITE message at 903

the attack app. It was deemed unnecessary to differentiate 904

among all 18 possible combinations of call technologies 905

(3G/VoWiFi/VoLTE), call states (idle/calling/talking), and car- 906

rier cases (intra-carrier/inter-carrier). Thus, we can group two 907

sets of the combinations without affecting the need of our 908

goal achievement. Specifically, all of the inter-carrier cases, 909

for which the call DoS attack is not applicable, were grouped 910

into one category designated as “inter-carrier”, while the 911

idle and talking states, both of which allow the INVITE 912

to succeed, for each technology were grouped into the other 913

category “ready”. The callee in these two states treats new call 914

attempts as incoming calls without difference. Thus, after the 915

grouping process, only 7 categories remained, namely inter- 916

carrier, 3G-ready, 3G-calling, VoWiFi-ready, VoWiFi-calling, 917

VoLTE-ready, and VoLTE-calling. 918

Methodology. 14 features were empirically considered in 919

the SVM feature space, consisting of 10 features extracted 920

from the SIP message content and 4 features which were 921

defined from the patterns of SIP messages. The former fea- 922

tures included P-Early-Media, Allow, Session_Name, 923

Bandwidth, etc., and were mainly carried by the non-100 924

SIP messages, e.g., Session Progress and Ringing. 925

Meanwhile, the latter set of features comprised Trying-PR 926

interval, Message_Flow, etc. The Trying-PR interval 927

indicates the interval between the arrival time of the Trying 928

message and that of its subsequent provisional response 929

(Session Progress or Ringing) at the caller. The 930

underlying rationale for this feature is that the Trying 931

message is always returned immediately by the IMS, whereas 932

the delivery of the provisional response can be triggered by 933

different entities, e.g., the IMS, the SIP/PSTN translation 934

gateway, and the inter-carrier gateway. It may thus result in 935

different values for different call technologies. 936

To process the features, we converted string values into 937

numerical values to form an input vector using the methods of 938

one-hot encoding [25] and feature hashing [26], whereas the 939

output was the index of those aforementioned 7 categories. 940

We focused on the analysis of Carriers AS-I and NA-I, which 941

have 2400 and 1600 collected traces, respectively; notably, 942

similar findings can be also observed from the small set of 943

traces from the other two carriers. The traces are split into 944

60% as the training dataset and 40% as the testing dataset. 945

Since not all the features were useful for the classification, 946

we sought to find out the dominant ones which can give the 947

highest classification accuracy. We did training and testing on a 948

per-carrier basis, because there could be many carrier-specific 949

parameters and operations. We tried all the different combina- 950

tions of the possible features. For each combination, we trained 951

an SVM model and tested its classification accuracy. Finally, 952

the feature sets with the highest accuracy can be used for the 953

detection. 954
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Fig. 9. The Trying-PR intervals vary with call technologies and states.

TABLE IV

CONFUSION MATRIX OF CALL CLASSIFICATION

Findings. For both carriers, the findings were as below:955

• The VoWiFi-ready and VoLTE-ready cases cannot be956

clearly differentiated. However, since they both belong957

to attackable cases, they can be grouped together for958

detection purposes anyway.959

• The three calling cases with different technologies cannot960

be separated. Hence, they can be also grouped into a961

single category. Note that the calling state is very short,962

and thus the call technology can be detected after it ends.963

• The combined case of VoWiFi-ready and VoLTE-ready964

can be distinguished from that of the calling case.965

• The 3G-ready case results in much larger Trying-PR966

values than the other cases (see Figure 9).967

Table IV shows the SVM classification results for Carriers968

AS-I and NA-I; they are obtained from the feature sets which969

can result in the highest classification accuracy based on the970

testing dataset. Those chosen feature sets are different in971

the two carriers. For Carrier AS-I, all four categories can be972

clearly differentiated. Furthermore, there are eight 2-feature973

sets which achieve a 100% detection accuracy. One of these974

sets contains the Session_Name and Message_Flow fea-975

tures, for example, where the combination of these features976

yields different string values for each of the four categories.977

Notably, none of the feature sets contain the Trying-PR978

feature, which overlaps the different categories, as shown in979

Figure 9(a). However, the feature is still needed for stealthy980

detection, which requires the differentiation of the 3G-ready981

case from the other cases (see Section IV-B.2).982

For Carrier NA-I, the 2-feature set consisting of Allow983

and Trying-PR yields the highest accuracy. Using this984

feature set, most of the data of the four categories can be985

separated; however, there are few exceptions. Specifically,986

4.17% 3G-ready, 1.39% calling, and 1.39% inter-carrier data987

are mistakenly classified as calling, inter-carrier, and calling988

cases, respectively. This confusion can be attributed to the989

Trying-PR feature, which as shown in Figure 9(b), overlaps990

TABLE V

TWO-PHASE STEALTHY DETECTION METHODS OF PHONE
STATUS FOR CARRIERS AS-I AND NA-I

the different categories slightly. Notably, even though the 991

overlap portion between the VoLTE-ready and 3G-ready cases 992

is not small, the two cases can still be reliably differentiated 993

based on the Allow feature. 994

The few exceptions in the detection reliability for Carrier 995

NA-I can be avoided by applying a judgement based on multi- 996

ple trials. For example, the inter-carrier, calling, and 3G-ready 997

cases have 97% data in [0.01, 0.57], 98% data in [0.61, 2.06], 998

and 100% data in [2.21, 5.64], respectively, in terms of the 999

Trying-PR feature. Thus, by assuming that each case has 1000

a probability ρ of falling within a given range, a threshold 1001

setting of θ can be used to exclude the possibility of one case. 1002

In particular, at the nth detection trial with m times not in the 1003

range, the case can be excluded when (1 − ρ)mρn−m < θ. 1004

2) Stealthy Detection of Phone Status: Based on the find- 1005

ings above for the call information leakage, a stealthy attack 1006

was devised for detecting the status of the target phone by 1007

sending an INVITE to the target phone and then observing 1008

the response. To be stealthy, the attack must prevent the target 1009

phone from ringing during the detection process. The absence 1010

of a PRACK message in V3 does not suppress the ringtone in 1011

the inter-carrier and 3G-ready cases; however, the inter-carrier 1012

callee does not ring when the caller cancels its call attempt 1013

right after it receives the provisional response. Similarly, 1014

for the 3G-ready callee, the ringtone does not sound if the 1015

caller cancels its call attempt before receiving the provisional 1016

response since the long Trying-PR interval allows the caller 1017

to differentiate it from the other cases. Thus, the following 1018

two-phase stealthy detection method was devised: (1) inter- 1019

carrier determination; and (2) call status classification, which 1020

detects one of the other three intra-carrier cases. The first 1021

phase allows an attacker to exclude inter-carrier phones from 1022

the potential attack targets, while the second phase detects 1023

the status of the victims at run time during the attack. The 1024

two-phase stealthy detection methods for Carriers AS-I and 1025

NA-I are summarized in Table V.2 1026

Evaluation. The stealthy detection performance of the 1027

developed app was evaluated for both carriers. In each run, 1028

the app sent an INVITE to the target phone and then detected 1029

the phone status at run time. Seven scenarios were considered: 1030

3G-ready/calling, VoWiFi-ready/calling, VoLTE-ready/calling, 1031

2In the action field, an INVITE is sent for each call, and the stop is
done by sending CANCEL. Interval, SP, SN, and MF stand for Trying-PR
interval, Session Progress, Session_Name, and Message_Flow,
respectively.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: Michigan State University. Downloaded on September 21,2022 at 15:09:02 UTC from IEEE Xplore.  Restrictions apply.



12 IEEE/ACM TRANSACTIONS ON NETWORKING

and inter-carrier. For each carrier, 25 runs were conducted1032

for each of the first 6 scenarios. In addition, 25 runs were1033

conducted for each carrier in the inter-carrier case. For each1034

run, both the detection output of the app and the given scenario1035

were collected. The results showed that, for both carriers,1036

the app accurately classified the cases into four categories1037

(VoWiFi/VoLTE-ready, 3G-ready, calling, and inter-carrier)1038

with 50, 25, 75, 100 runs, respectively.1039

3) Application of Stealthy Detection Into Call DoS:1040

An adversary can apply the two-phase detection method to1041

launch stealthy call DoS attacks against a set of valid phone1042

numbers. For example, given several cellular accounts with1043

Carriers AS-I and NA-I, (s)he can use the first phase of the1044

detection process to identify which phone numbers belong to1045

which carrier. For each phone number belonging to one of the1046

carriers, (s)he can then launch a detection-enabled call DoS1047

attack by applying the second phase of the detection method.1048

The attack operates in two modes, attack and probing, for each1049

potential victim. In the attack mode, the attack app launches1050

the call DoS attack against the victim while continuing to1051

detect its status. It persists with the attack until the victim1052

status becomes 3G-ready, at which point, it switches to the1053

probing mode and periodically probes the victim’s status. If the1054

victim switches back to VoLTE or VoWiFi, the attack returns to1055

the attack mode. Note that the calling state does not trigger the1056

mode switch since the call technology cannot be determined.1057

For evaluation purposes, the second phase of the detection1058

method was integrated into the call DoS attack. For Carrier1059

AS-I, the detection process can be accomplished by a sin-1060

gle call attempt, and hence it was enabled for each attack1061

INVITE. Specifically, any attack INVITE which did not1062

produce a non-100 provisional response within 3.0 s after1063

Trying was canceled, indicating that the victim phone was1064

detected to be in a 3G-ready status. For Carrier NA-I, the1065

detection process relies on multiple call attempts. In particular,1066

for each call DoS phase, the attack app used three INVITE1067

messages to perform detection. As discussed earlier, the adap-1068

tive attack involves two different types of attack INVITE1069

messages: dynamic and last-line (see Figure 8). To avoid1070

impeding the attack operation, the attack app sent an additional1071

INVITE specific for detection purposes before the dynamic1072

one. The INVITE was sent so early that it was sure to1073

be canceled successfully before the delivery of the last-line1074

INVITE (here, 3 s earlier than the last-line INVITE) since1075

the maximum number of concurrent INVITE messages is1076

3. In performing the detection-enabled attack, each INVITE1077

which did not generate a non-100 provisional response within1078

2.2 s after Trying was canceled. In the event that none of1079

the three INVITE messages generated a provisional response,1080

the victim phone was considered to be in a 3G-ready status.1081

Evaluation. Table VI shows the DoS times of the various1082

detection-enabled attack methods. It is observed that enabling1083

detection in the attacks incurs a very small overhead, with only1084

up to 1.60% reduction in the DoS time.1085

C. Caller ID Spoofing Attacks1086

Adversaries can exploit vulnerability V2 to launch social1087

engineering attacks through caller ID spoofing, in which they1088

pretend to be officers from government agencies, or employees1089

TABLE VI

DOS TIMES IN PERCENTAGE OF ONE HOUR FOR
VARIOUS DETECTION-ENABLED ATTACKS

from financial institutions, for example, in order to lure victims 1090

to transfer money to them, or hand over credential information, 1091

such as account passwords. A validation experiment was thus 1092

performed in which call ID spoofing on the phone numbers 1093

of 10 government agencies and 10 financial institutions was 1094

conducted by making VoWiFi calls from a smartphone in 1095

the AS-I network. The results showed that all of the phone 1096

numbers could be successfully spoofed, even though a mobile 1097

account was used in the attack and the phone numbers of all 1098

the organizations were landlines. Notably, the adversaries are 1099

charged for the calls of the caller ID spoofing attacks. 1100

D. Stealthy Phone-Number-Based Data Transfer Attack 1101

An adversary can exploit vulnerability V5 to carry out a 1102

persistent stealthy phone-number-based data transfer attack 1103

on a VoWiFi voice session. To carry out such an attack, the 1104

initiator of the data transfer needs only the responder’s phone 1105

number. The bidirectional data transfer is stealthy without 1106

carrier awareness. Thus, if attackers can have a cellular plan 1107

with unlimited voice service, they can perform stealthy data 1108

transfer free of charge. Even if the attackers are traveling 1109

outside of their countries, they can still use phone numbers to 1110

perform data transfer if they can have WiFi access and enable 1111

VoWiFi. Such stealthy data transfer is not only convenient for 1112

the attackers, but also highly secure since the data transfer is 1113

protected by the IPsec tunnel built for the IMS services. Even 1114

through the available throughput of the stealthy data transfer 1115

is not large (i.e., several tens of Kbps), it is still sufficient for 1116

the delivery of important text documents. 1117

The stealthy data transfer process described above differs 1118

from the conventional SMS (Short Messaging Service) and 1119

Internet data/messaging transfer services in two key regards. 1120

First, while SMS also requires only the phone number to effect 1121

data transfer, it allows only one-time unidirectional delivery 1122

with a small amount of text per request and may not be free 1123

of charge. Second, Internet data/messaging transfer requires 1124

an Internet server to make a rendezvous between the two 1125

communication ends and requests them to login with their 1126

user credentials. Moreover, data/messaging transfer proceeds 1127

based on the IP address of the two ends, which may change 1128

over the course of the communication between them, whereas 1129

the call end phone numbers remain always the same. 1130

To explore the stealthy phone-number-based data transfer 1131

attack further, an app was developed which allowed for 1132

the input of a responder’s phone number and then selected 1133

a file to be delivered to the responder at that number. Since 1134

the attack has to be launched during an ongoing call, the 1135

app also initiated a VoWiFi call attempt with the responder 1136

using fabricated SIP messages based on vulnerability V1. 1137

The app at the responder end replied to the call attempt by 1138

forging SIP messages and then accepted the call based on a 1139
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Fig. 10. Maximum/average/minimum initialization delays for stealthy data
channel to be ready for transmission for various WiFi signal strengths.

list of recognized phone numbers specifically configured for1140

the attack. Once the call was accepted, the initiator delivered1141

the selected file to the responder by fragmenting the file and1142

embedding it within the payloads of multiple voice packets.1143

The performance of the stealthy data transfer attack was1144

evaluated from three perspectives: the attack initialization1145

delay, the throughput, and the duration. Experiments were1146

conducted for Carriers AS-I and NA-I using two different1147

devices each, namely Samsung S6/S8, Google Pixel 3a, and1148

hTC U11. The impact of the WiFi signal strength was also1149

taken into account by classifying it into four cases: [-40∼-49],1150

[-50∼-59], [-60∼-69], and [-70∼-79] dBm. (Note that if the1151

WiFi signal strength is not larger than -80 dBm, a call1152

handover from VoWiFi to VoLTE may be triggered.) Each1153

device was tested with 15 runs in every case.1154

Initialization Delay. The initialization delay indicates1155

how fast the stealthy data channel becomes available for1156

transmission upon making a request. In the experiments, the1157

initialization delay was measured as the duration between the1158

time at which the INVITE message was sent out and that1159

at which an OK message was received from the responder1160

indicating its willingness to accept the call. Once the OK1161

message was received, stealthy data transmission commenced.1162

Figures 10(a) and 10(b) show the max/avg/min initialization1163

delays for Carriers AS-I and NA-I, respectively. For AS-I, the1164

average delays of the two tested devices range from 1.63 s1165

to 2.44 s, while the maximum delay is 4.18 s. In NA-I, the1166

average delays range from 1.65 s to 2.07 s, and the maximum1167

delay is 4.36 s. Notably, the delays do not decrease with1168

an increasing WiFi signal strength since the VoWiFi voice1169

packets are sent by default with the 802.11e high-priority AC1170

protocol. Together with the DSCP in IP networks, the impact1171

of network dynamics can thus be minimized. Consequently,1172

the variation in the initialization delays shown in Figure 10 can1173

be attributed mainly to the processing times of the IMS system1174

and UEs.1175

Attack Throughput. In conducting the attack, the non-1176

voice data were carried using the maximum RTP message1177

size, namely 1280 and 1320 bytes for Carriers AS-I and NA-I,1178

respectively. For each device, the attack comprised 15 runs of1179

1-minute duration each. The transmission rate of the non-voice1180

data was set to be larger than 50 Kbps, and hence exceeded1181

the capacity of the voice sessions. Figures 11(a) and 11(b)1182

show the experimental results for the max/avg/min attack1183

throughputs for Carriers AS-I and NA-I, respectively, given1184

different ranges of the WiFi signal strength. The average1185

throughputs for the two carriers over the considered WiFi1186

signal range are 37.23 Kbps and 31.58 Kbps, respectively.1187

Fig. 11. Maximum/average/minimum attack throughput for stealthy data
transfer service for various WiFi signal strengths.

Moreover, the maximum throughputs are 43.69 Kbps and 1188

35.62 Kbps, respectively. Overall, the results suggest that 1189

the available bandwidth of the voice session for each call is 1190

constrained by the IMS core. In addition, variations in the 1191

WiFi signal strength have very little impact on the attack 1192

throughput, which suggests that the bottleneck between the 1193

two communication ends is located at the IMS core. 1194

Attack Duration. A final experiment was performed to 1195

examine the duration for which the stealthy data transfer attack 1196

could be sustained without being interrupted as a result of 1197

an abnormally large volume of voice sessions for IMS calls. 1198

As in the previous experiment, the RTP message size was set 1199

to its maximum value for each carrier. For each test device, the 1200

attack was continued for one hour. For both carriers, the attack 1201

continued for the full one hour without being interrupted, and 1202

there was no sign of any time constraint or abnormal detection 1203

warning from either carrier. During the one-hour experiment, 1204

14.38 MB and 15.05 MB of non-voice data were successfully 1205

delivered over Carriers AS-I and NA-I, respectively. 1206

Note that it was observed that the data transfer could cause 1207

normal voice messages to be dropped so that the voice quality 1208

could be affected. However, it should not affect the call 1209

quality of other devices in the same carrier network, since 1210

the bandwidth of each voice session is limited by the IMS. 1211

V. SOLUTION 1212

In this section, we proposed a suite of short-term remedies 1213

to address the vulnerabilities described above, and analyzed 1214

their overhead. The proposed remedies are standard compliant, 1215

so they allow carriers and vendors to deploy them in the 1216

current IMS systems. Note that the proposed solutions are not 1217

intended to be long-term fixes for the identified vulnerabilities; 1218

the development of such solutions requires the concerted effort 1219

of carriers, network/phone vendors, and the cellular standard 1220

community based on their practical concerns. 1221

App-level data-origin authentication. Any entity which 1222

exchanges messages with the IMS shall be a legitimate 1223

IMS app so that vulnerability V1 can be addressed; it can 1224

also address V5 by preventing the voice session from being 1225

hijacked. Such data-origin authentication can be achieved 1226

using the current IPsec transport-mode security mechanism, 1227

which is mandatory for the signaling session and stipulated 1228

in the standard [7]; however, the entity of the IPsec security 1229

associations at the end device shall be the IMS app. Moreover, 1230

to prevent IMS session hijacking, the IMS keys used by the 1231

IPsec shall not be leaked outside the IMS app and SIM card. 1232

This component requires two security measures. First, the 1233

IMS app shall embed the IPsec implementation without relying 1234

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: Michigan State University. Downloaded on September 21,2022 at 15:09:02 UTC from IEEE Xplore.  Restrictions apply.



14 IEEE/ACM TRANSACTIONS ON NETWORKING

on the mobile OS such that it can keep the IMS keys safe1235

inside itself. Second, the IMS app shall be authenticated by the1236

SIM card such that it can securely obtain the IMS keys, which1237

are generated by the ISIM (IMS Subscriber Identity Module)1238

module of the card. Having being authenticated, the app can1239

build security associations with the SIM card to effect secure1240

delivery of the IMS keys, thereby preventing the adversary1241

from extracting them with an SIM card sniffer. Note that1242

the SIM card is assumed to be trusted with hardware-based1243

security, and hence the IMS app can still be authenticated even1244

in the event of a compromised or rooted OS.1245

The major overhead is that the IMS app builds IPsec1246

transport-mode security associations by itself instead of the1247

mobile OS. Specifically, the proposed security measure deals1248

with the IPsec operation in the user space, whereas the current1249

implementation is in the kernel space; however, the IMS app,1250

a system app deployed by the phone vendor, can be given1251

high priority on the resource usage so that the performance1252

of its IPsec operation cannot be sacrificed. Although new1253

security associations between the IMS app and the SIM card1254

are needed, they are built whenever the IMS app starts to run;1255

thus, the call attempt or establishment would not be delayed.1256

Notably, the embedded IPsec implementation can increase the1257

size of the IMS app and its memory usage.1258

Caller ID verification. The IMS core shall be enabled to1259

verify the caller ID in the SIP messages at run time and block1260

spoofed IDs to address vulnerability V2. For each VoWiFi1261

user, the IMS core has an established IPsec session based on1262

the user’s profile, and hence it knows the user identity, e.g.,1263

IP Multimedia Public Identity. It can then query the home1264

subscriber server (HSS) using this identity to obtain the user’s1265

caller ID. By considering overhead, this component needs to1266

query the caller ID and verify it for only the SIP INVITE1267

message. It may add delay overhead to the delivery of each1268

INVITE message, and the overhead depends on how fast the1269

above two actions can be performed.1270

Delay call binding. A delay call binding mechanism is1271

further proposed to address V3 by delaying call binding to the1272

arrival of the PRACK rather than of the INVITE. Even though1273

many attack INVITE messages may arrive at the callee, the1274

mechanism can bind the call to the earliest INVITE which1275

returns the PRACK and then start to play the ringtone. In this1276

way, it can prevent the callee from becoming stuck with a1277

specific INVITE. In general, both the callee and the IMS core1278

consider sessions without a PRACK to be pending ones. Thus,1279

when seeing an INVITE without any pending sessions, they1280

reserve resource for a call, but do not bind it to the INVITE1281

session. The callee follows the same call setup procedure to1282

serve it. Thereafter, no new resources are allocated for further1283

INVITE messages. When a PRACK message is subsequently1284

returned, both the callee and the IMS core bind the call1285

resource to the corresponding session and dismiss the other1286

pending sessions. The call resource for the callee will be1287

released once no pending sessions exist.1288

The major overhead of this component lies in the main-1289

tenance of multiple call attempt sessions. For the call setup1290

resource, it is similar to the current call service operation,1291

where only the resource needed for a single call is required at1292

any time. Since the callee reacts to each call attempt session1293

individually, no obvious delay can be observed if the callee 1294

can afford the processing of concurrent sessions. When the 1295

number of concurrent sessions increases to a certain threshold 1296

that can deteriorate the processing delay of the callee, it can 1297

adopt some policies (e.g., randomly dropping a session) to 1298

keep the session number below that threshold. 1299

Call limit decoupling. The limit number of established 1300

call sessions shall be decoupled from that of call attempts 1301

for each phone device. Due to conventional phone design 1302

and usage practice, a phone can only make one call attempt 1303

at a time, though keeping multiple concurrent sessions with 1304

established calls is allowed. Herein, it is proposed that the 1305

IMS should consider them differently, instead of treating them 1306

as the same and causing vulnerability V4. In particular, it is 1307

suggested that the carriers can retain the same limit on the 1308

number of concurrent call sessions as currently used, but 1309

restrict the number of call attempts made by each phone to 1310

just one. 1311

The overhead of this component is lightweight and can have 1312

little impact on the call service performance, since the IMS 1313

just needs to maintain two separate counters to restrict the 1314

numbers of concurrent call attempts and sessions. Notably, 1315

maintaining concurrent call sessions has been allowed in the 1316

current IMS system, so it is not considered as the overhead. 1317

VI. DISCUSSION 1318

Roaming Impact on IMS Vulnerabilities. Vulnerability 1319

V1 exists only in the VoWiFi call service, so it cannot be 1320

exploited when a mobile device roams to use the other cellular 1321

voice solutions (e.g., VoLTE). However, it is not affected 1322

by the roaming between different WiFi networks, since a 1323

mobile device always connects to its home IMS system no 1324

matter which WiFi network it connects. To exploit another 1325

vulnerabilities V2/V3/V4, the adversary as the caller has to use 1326

the VoWiFi call service, similar to V1. For a roaming callee, 1327

which may roam to a visited network with an IMS system 1328

different from its home IMS or to the legacy CS call system, 1329

V2 and V4 can still take effect, since the IMS system of the 1330

caller, where the vulnerabilities are, can forward malicious 1331

call attempts to any roaming call system of the callee. For 1332

the exploitation of V3, the SIP messages generated by the 1333

adversary need to reach the callee device without conversion 1334

between different IMS systems or between the IMS and the 1335

legacy CS call systems, so the adversary as the caller needs to 1336

connect with the same IMS system as the callee; otherwise, the 1337

V3 cannot be exploited successfully. To use V5, both the caller 1338

and the callee have to connect with the same IMS system using 1339

the VoWiFi call service; they are allowed to roam between 1340

different WiFi networks. 1341

Launching Attacks from VoLTE. There are two poten- 1342

tial avenues: one is to hijack the VoLTE sessions established 1343

by the phone modem, whereas the other is to established them 1344

based on a customized UE with the software-defined radio. 1345

For the session hijacking, it is almost impossible from two 1346

aspects. First, if the adversary attempts to do session hijacking 1347

outside the modem, the corresponding security parameters 1348

are required, but they are hidden in the modem and hardly 1349

leaked out. Second, if the adversary seeks to take control 1350

of the modem for the session hijacking, some vulnerabilities 1351
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of the modem need to be discovered. For the second avenue1352

with the customized UE, there shall be an IMS client to be1353

developed on the UE; it needs to have the implementation1354

of the IMS authentication procedure [8], [15] with the IMS-1355

AKA and IPsec, as well as the communication with the ISIM1356

module for the authentication and the generation of IPsec/SIP1357

messages.1358

VII. RELATED WORK1359

Cellular network security. Cellular network security is1360

an active research area. Broadly speaking, the related studies1361

can be classified into three main categories, besides IMS-1362

related ones. First, several studies focus on security issues1363

of cellular-specific network protocols and operations, such as1364

LTE access networks with rogue base stations [27], layer-1365

two protocols [28], misconfiguration [29], temporary identifier1366

relocation [30], charging functions [31], and GSM encryp-1367

tion [32]. Second, some studies investigate security threats1368

caused by Internet technologies and malicious traffic in the1369

cellular network. Typical topics include middleboxes [33],1370

malicious Internet traffic [34], [35], and botnets [36]. Third,1371

many studies examine security issues of 3G services including1372

CS-based calls [37], SMS [32], [38], [39], [40], [41], [42],1373

and MMS (Multimedia Messaging Service) [43]. In contrast1374

to these studies, the present work focuses on the problem of1375

IMS security.1376

IMS security. Many studies have investigated secu-1377

rity issues of IMS services, such as IMS-based SMS [12],1378

VoLTE [10], [11], and VoWiFi [13], [44], [45], [46]. The study1379

in [12] showed the feasibility of IMS-based SMS spoofing and1380

its potential threats, whereas those in [10] and [11] investigated1381

the possible resource abuse of VoLTE bearers in 4G networks.1382

However, none of these studies explored the vulnerabilities1383

of the IMS call system. Among the studies on VoWiFi, that1384

in [44] examined the issue of man-in-the-middle attacks over1385

VoWiFi, while that in [13] demonstrated the feasibility of1386

stealing the IPsec keys used for VoWiFi using an SIM sniffer.1387

In addition, the studies in [45] and [46] disclosed user privacy1388

and launched DoS attacks by intercepting VoWiFi packets en1389

route to/from the Internet. However, the attack models used in1390

these prior studies assume that the adversary can intercept the1391

VoWiFi packets sent by the victim’s phone through virtue of1392

being located in the same local area network. By contrast, the1393

present study does not have such limitation.1394

Caller ID spoofing. Nowadays, caller ID spoofing is eas-1395

ily performed using third-party services [47], [48]. However,1396

this study has identified a new vulnerability (V2) stemming1397

from the IMS core, which allows an adversary to spoof the1398

caller ID without the assistance of any third-party service1399

by fabricating IPsec/SIP messages based purely on their1400

attack phone. Many studies on caller ID spoofing have been1401

performed. For example, the studies in [49], [50], and [51]1402

propose methods for preventing spoofing by authenticating the1403

caller ID using either a third-party entity, designated as the1404

Phone Call Authority, or a cryptographic encryption and public1405

key infrastructure (PKI) [50], [51]. By contrast, the studies in1406

[52], [53], and [54] focus on the problem of detecting caller1407

ID spoofing. Mustafa et al. [52] used a challenge-response1408

mechanism performed in a cover channel accessible to only 1409

the call parties, while Deng and Peng [53] established a 1410

callback session upon each incoming call and then compared 1411

the call states of the outgoing and incoming calls, respectively. 1412

Finally, Sheoran et al. [54] leveraged the subscription data 1413

shared between the EPC and the IMS to carry out spoofing 1414

detection. However, despite the contributions of these studies, 1415

they are not used in practice due to their inconvenience. 1416

SIP and VoIP security. Various security issues relating 1417

to the SIP protocol have been identified [18], [55], [56], [57], 1418

including eavesdropping, session hijacking, impersonation, 1419

message tampering, and DoS attacks. Most of these issues 1420

arise as the result of an absence of adequate authentication, 1421

confidentiality, or/and integrity functions. While several VoIP 1422

detection systems have been proposed to protect against intru- 1423

sion [58] and DoS attacks [59], none of them provide defense 1424

against the vulnerabilities uncovered in this study. 1425

VIII. CONCLUSION 1426

Carriers have deployed the IMS system ever since the 1427

launch of VoLTE. The vulnerability of IMS has seldom been 1428

questioned since its access by a phone device is protected 1429

by hardware-based security. However, VoWiFi removes this 1430

security barrier due to its inherent design. This study has thus 1431

examined the vulnerabilities of VoWiFi and the corresponding 1432

security implications for IMS. It has been shown that the 1433

VoWiFi sessions can be hijacked by an adversary and then 1434

used to maliciously manipulate the IMS call operation. For 1435

example, the adversary can make ghost calls to launch stealthy 1436

call DoS attacks against cellular users given only a knowledge 1437

of their phone numbers. It has further been shown that a 1438

ML-assisted call DoS attack can be used to detect attackable 1439

phones at run time without gaining the attention of either 1440

the victim or the unattackable phones. Crucially, the security 1441

threats identified in this study apply to four top-tier carriers 1442

distributed across North America and Asia, respectively, and 1443

seven well-known phone brands. As a result, they call for 1444

immediate attention from global carriers, device vendors, and 1445

the cellular standard community. 1446
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