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Competitive Control with Delayed Imperfect Information

Chenkai Yu'!, Guanya Shi?, Soon-Jo Chung?, Yisong Yue?, and Adam Wierman

Abstract— This paper studies the impact of imperfect in-
formation in online control with adversarial disturbances. In
particular, we consider both delayed state feedback and inexact
predictions of future disturbances. We introduce a greedy,
myopic policy that yields a constant competitive ratio against
the offline optimal policy. We also analyze the fundamental
limits of online control with limited information by showing
that our competitive ratio bounds for the greedy, myopic policy
in the adversarial setting match (up to lower-order terms) lower
bounds in the stochastic setting.

[. INTRODUCTION

The design and analysis of controllers with imperfect,
delayed information is a long-standing challenge for the
fields of online learning and robust control. This paper
provides a finite-time analysis of the impact of imperfect
information in the context of a disturbed linear system with
feedback delay. Specifically, we consider a disturbed online
Linear Quadratic Regulator (LQR) optimal control problem
with state feedback delay and inexact predictions of future
disturbances, governed by z¢11 = Ax;+ Bus+w,, where x,
u¢, and wy are the state, control, and disturbance respectively.

A growing literature at the interface of learning and control
has emerged in recent years with the goal of designing
controllers under various non-asymptotic learning-theoretic
criteria, such as regret [1], [2], [3], [4], [5], dynamic regret
[6]1, [7], [8], [9], and competitive ratio [10], [11], [9].
However, this line of work has made little progress when
it comes to using imperfect prediction information, and has
not approached the challenge of delayed feedback at all.

The task of designing controllers given imperfect predic-
tions has a long history in the control literature, as well as
in real-world applications [12], [13]. The basic idea is that,
at state x4, one has access to imperfect estimates w;,; of the
true future disturbances w;; (¢ > 0). Of particular relevance
is robust Model Predictive Control (MPC) or MPC with
uncertainty, which focuses on designing MPC policies given
inexact future dynamics predictions [14], [15]. However,
prior work focuses on stability and asymptotic performance,
and there are no finite-time performance guarantees known.

The topic of control with delayed feedback is less studied,
with some results in the robust control theory literature [16],
[17], where the focus is on stability and motivation is taken
from applications to real-world dynamical systems, e.g., [18],
[19]. Here, the basic idea is that, at time ¢, one has only
observed states up to x;_g (d > 0). As in the case of
imperfect predictions, there are no finite-time performance
guarantees known to the best of our knowledge.
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Thus, while imperfect predictions and delayed feedback
are of long-standing importance in both theory and practice,
little progress has been made toward obtaining finite-time
performance bounds for metrics like regret and competitive
ratio under delayed imperfect information due to the techni-
cal challenges associated with proving such bounds.

A. Contributions

We show that a simple, myopic, predictive control has a
constant competitive ratio bound in the case of delayed im-
perfect information (Theorem 4). This bound exponentially
increases (decreases) in the number of delays (predictions),
which highlights the cost associated with delay and the power
of predictions, even when they are inexact. To the best of our
knowledge, this result represents the first competitive ratio
bounds for either the setting of inexact predictions or delayed
feedback. We also prove that this bound is tight by showing
that in some systems, the competitive ratio of the optimal
online policy can be computed and matches our upper bound.

We would like to emphasize the generality of our result.
The model we consider is the general online LQR setting
with bounded adversarial disturbance in the dynamics, where
only stabilizability is assumed. Further, the prediction errors
are assumed to be adversarial. Additionally, our results com-
pare to the globally optimal policies without any constraints
(i.e., using the metric competitive ratio), rather than the
optimal linear, static policy (i.e., using static regret).

Our result adds further evidence that the structure of
LQR allows simple algorithmic ideas to be effective: [3]
recently proved that the naive exploration is optimal in
online LQR adaptive control problem with unknown {A, B},
and [7] proved the classic MPC is near-optimal in online
LQR control with exact future predictions. Combined with
the current paper, there is growing evidence that simple,
myopic policies that build on MPC are constant-competitive
and near-optimal, even in adversarial settings with delayed
imperfect information, which sheds light on key algorithmic
principles and fundamental limits in continuous control.

Due to lack of space, most of the proofs are omitted and
can be found in an extended version of this paper [20].

B. Related work

There is a growing literature of papers that approach
the control of linear dynamical systems with tools and
concepts from online learning, with a focus on finite-time
non-asymptotic guarantees. This non-asymptotic perspective
is important because (1) it can easily integrate with learning
theory and (2) finite-time optimality analysis is crucial for
many real-world systems with finite horizons. Within this
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literature, most work focuses on the design of controllers
with low regret [1], [2], [3], [7], [8], [21]. The study of com-
petitive ratio has received increased attention recently [11],
[10], [22], [9]. Again, note that competitive ratio compares
with the offline optimal policy without any constraints while
regret compares with the optimal static policy in a specific
policy class. The most general such result to this point is [9]
which provides competitive bounds of a predictive controller
in a time-varying setting. However, the bounds in [9] require
a sufficiently large amount of exact predictions.

In these lines of work, very few papers focus on settings
where the controller has access to predictions of future
disturbances. Among these papers, [7], [9] focus on settings
where predictions are exact. To the best of our knowledge,
the only result for inexact predictions is studied in [8],
however [8] only gives dynamic regret results which are
data-dependent. In this paper we provide stronger, data-
independent results for competitive ratio. Inexact dynamic
predictions have received attention in the robust MPC com-
munity (e.g., [14], [15]), focusing on stability and asymptotic
performance analysis. In contrast, this paper focuses on non-
asymptotic analysis from a learning theory perspective. Even
outside of control in the related area of online optimization,
when predictions are considered, they are typically assumed
to be exact [23]. One exception is [24], which uses a less
general model of prediction error than the current paper, and
the connection to control is unclear.

In contrast to the literature on predictions, there is no
work providing non-asymptotic guarantees (either regret or
competitive ratio) of policies subject to delayed feedback.
The issue has received considerable attention in the robust
control community [17], [18], but the focus is typically on
closed-loop stability and no finite-time performance bounds
exist to the best of our knowledge.

II. MODEL

We consider an online Linear Quadratic Regulator (LQR)
optimal control problem with adversarial disturbances in
the dynamics. In particular, we consider a linear system
initialized with zp € R™ and controlled by u; € R™ at
each step t € {0,1,...,T — 1} where T is the total length
of the problem. The system dynamics is governed by:

i1 = Axy + Bug + wy,

where wy is the disturbance. We assume that w; is bounded,
i.e., ||we]| < r. The goal is to minimize the following cost:

T—1
J = Z(xtTth + u} Ruy) + - Qrxr, (D)
t=0

given matrices A, B, Q, R, (r. We consider an online setting
where an adversary adaptively selects {w;}{_,', and the con-
troller (also adaptively) makes the decision u; at every time
step t, potentially based on delayed imperfect information

(discussed later in this section).
We make the standard assumptions that @), @y = 0, R > 0,
and (A, B) is stabilizable [25], [7], i.e., 3Ky € R™*™ such

that p(A — BKj) < 1. We further assume (AT, Q) is stabi-
lizable to guarantee the stability of the closed-loop [26]. This
assumption is more general than the standard assumption that
Q = 0 because Q = 0 implies the stabilizability of (AT, Q).

Throughout this paper, we use p(-) to denote the spectral
radius of a matrix and ||-|| to denote the 2-norm of a vector
or the spectral norm of a matrix.

Note that many important problems can be considered as
special cases of the above model. One motivating example
is the Linear Quadratic (LQ) tracking problem [26].

Example 1 (Linear quadratic tracking): The LQ tracking
problem is defined via dynamics x+1 = Axi+ Buy+y, and
cost function J = S MNwer1 — ye1) TQ(@er1 — yerr) +
u] Ruy, where {y;}I_, is the desired trajectory to track.

To fit LQ tracking into our model, let ; = x; — y;. Then,
we get J = ZtT:Bl itT_HQictH +u] Ruy and 441 = A%y +
Buy 4wy, which is a LQR control problem with disturbance
wy = Wy + Ays — Y41 in the dynamics. Note that in many
LQ tracking problems, delayed observations and imperfect
predictions are fundamental challenges [26].

A. Delayed Imperfect Information

The LQR optimal control problem introduced above is
typically studied without predictions or delays. In the classic
setting, at each time t = 0,1,2,..., the controller observes
z; and then decides u; without knowing w;. Thus, u; is a
function of all previous information: u; = m(zo, 21, ...,
Zy, Ug, Ui, ..., Ug—1). In an equivalent formulation, the
controller is given x to start and, at each time ¢, obtains the
previous disturbance w;_1 (if ¢ > 1) and then decides wu;.
Thus, u; = 7 (0, W, W1, -+ oy We—1, U, Ul y « -+, Ug—1)-

The motivation for this paper is that in many real-world
problems (e.g., [12], [13]), predictions of future information
are available and using them is crucially important, even
though they are typically noisy and delayed. For example,
data-driven model-based control is a prominent and success-
ful approach where it is crucial to consider model mismatch
due to statistical learning error. Moreover, in many situations,
there is state feedback delay in the system, so the controller
has to make the decision u; before the current state x; is
observed. The existence of both imperfect prediction and
feedback delay leads to considerable difficulty.

Formally, we model the delayed inexact predictions as
follows. At each step t, the revealed information is:

Lo, UQy - - Ut—1, WOy, Wt—d—1, Wi_d|ts- -, WT—1|t,
or equivalently,
Zo, UQy - .-y Ut—1y T1y--. s Tt—dy Wi—d|t)-- > WT—1]t>

where d > 0 is the length of feedback delay, and ), is the
prediction of w; at time t.

We define ey, = ws — g as the estimation error, and we
assume that the predictor satisfies ’|€t—d+i|t|| < €| wi—dil|
for all © > 0 and t > 0, where ¢; is a given parameter that
measures the prediction quality at ¢ steps into the unknown.
Although predictions are available for every time step, those
for far future may have bad quality, i.e., ¢; is typically large
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for large i. Therefore, a good control policy may not use
all predictions in the same way: using only the predictions
with smaller estimation error may yield better performance.
For example, if ¢; > 1, we can simply let w;_q14; = 0,
which is a better prediction with ¢; = 1. In general, the
error bounds have to be multiplicative rather than additive,
if one pursues a competitive ratio guarantee. Consider the
case where all disturbances w; are zero, but there are nonzero
prediction errors. The optimal offline policy incurs zero cost,
while any online policy that uses the (wrong) predictions
incurs nonzero cost, hence leading to an infinite ratio.

Our setting of delayed imperfect information generalizes
many existing settings in the study of LQR control. The
classic setting is the special case where d = 0 and w1 ;; = 0
for all ¢ and ¢. The offline optimal setting considered by [25],
[27] is the special case where d = 0 and ¢; = 0 for all
i. The setting considered by [7], where k exact predictions
without delay are available, corresponds to d = 0, €; = 0 for
Ogigk—landuAJH_”t:OforalltandiZk.

B. Competitive Ratio

We measure the performance using the competitive ratio,
which bounds the worst-case ratio of the cost of an online
policy (Alg) to the cost of the optimal offline policy (Opt)
with perfect knowledge of {w;};_,'. Formally, we study
the so-called weak competitive ratio, which allows for an
additive horizon-independent constant factor. We say that a
policy is (weakly) c-competitive if, given A, B, @, R, @y and
r, for any adversarially and adaptively chosen disturbances
{wt}ip:_ol, we have Alg < cOpt + &, where k is a constant,
independent of 7. We say that the algorithm is constant
competitive when c is a constant independent of 7T'.

While there has been considerable success in recent years
designing control policies that are no-regret, e.g., [1], [2],
[7], there have been very few examples of constant compet-
itive controllers. The few results that exist, e.g., [10], [11],
tend to have more restrictive assumptions on the dynamics
and/or disturbances. Existing results on regret typically focus
on static regret, which compares a policy to the optimal
offline static policy in a specific policy class (e.g., linear
policies [2]), while the dynamic regret and the competitive
ratio compare a policy to the general optimal offline policy
that may potentially be non-linear and non-static. Although
it is possible for an online policy to have sublinear static
regret, in general, the optimal static linear policy may have
cost that is an order-of-magnitude larger than the optimal
offline cost [10]. On the other hand, it has been shown [7]
that the minimum dynamic regret of an online policy can
be linear in 7' even with random disturbances. Thus, it is
natural to consider the competitive ratio and pin down the
multiplicative constant incurred from not knowing the future.

III. A MYOPIC PREDICTIVE POLICY

In this paper, we study a myopic predictive control policy
that is a natural and myopic variant of model predictive
control (MPC). When there are predictions, but no delays,
MPC is a popular and successful approach [13], [28]. In fact,

[7] recently showed that MPC has a near-optimal dynamic
regret in the case of exact predictions and no delay. Note that
this paper aims to show simple/standard algorithms (either
standard MPC or its natural extension) could be competitive
and the competitive ratio bounds could be tight, rather than
propose a new algorithm.

Suppose the controller uses k predictions. At each time ¢,

the controller optimizes based on xy, Wy, - - - , Wyt p—1)¢:
(Ut, e ,Ut+k_1) =
t+k—1
: T TR T A
arg min (x; Qi + u; Rug) + 240, Qg |,
i=t

S.t. Ti+1 :ACCL—FBUZ—F’lZ}z‘t, VZ:t,ﬂf—Fk}—l (2)

This optimization is myopic in the sense that it assumes
that the length of the problem is k instead of 7' and only
uses predicted future disturbances within those k steps. The
terminal cost matrix Qf in (2) may or may not be the same
as the terminal cost matrix () of the original problem (1),
and can be viewed as a hyperparameter. Similarly, k& is also
a hyperparameter. Larger k is not necessarily better because
the predictions in the far future may have very large errors.
In this paper, we let Qf = P, where P is the solution of the
discrete algebraic Riccati equation (DARE):

P=Q+A"PA- ATPB(R+B'PB)"'BTPA. (3)

The output of (2) is k£ control actions corresponding to time
t,t+1,...,t+ k — 1, respectively, but only the first (u;) is
applied to the system. The rest (i.e., w41, .., Ut+k—1) are
discarded. The explicit solution of (2) is given below [7].
Proposition 2: The policy defined by (2) at time t is:
k-1
u, = —(R+ B"PB)"'BT (PAxt + Z F”P@Mt) ,
i=0
where F = A— B(R+ B"PB)"'B"PA=: A - BK.
The closed loop is stable since p(F) < 1 [7]. As stated
above, the policy does not directly apply to the case of
delayed imperfect information. To adapt it, we consider two
cases: (i) when the number of predictions available is longer
than the feedback delay, i.e., £ > d, and (ii) when the delay is
longer than the number of predictions available, i.e., k < d.
When k£ > d, the extension is perhaps straightforward.
Here, although the controller does not know the current
state x4, it knows ;g and W;_qy, . . ., We_1}¢. Thus, it can
estimate the current state. This means that it is possible to
simply use this estimation, Z;;, as a replacement for z; in
the algorithm, which yields the following:

k—d—1
uy = —(R+B"PB)"'BT <PA§;“+ > FTZPuBth).

i=0
“)

When k < d, the extension is not as obvious. In this
setting, the quality of the predictions is poor enough that it is
better not to use the predictions to estimate the current state.
Thus, one cannot simply estimate the current state and run
classic MPC. In this case, the key is to view (classic) MPC
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from a different perspective: MPC locally solves an optimal
control problem by treating known disturbances (predictions)
as exact, and treating unknown disturbances as zero [7], [28],
[8]. Following this philosophy, in the case when predictions
are not enough to be used to estimate the current state, we can
instead assume that unknown disturbances are exactly zero.
The following theorem derives the optimal policy under this
“optimistic” assumption.

Theorem 3: Suppose there are d delays and k exact pre-
dictions with k < d. Assume all used predictions are exact
and other disturbances (with unused predictions) are zero.
The optimal policy at time t is:

u; = —(R+ B"PB)"'B"PA (Ad"“i:td+kt

d—k—1 .
+ Y AiButH). (5)

In other words, the policy in (5) ﬁgtoobtains the greedy es-
timation &;_ 4 ¢ using predictions Wy _g|¢, - - - s We—dyk—1]t>
and then estimates the current state by treating w;_g4+r =

- = wy—1 = 0. In fact, instead of treating them as
zero, we can impose other values or distributions on those
disturbances. This would generalize Theorem 3 to a broader
class of policies.

To summarize the two cases above, the myopic generaliza-
tion of MPC we study in this paper is described as follows.
Suppose we want to use k predictions. If £ > d, then we
estimate the current state x; and apply (4). If £ < d, then
we estimate the state at time ¢t —d + k and apply (5). If fact,
the two cases coincide when k = d.

IV. PERFORMANCE BOUNDS

Our main result provides bounds on the competitive ratio
for the policy defined in Section III in the case of inexact
delayed predictions. We present our general result below and
then discuss the special cases of (i) exact predictions and no
delay, (ii) inexact predictions and no delay, and (iii) delay
but no access to predictions. The special cases illustrate the
contrast between inexact and exact predictions as well as the
impact of delay.

Theorem 4 (Main result): Let ¢ = || P||||P~||(1 + || F|)
and H = B(R+ B"PB)~'BT. Suppose there are d steps
of delays and the controller uses k predictions. When k > d,
2

d—1 ‘ k=1 ‘
c X el A +e 3 el FY + IIF’“dII)

A|g < |:< i=0 i=d

|H ||~ Amin(P~t — FP-1FT — H)
+ 1} Opt + O(1).

When k < d,

k-1 . d—1 . 2
<c S el At 4 e S At 4 1)
A|g S l: 1=0 1=k

|H| " Apin (P~ — FP-1FT — H)
+ 1] Opt + O(1).

The O(1) is with respect to T. It may depend on the system
parameters A, B, Q, R, Qs and the range of disturbances
r, but not on T. When @y = P the O(1) is zero.

The two cases in the theorem correspond to the two
cases in the algorithm: when predictions are of high enough
quality to allow estimation of the current state and when they
are not. Note that the closed-loop dynamics is stable, i.e.,
p(F) = p(A — BK) < 1. Therefore, there exists a constant
7 such that ||F|| < ~(PEXELYi for all § > 1 from Gelfand’s
formula.

In the first case, we see that the quality of predictions in
the near future has more impact, especially when p(A) >
1. In the second case, we see that the amount of delay d
exponentially increases the bound if ¢; > 0 and p(A) > 1.
We explore further insights by looking at special cases in
the following subsections. Before moving on, we provide an
overview of the proof of Theorem 4.

A. Proof Sketch for Theorem 4

We first prove Theorem 4 in the case ¢y = P. In this
case, the O(1) is not needed. Then, we analyze the impact
of the terminal cost )y and show that it introduces at most
an O(1) additional cost. The full proof can be found in the
appendix of an extended version of this paper [20].

Lemma 5: The conclusion of Theorem 4 holds if Qf = P.

The proof of the result in the case of @y = P follows
from a novel difference analysis of the quadratic cost-to-go
functions. Here, we focus on the second part of the proof,
i.e., reducing the case of @y # P to the case of ¢y = P. To
that end, let Alg(X) be the cost of our algorithm when the
terminal cost is X and, similarly, let OptY (X) be the cost
of the policy that is optimal for terminal cost Y when the
terminal cost is actually X.

Our analysis proceeds by first bounding the impact of
the terminal cost on the gap between the algorithm and the
optimal cost via the following lemma.

Lemma 6: For any algorithm,

Alg(Qr) — Opt” (Qr) < Alg(P) — Opt”(P) + O(1).

Then, we prove that the terminal cost only has an O(1)
impact on the optimal cost using the following lemma.

Lemma 7: The followings are equal up to O(1) difference:

Opt”(P), Opt”(Qy), Opt¥ (Qy).
Together, these two lemmas imply that
Alg(Qy) — Opt¥ (Qy)
< Alg(Qr) — Opt”(Qr) +0O(1)
< Alg(P) - Opt”(P) + O(1)
_ Alg(P) — Opt”(P)
T opt(P)
_ Alg(P) — Opt”(P)
Opt”(P)
Thus, we can complete the proof by concluding that
Alg(P)
Opt”(P)

Opt”(P) +0(1)

Opt“ (Qy) + O(1).

Alg(Qr) < Opt¥ (Qr) + O(1).
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B. Exact Predictions Without Delay

In the sections that follow, we explore special cases of
Theorem 4 in order to highlight the impact of inexact
predictions and delay. First, we present the special case of &
accurate, exact predictions and no feedback delays. Formally,
we have d = 0, ei:OforOSiSk—landth‘t:Ofor
all ¢ and 7 > k.

The main result for this setting is given below. It directly
follows from the k& > d case of Theorem 4.

Theorem 8: Suppose there are k exact predictions and no
feedback delay. Then:

F*||2||H

e e

Thus, the competitive ratio exponentially decreases as k
goes up. To illustrate how the primary parameters A, B, @
and R affect the competitive ratio in this case, it is useful
to consider the case when n = m = 1, as shown in both
Corollary 8.1 and Figure 1.

Corollary 8.1: Assume there are k exact predictions and
no feedback delay, and let n = m =1 and Qy = P. Then,

Al 2442k
O—FiglJrW/R if A2> B2Q/R + 1,
Al A

& 14— fBQ/R> A%+ 1.

Opt ~ " (B2Q/R)? 1

Interestingly, in this case, the competitive bound only
depends on A2 and B2Q/R. It does not depend on the sign
of A, nor on B, @ or R as long as B2Q/R is fixed. Further,
when k > 3, we see that the competitive ratio is small if B, Q)
are small, R is large, or A is either very large or very small.
However, when & = 0 or 1, a large A can result in a large
competitive ratio. When k = 0, a large value of B2Q/R also
results in a large competitive ratio. We see below that this is
similar to the case of delay (see Section IV-D).

Proposition 9: Theorem 8§ is tight in the sense that there
exist systems where the competitive ratio of the optimal
online algorithm is 1+ O(|| F*|?).

C. Inexact Predictions Without Delay

We next consider the case where predictions are inexact,
but there is no feedback delay. The contrast with the previous
section highlights the impact of prediction error.

As discussed in Section II-A, the controller should opti-
mize k to utilize predictions with smaller estimation errors
while avoiding the use of those with larger errors. The
following directly follows from the d = 0 case of Theorem 4
and reduces to the exact case when ¢; = 0.

Theorem 10: Suppose there are k inexact predictions and
no feedback delay. Then,

2
181 (et el Fll+ 1 741)
Alg < Amin(P~1 — FP-1FT — H) 1|0pt + O(1).

This subsection differs from the previous one in that the
controller can minimize the bound in Theorem 10 with re-
spect to k. We characterize this optimization in the following
result in 1-d systems, and also provide simulation evidence
in Section V (see Figure 3).

Corollary 10.1: Suppose there are k inexact predictions
and no feedback delay. Assume n = m = 1. Given non-
decreasing {¢;}, to minimize the competitive ratio bound in
Theorem 10, the optimal number k of predictions to use is

such that:
1—|F|

ST

The following 1-d setting highlights the dependence of the
competitive ratio on the system parameters.

Corollary 10.2: Assume there are k inexact predictions
and no feedback delay, and let n =m =1 and Qy = P

If A2 > B?Q/R + 1,

2
Alg 244 (i1 ¢ 1
— <1t -+ — | .
Opt B2Q/R (Z A" |AF

€p—1 <

1=0
If B?Q/R > A% +1,
il Al Els

Opt = < (B*Q/Ry ' (B*Q/R)"

The dependence of the compet1t1ve ratioon A, B, Q, R is
similar to the case of exact predictions. In particular, we find
that the prediction quality in the near future is (exponentially)
more important than further in the future, which is consistent
with the robust MPC literature [15].

In the exact prediction case we show that Theorem 8 is
tight with respect to | F¥||. In contrast, in the inexact case
the tightness of €; and HFZH in Theorem 10 remains as an
open question.

D. Delay Without Predictions

The last special case we consider is the case with delays
but no (usable) predictions. This case separates the impact
of delay from that of predictions. Here, w;_g44;; = 0 for all
t and 7 > 0. When k£ < d, via Theorem 4 we have that:

) 2
(e 4+ 1)
&= | Nam(PL— FP-'FT — H)

Depending on whether the spectral radius p(A) < 1, there
are two simplifications one can make: (i) if p(A) < 1, then
| A% < ka® for a = (p(A)+1)/2 < 1 for a constant k, and
(ii) if p(A4) > 1, A’ < [|A]l".

Theorem 11: Suppose there are d delays and no predic-
tions are available. If p(A) < 1, then the competitive ratio
is bounded by a constant irrelevant to the length of delay:

+ 1} Opt + O(1).

I1H || (cn ~+ 1)

Alg < |:)\m1n(P I —FP T H) + 1}0pt+0(1).
If p(A) > 1, then the competitive ratio bound grows
exponentially fast with the of number of delay steps:

IH|| <c||A||||(: :1”‘4” + 1)2
Alg < [ o (P—T— FP—1FT — i) + 1]Opt +O(1).

As in the previous subsections, it is useful to consider the
one-dimensional case to get insights about the impact of the
system parameters.

2608

Authorized licensed use limited to: CALIFORNIA INSTITUTE OF TECHNOLOGY. Downloaded on September 20,2022 at 21:15:21 UTC from IEEE Xplore. Restrictions apply.



2.0

32868 15
Ba202

= 21.48
—6.12
—2.28
= 1.32

1.08 0.5
I 1.02

0.0

B%Q/R
B2Q/R
o

(@) k=0.

(b) k=1.

328.68 Es292
88292 E21.48
=218 ~6.12
Hoo8 —228

' =132

1.02

1.08
I 1.02

() k=3.

Fig. 1: Illustration of the competitive ratio bound in Corollary 8.1. The system is one-dimensional (n = m = 1) without
delays (d = 0). With no predictions (k = 0), the bound is small only if both A and B2Q/R are small. When k = 1, it is
small if A is small or B>Q/R is large. When k = 3, it is small if A is either small or large, or if B2Q/R is large. The
bound is tight in the sense that in some systems, it equals the relative cost of the optimal online policy.

Corollary 11.1: Assume there are d delays and no predic-
tions. Let n = m =1 and Qy = P. Then,

/-\Ig 2A4+2d

M ¢ (b if A% > B? 1

opt = T B2Q/R FAT> BQ/R+ 1,

Alg A2d+2B2Q/R 9 9

S <14+ iR A% 41, |A] > 1
opt <1 ERE if BPQ/R> A2 +1, |A] > 1,
Alg B?Q/R .

S Al < 1.

opt <! T opapz A<

Contrary to the case with £ > 3 inexact predictions, when
there are delays, a large value of B2Q/R or A does not lead
to a small competitive ratio. Instead, in the case of feedback
delay, it results in a large competitive ratio. This is consistent
with results from robust control theory: the less stable the
open loop is (|A] is larger), the more impact delay has [16].

Proposition 12: Theorem 11 is tight in the sense that there
exist systems such that the competitive ratio of the optimal
online algorithm is at least 1 + O(||A%||?).

V. NUMERICAL EXAMPLES

To illustrate our results, we end the paper with numerical
examples that highlight the impact of delayed, inexact pre-
dictions. To that end, we consider a 2-d tracking problem
with the following trajectory [6], illustrated in Figure 2:

_ 16 sin( )

%= 13cos(L) — 5cos(%) — 2cos(2L) — cos(4L) |

We consider following double integrator dynamics:

Pey1 =Pt + 020 + hy,  vppr = vp +0.2us + 1,

where p, € R? is the position, v; is the velocity, u; is
the control, and hs,7; ~ U[—1,1]? are i.i.d. noises. The
objective is to minimize Zt:_ol Ipe — uell> + 0.0016]|we ||,
where we let T' = 200. This problem can be converted to the
standard LQR with disturbance w; by letting x; = [§!] and
@y = [}*] and then using the reduction in the LQ tracking
example in Section II. Note that the disturbances are the
combination of a deterministic trajectory and i.i.d. noise. In
contrast, our theoretical results focus on more challenging

adversarial disturbances. Nonetheless, the numerical results
are consistent with our theorems.

In our first experiment, we study the effect of the number
of delays or predictions. For simplicity, we exclude the effect
of inexactness of the predictions — a prediction is either
exact (¢, = 0) or uninformative (W;_qis; = 0). In this
case, each exact prediction cancels a step of delay so, delays
can be viewed as “negative” predictions. Figure 2 shows the
performance of the proposed myopic policy in Section III
with different numbers of predictions or delays. We see that
the cost exponentially decreases (increases) as the number
of predictions (delays) increases.

In the second experiment, we study the effect of inexact
predictions and show that the controller needs to optimize
how many predictions are used — it is better to use only a
few predictions and ignore those that are too noisy. Specif-
ically, we let ¢; = %iz, i.e., the noise level of predictions
grows quadratically fast with the number of steps into the
future. Each estimation error e;y;; = wiyi — Weyge 1S
independently sampled from U[—e;||w;yil|, € ||wi1:]|]*. This
process is repeated 8 times, with each instance depicted by
an orange line and their maximum represented by a red line.
As shown in Figure 3, with exact predictions, the cost will
decrease as the number of predictions increase (the blue line);
while with inexact predictions, using fewer predictions may
yield better performance.

VI. CONCLUDING REMARKS

Our results presens the first constant-competitive policy
for general LQR control with adversarial disturbances and
delayed imperfect information. We also show that in the
case of exact predictions with no delay, or in the case of
delay with no predictions, the competitive ratio bounds of the
proposed myopic policy match the lower bound. However, in
the inexact prediction case, the tightness of €; in our bounds
remains as an open question. Other important extensions
include nonlinear dynamics and time-variant linear systems,
which can also lead to studying online learning of robust
controllers under model mismatch.
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Fig. 2: Tracking results with k exact predictions and no delay, or with d steps of delay with no predictions. (a-d) show the
desired trajectory (blue) and actual (orange) trajectories. (e) shows both delay and prediction on the x-axis, with the negative
part corresponding to delay. The y-axis is in log-scale.
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Fig. 3: The impact of inexact predictions. The relative cost
(Alg/Opt — 1) of MPC using k exact (blue) or inexact
(orange) predictions is shown.
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