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ABSTRACT
Open Science Grid (OSG) is a consortium that enables many scien-
tific breakthroughs by providing researchers with access to shared
High Throughput Computing (HTC) compute clusters in support of
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large-scale collaborative research. To meet the demand on campus,
Georgia Institute of Technology (GT)’s Partnership for an Advanced
Computing Environment (PACE) team launched a centralized OSG
support project, powered by Buzzard, an NSF-funded OSG cluster.
We describe Buzzard’s unique multi-tenant architecture, which sup-
ports multiple projects on a single CPU/GPU pool, for the benefit
of other institutions considering a similar approach to support OSG
on their campuses.

CCS CONCEPTS
•Computer systems organization→Distributed architectures;
Grid computing; • General and reference → Design.
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1 INTRODUCTION
We are witnessing drastic changes in Scientific Computing practices
in response to increasingly collaborative and multi-disciplinary
projects happening at national and international scale. While con-
ventional High Performance Computing (HPC) capabilities remain
critical for many domains, current trends indicate a large-scale
adoption of very large numbers of relatively small and short com-
putations, which is commonly referred to as High Throughput Com-
puting (HTC). Open Science Grid (OSG) is a unique consortium that
enables access to a wide array of member HTC compute clusters in
the nation, with unified authentication, software and data capabili-
ties [8]. OSG has been instrumental in ground-breaking scientific
advancements, including the Nobel Prize-winning Gravitational
Waves research (LIGO) [5] and countless other projects.

Georgia Institute of Technology (GT)’s Partnership for an Ad-
vanced Computing Environment (PACE) team [7] manages sus-
tainable leading-edge advanced research computing resources and
provides GT researchers, their external collaborators and students
with research facilitation, consultation and technical support ser-
vices. At PACE, we have been observing a consistent demand for
HTCworkloads. An analysis of the job characteristics between 2015
and 2019 yielded that 78% of the jobs submissions requested one or
two cores (Figure 1(a)). A more recent analysis in 2022 confirmed
continuation of this trend (Figure 1(b)). Additionally, several GT
professors identified an OSG ecosystem on campus as a critical
requirement for the continuation of their work. Considering all
of these factors, the PACE team started a new project to establish
campus-wide support for OSG, partially funded by a National Sci-
ence Foundation (NSF) award “CC* Compute: Integrating Georgia
Tech into the Open Science Grid for Multi-Messenger Astrophysics
(1925541)” in 20191. The funds from this award are used to build the
“Buzzard” OSG cluster, which is fully dedicated to OSG. Buzzard is
preceded by another cluster dedicated to the LIGO project, so it is
not the first PACE OSG resource, yet it’s the first that defines our
new campus-level service that’s open for all OSG projects, using a
single pool of CPU and GPU nodes. Buzzard sets a milestone for

1This material is based upon work supported by the National Science Foundation under
grant number 1925541. Any opinions, findings and conclusions or recommendations
expressed in this material are those of the author(s) and do not necessarily reflect the
views of the National Science Foundation.

(a) 2015-2019

(b) 2021-2022

Figure 1: The number of requested cores for job submissions
between (a) 2015-2019 and (b) 2021-2022 on PACE, based on
XDMoD data. Themajority of submissions are HTC-eligible
small jobs as a continued trend.

PACE’s strong commitment to support the entire OSG community,
both locally and externally.

We share with the broader community our approach for sup-
porting OSG at the campus level and beyond, including the unique
‘multi-tenant’ configuration of Buzzard to support multiple OSG
projects with different priorities, using a single mixed pool of CPU
and GPU nodes.

2 PACE’S CENTRALIZED OSG SERVICE FOR
GEORGIA TECH

PACE team’s involvement with OSG goes back to the deployment
of a cluster dedicated to LIGO research in 2016. This cluster was
a highly customized resource, deployed with an ad-hoc approach.

https://doi.org/10.1145/3491418.3535135
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PACE’s demonstrated success with this cluster received attention
from campus and increased demand for OSG. The new project,
powered by the Buzzard cluster, represents PACE’s foray into a
centralized OSG service.

2.1 Buzzard Cluster
The Buzzard cluster is a significant enabler of PACE’s centralized
OSG support, regardless of its compute power today. Buzzard read-
ily supports multiple job pools for LIGO, IceCube, CTA/VERITAS
and Open Science Pool (OSPool) Virtual Organizations, and more
importantly makes addition of new resources for these pools, as
well as addition of new VOs, as easy as expanding conventional
HPC resources. By adding this new service in its standard portfo-
lio, PACE is committed to refresh and grow Buzzard through new
grants and/or its own budget well beyond the scope and lifetime
of the original NSF project. Buzzard has already been expanded
by several PIs on the proposal with new LIGO compute nodes and
additional storage for the CTA/VERITAS, and we expect see further
adoption from the rest of the campus.

It’s important to note that 100% of the resources acquired by this
award are dedicated to OSG, making no distinction between GT
and external researchers, as long as they are members of the same
VO. The only additional advantage GT users have is the ability to
use a local submit node that mounts their private storage, so they
can compute directly on their private data.

2.2 Buzzard’s StashCache Service
StashCache is a distributed caching federation comprised of data ori-
gins, redirectors, and caches, deployed in geographically-distributed
locations across the U.S. and Europe [9]. We deployed the first OSG
StashCache in the Southeast US to provide Buzzard and other re-
gional institutions with fast access to OSG data. Due to its geo-
graphic location, our StashCache also serves requests from several
international OSG sites as well, including Puerto Rico, Brazil, Mex-
ico, Spain and France. Buzzard users, both local and external, can
access public StashCache datasets and software via the CernVM
File System (CVMFS) [3], a scalable and reliable software distribu-
tion service. CVMFS can support multiple repositories for different
projects, which can be enabled/disabled with trivial configuration
changes. This mechanism is also used for the distribution of Singu-
larity containers, which have been increasingly replacing conven-
tional distributions of the OSG software.

2.3 Scientific Impact
Bringing Buzzard into OSG opens up great opportunities with sig-
nificant scientific impact. IceCube simulations of neutrinos and
cosmic rays make substantial use of its GPUs. IceCube PhD Stu-
dents at GT are able to use standard data analysis pipelines via
OSG. Buzzard is also used to execute simulations of particle cas-
cades in the atmosphere initiated by very-high-energy gamma rays.
These simulations are crucial for the analysis of data recorded with
VERITAS and, in the future, with CTA. Buzzard already serves as a
storage facility for billions of air showers simulated for VERITAS on
the OSG, allowing members of these projects worldwide to access
and analyze the same data set without having to transfer it to their
local institutions. Buzzard is now contributing significant resources

to the International Gravitational-Wave Network (IGWN) pool, ac-
cessible to all LIGO-affiliated researchers through shared submit
nodes. Both local and remote LIGO users are receiving a large fair
share allocation on the cluster, especially after the expansion of the
original Buzzard with additional LIGO nodes. This has proven ben-
eficial for debugging with direct access to local administrators and
for prototyping new analyses that are expected to contribute to the
analysis of LIGO data from the next observational data. Buzzard’s
OSPool integration serves a large number of domains, including but
not limited to Physics, Biological Sciences, Astronomy, Chemistry,
Engineering, Mathematics, Computer Sciences, Education, Health,
Economics, Integrative Activities, Earth and Ocean Sciences and
other social sciences for users from up to 70 different campuses.

The primary objective of this project is to raise awareness and
knowledge of OSG services in the entire campus and onboard as
many users as possible to benefit from this significant resource
as a whole, regardless of their usage of Buzzard. A crucial part of
this service is, therefore, training and documentation for effective
onboarding of new users. PACE offers an OSG Orientation class
coupled with weekly consulting sessions, along with communica-
tions that feature OSG in articles, blog posts and symposiums. We
have also identified research groups with usage patterns that reflect
workflows conducive to OSG, based on their use of existing campus
resources, and conducted targeted outreach to those who would
benefit most.

3 BUZZARD AS A MULTI-TENANT SINGLE
CPU/GPU POOL OSG CLUSTER

3.1 Buzzard Architecture

Figure 2: Buzzard Architecture to support local and external
jobs for multiple VOs.

Funds from the NSF award allowed PACE to deploy Buzzard to
kickstart a campus-wide OSG service, in strong collaboration with
the University of Chicago’sManiac Lab [6]. The initial configuration
included 12× 24-core 384GB CPU nodes, 11× 24-core 384GB GPU
nodes equipped with 4× RTX6000 GPUs each, and a storage server
with 200TB of usable space.

Figure 2 depicts the current design of Buzzard, which is able to
support both locally-submitted jobs that either run locally or ‘flock
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out’ to OSG’s central ‘Glidein WMS’ factory, as well as externally-
submitted jobs that ‘glide in’ to Buzzard. The worker nodes con-
stitute a single, mixed pool of GPUs and CPUs. This configuration
allows for a local GT user to (1) login locally to the GT login node
(Access Point) and submit a local job to run on Buzzard, using local
storage; (2) submit an external job that flocks out to the OSG factory,
which may run on other sites or come back to Buzzard depending
on utilization levels; and (3) login to an external OSG login node and
submit a job to target Buzzard specifically. OSG factory-routed jobs
that glide into Buzzard use VO-specific service accounts, namely
osg, ligo and icecube. We utilize the SLATE CI framework [2] by
the Maniac Lab of University of Chicago to deploy and manage
our OSG Compute Entrypoint (CE), as well as the Frontier Squid
Service as a caching proxy.

3.2 Buzzard’s Unique Multi-Tenant Mixed
CPU/GPU Configuration

While there are many OSG clusters supporting OSPool, LIGO, and
IceCube VOs, on CPU and GPU resources, Buzzard is unique in its
ability to allow for multiple VOs sharing a single collection of CPU
and GPU nodes. Buzzard uses HTCondor [1] for job scheduling,
but unlike most other institutions, it is not integrated with a local
HPC scheduler because it’s an OSG-only resource.

Since its initial deployment, Buzzard had been expanded with
an addition of 25× 24-core 384GB CPU nodes using external funds
for the LIGO project. The CTA/VERITAS workflow currently uses
the OSPool, so the allocations for this project and OSPool ended up
being merged. The resulting VO-specific resource allocations after
these changes are shown in Figures 3(a) and 3(b).

HTCondor makes implementation of (and changes to) fairshare
allocations for each VO very easy, without needing to compart-
mentalize any of the resources. We do not allow CPU-only jobs on
GPU nodes, and instead allocate 6 cores for each GPU request by
default, since each GPU node comes with 24 cores and 4 GPUs. The
fairshare configuration for these allocations are kept in a file named
‘condor_group_quotas.conf’ under the ‘condor.d’ configuration
folder, utilizing HTCondor’s negotiators feature:

USE Feature: AssignAccountingGroup(/etc/condor/accounting/gt-user.map)
...
NEGOTIATOR_SLOT_CONSTRAINT=(isUndefined(TotalGPUs))
NEGOTIATOR_GPU.NEGOTIATOR_SLOT_CONSTRAINT=(TotalGPUs > 0)

# Set up group quotas for the CPU negotiator
GROUP_NAMES = icecube, ligo, osg
GROUP_QUOTA_DYNAMIC_icecube = 0.03
GROUP_QUOTA_DYNAMIC_ligo = 0.81
GROUP_QUOTA_DYNAMIC_osg = 0.16
# Set up group quotas for the GPU negotiator
NEGOTIATOR_GPU.GROUP_NAMES = icecube, ligo, osg
NEGOTIATOR_GPU.GROUP_QUOTA_DYNAMIC_icecube = 0.85
NEGOTIATOR_GPU.GROUP_QUOTA_DYNAMIC_ligo = 0.10
NEGOTIATOR_GPU.GROUP_QUOTA_DYNAMIC_osg = 0.05

Here, we associate each VO-specific resource pool with a group,
namely icecube, ligo and osg. The ‘osg’ group represents the merged
CTA/VERITAS and OSPool allocations. HTCondor doesn’t support
using POSIX groups for user access control, so we manage a file
‘gt-user.map’ under condor’s accounting folder, as specified in
the ‘Use Feature:’ line above. We automated the management of this
list by using a simple maker script that creates this file on a regular
basis, based on the memberships we keep using POSIX groups, in
the following syntax (usernames anonymized) [4].

(a) CPU Resources

(b) GPU Resources

Figure 3: Fairshare CPU and GPU allocations for each Vir-
tual Organization (VO) supported by Buzzard. The large
LIGO portion is due to the additional LIGO nodes added af-
ter Buzzard’s initial deployment.

* user1 osg
* user2 icecube,ligo,osg
* user3 icecube

3.3 Drawbacks and Lessons Learned
We experienced several drawbacks during the course of this large-
scale collaborative project, including COVID-19 related supply
chain issues, incorrect initial design assumptions and staff changes
in the team. Several lessons we’ve learned from this experience are
(1) use virtual machines for exploring configurations early on (2)
start independent tasks as early as possible (3) document as you
implement (4) don’t wait too long to engage experts (5) communi-
cate expectations and deliverables in written form and (6) provide
external collaborators with access to systems as possible.

4 CONCLUSION
In response to increasing demand for HTC-type workloads, PACE
launched a centralized OSG service for the GT campus, powered
by the Buzzard OSG cluster. This new service is an high-impact
addition to PACE’s portfolio because it not only facilitates access
to OSG by GT researchers and students but also makes it possible
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and convenient to grow the nation-wide OSG resources using GT-
originated funds. This service comes with training, consultation,
and high visibility events, and we expect an increased adoption rate
from the campus in the coming years. The Buzzard cluster is unique
in its ability to support multiple OSG projects on a single pool of
CPUs and GPUs. It’s also easily expandable as more funds become
available. We present our service model and unique characteristics
of Buzzard, with examples from its configuration, to the benefit
of other institutions considering a similar approach to supporting
OSG on their campuses.
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