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Abstract

Navigation and situation awareness in 3D environments are often
required by emergency responses such as firefighters, police, and mil-
itary soldiers. This paper investigates a collaborative, cross-platform
immersive system to improve the team navigation through effective
real-time communication. We explore a set of essential building nav-
igation, visualization, and interaction methods to support joint tasks
in the physical building environments by leveraging on device sen-
sors and image markers. Our platform also supports efficient exchange
of useful visual information to improve the coordination and situa-
tion awareness for multiple users performing real-time operations in
smart buildings. We have performed a user study to evaluate differ-
ent devices used in coordination tasks. Our results demonstrate the
effects of immersive visualization for improving 3D navigation and
coordination for on-site collaboration in real physical environment.

Keywords: Immersive visualization, 3D Navigation, Collaboration,
Augmented Reality
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1 INTRODUCTION

The techniques of augmented reality (AR) [1–4] have grown continuously since
the work of Ivan Sutherland [5]. During the past, the technology was often used
in research or prototype systems instead of practical applications. Only until
recent years, wearable technology has started to achieve tremendous advance-
ments in many aspects [6], including processing power, display techniques,
smaller and more efficient sensors, and more effective software algorithms [6].

Such advancements have started to support immersive systems in a variety
of domains, including gaming, education, architecture, facilities management,
emergency response and military operations, and many others [7, 8]. Similar
to AR, the concept of mixed reality (MR) emphasizes the usages of blending
the physical world with the digital world with advanced technologies. Integrat-
ing MR with the major advances from other fields such as smart cities and
internet of things (IoT), we can create new techniques from these interdisci-
plinary research fields and revolutionize how we work and collaborate in many
professions [9].

For emergency responders, such as firefighters and police, we can collect
all available information through smart devices and sensors to improve the
understanding of building situations in real-time. We can further integrate
machine learning and data analysis algorithms to assist commanders to derive
important decisions for operations in the field, such as if the crews should
enter a room with potential hazards. For crews working in the fields, we can
enable them to share information with others for more efficient collaboration.
Such techniques may significantly improve the job safety and performances
with efficient data sharing and coordination solutions.

Fig. 1 Immersive visualization and navigation with mobile devices (iPad) and AR HMDs
(HoloLens)

This work extends our previous work [10], which presented a cross-platform
approach with MR to support the collaboration of multiple users and improve
their situation awareness in smart buildings. Our MR platform utilizes mixed-
reality devices including AR HMD HoloLens and iOS devices to assist indoor
operations such as building navigation and search (Figure 1). We provide a
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flexible server-client architecture to synchronize user locations and vital infor-
mation in real-time with two-way communications. We have also developed
a set of building navigation, visualization, interaction and collaboration func-
tions for users to access real-time information and perform investigation on-site
effectively. Our examples and user study demonstrate that the prototype sys-
tem supports the team navigation and collaboration tasks and enhances the
situational awareness of the physical environment. The results also suggest
that such immersive functions are promising for challenging situations includ-
ing operations in buildings with complex structures or time-critical navigation
tasks.

The remaining paper is organized as follows. We first review the related
work in Section 2 and present our cross-platform system architecture in Section
3. Section 4 describes our immersive visualization and navigation system and
the interaction functions that enable users to perform several common nav-
igation tasks. Section 5 describes the information sharing methods for team
collaborations between command center and users in the fields. Section 6
summarizes our user study and Section 7 concludes the paper with future work.

2 Related Work

This section presents the related work from the aspects of augmented reality,
collaboration, and cross-device techniques for smart buildings.

2.1 Augmented Reality for Smart Buildings

While augmented reality has been proposed for years, its applications on smart
buildings are still not common. The pioneer work from Feiner et al. [11] pre-
sented an AR system for showing information about the university campus by
overlaid them onto the real environment through a head-mounted see-through
display. The system combined sensors of GPS for position, accelerometer for
head pitch and roll, and a magnetometer for head yaw. Similarly, Tache et
al. [12] presented a AR training tool, which shared operative locations in the
field to the command center and displayed that information on a calibrated
CAD model. Recently, Huang et al. [13] designed the ARGIS system with
a precise registration method, which required users to guide the calibration
process and compensate measurement errors through a hand-held device. All
of these systems are designed to work outdoors and rely on GPS to provide
location information.

The example work for indoor environments also appeared recently. For
example , Irizarry et al. [14] presented an AR system to show infrastructure
and information by overlaying the Building Information Model (BIM) with the
camera view of an iPad. While most of these approaches allowed for interactive
data authoring from the server side, but they did not provide operators in the
field to communicate effectively with the command center.
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2.2 Navigation Assistance

While AR solutions for complex indoor environments are still not fully ready
yet due to the requirement of a good 3D model of the environment and the
metrics of devices [15], previous methods on navigation assistance have shown
that AR navigation system can provide augmented directions from the user’s
current position to his/her desired location [16]. A systematic review of the
literature summarized work on navigation assistance to people with dementia
during indoor, outdoor and virtual scenarios [17].

The occlusion has remained as the top challenging problem of navigation
assistance [18]. Researchers have studied methods to visualize off-screen points
of interest with 3D halo [19], locations with wedge [20], and objects with
halo [21, 22]. An interesting direction is to explore multiperspective visualiza-
tion by bringing simultaneously into view multiple regions of interest [23–25].
In addition, ParaFrustum was proposed to establish constraints on a range of
acceptable locations and angles for the user’s eyes [26].

Interaction with the environment can be challenging due to the differences
between the real and virtual worlds. A study with an immersive gesture inter-
face for 3D map navigation in HMD-based virtual environments had shown
improvement on the level of immersion [27]. The Worlds-in-Wedges supported
comparative immersive visualization by dividing the virtual space surrounding
the user into volumetric wedges [28]. Interactive slice World-in-Miniature com-
bined an interactive multitouch table and a stereoscopic display wall to support
navigating and interrogating volumetric data sets [29]. Omnidirectional 3D
cursors for mobile augmented reality platforms utilized dynamic perceptual
affordances to draw user attention to the target location [30]. Sound support
has been integrated and shown to be effective [31].

Evaluation results of navigation assistants have shown that AR-style inter-
action provided good spatial understanding overall [32–34]. AR supported
navigation and flight planning of micro aerial vehicles were shown to be effec-
tive on augmenting the work of flight supervision [35]. Combined techniques
were shown to be superior in comparison to the unimodal attention guiding
techniques and subjective preference by the participants [36]. Evaluation of
the ARCore indoor localization technology was also performed [37]. On the
other hand, the real environment still received the best performance measures
compared to a remote environment via a telepresence system and a virtual sim-
ulation of the real environment [38]. Tracking uncertainties in AR navigation
was also shown to be challenging due to the lack of suitable visualization meth-
ods [39]. The effects of the field of view in AR display on search performance
in divided attention tasks were shown to be important [40].

2.3 Collaboration in AR/VR Environments

Both AR and VR have been used to create collaboration systems [1, 2, 41]. The
latest surveys of AR have also listed collaboration as an important research
direction [41, 42]. An early example from [43] used a stereoscopic display
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to project onto a see-through display, allowing multiple users to simultane-
ously view the same spatially-aligned model. Benko et al. [44] developed a
system for exploring scaled and full-size representations of an archaeologi-
cal dig by multiple users. A co-located AR system by Nilsson et al. [45]
was to support police and military personnel to perform joint planning tasks
with shared organization-specific views. Dong and Kamat [46] introduced a
co-located collaboration system with tabletop fiducial AR. Butscher et al. pre-
sented an approach of AR above the tabletop for collaborative analysis of
multidimensional data [47].

2.4 Cross-Device Techniques

Cross-device techniques have been developed by integrating different devices
and framework [48]. The GraSp approach [49] combined spatially-aware mobile
displays and a large display wall to support graph visualization and inter-
action. Horak et al [50] presented the combination of smartwatches and
a large interactive display to support visual data analysis. Butscher et al.
visualized multidimensional data with a touch-sensitive tabletop and AR
headsets [47]. Speicher et al [51] developed a taxonomy of AR system com-
ponents and identified key challenges and opportunities in making them work
together. A challenge of cross-device techniques is to handle the networking and
communication among multiple devices. VisHive [52] constructed web-based
visualization applications that connect multiple devices transparently. Simi-
larly, our approach contains a client-server networking component to stream
data between server and connected clients.

3 Collaborative and Cross-Platform Immersive
System

We present example usage scenarios and the architecture of our cross-platform
immersive system in this Section, and details of our system and information
sharing methods in Sections 4 and 5.

3.1 Usage Scenarios

From our discussions with the emergency responders, the localization of people
on the site is one of the most attractive features of AR systems. It can be used
to find ways to a targeted location or an exit, which are essential to save both
civilians and responders. Previous cases have shown that poor decision making
from limited information on site and ineffective communication have caused
high risks and resulted in huge casualties [53, 54]. While special localization
devices are becoming available, they are often not provided to every emergency
responder for various reasons including cost, utility, and the number of devices
that are already required to carry. Therefore, more fundamental localization
through commercial devices and improvement of communication are really
needed.
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Such AR systems can be also used in scenarios of civilians when they are
at new or complex environments. It is common that people seek help to figure
out their locations or paths. One example usage scenario motivates our work is
the navigation in our academic building. It is a typical 4-floored office building,
however navigation is challenging due to the way that the rooms are numbered
non-intuitively. Teachers and students often wonder around the building to
find their ways or decide meeting locations with others. Similarly, navigation
assistance can be helpful in foreign or crowded environments. Since almost
everyone has an AR device such as a phone or even HoloLens nowadays, they
can seek for the needed location information conveniently.

As a core component of such AR system, we target at the common scenarios
of indoor navigation described above and only require the example AR devices
without military-level GPS. Our system is designed to support the following
tasks:

• Find locations of users in an indoor environment, which has been modeled
and stored in the system.

• Find locations of teammates in real-time.
• Communicate brief information among the team, such as an important
location to meet or stay away.

• Mark or select navigation paths for oneself or others to follow.
• Allow different AR devices.
• Use the latest hand/voice interactions for AR systems.

3.2 System Architecture

Our system supports multiple users to perform navigation and collaboration
tasks with different types of devices, including HoloLens and iPhone/iPad, as
illustrated in Figure 2, Our system consists of a server component, which gath-
ers information about the connected clients and distributes the information to
them. Our system architecture supports the center and clients to exchange var-
ious information, including the real-time locations of the clients and building
status from sensors. We allow users at the center to overview comprehensive
information of building, while clients in the field to use different interfaces to
synchronize their locations in a building, perform on-site operations, and share
information with others. The following describes four important components
of our system respectively.

Support for Multiple Devices. We have built our prototype system
using the Unity3D engine, and currently support the two types of devices –
HoloLens and iOS devices. Specifically, the HoloToolkit.Sharing library allows
applications to span multiple devices, and enables holographic collaboration.
HoloToolkit.Sharing enables multiple devices to communicate and stay in sync
seamlessly in real time. Users can also collaborate with other users who may
be in the same room or working remotely. For iOS devices, we use the ARKit
2 integrate shared experiences, object detection and image tracking functions.
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Fig. 2 Application Design for Hololens and iOS devices in our immersive navigation system.

Networking. The networking component of our framework uses UNET,
Unity’s high-level networking API (HLAPI). We have adopted server/clients
mode to keep the components isolated and modular. Our project uses two
custom classes inherited from the MessageBase class of Unet, one for client
device status sent from client to server and the other for server to broadcast
information to connected clients. Message classes can contain members that are
basic types, structs, and arrays, including most of the common Unity Engine
types.

Coordination of Locations. The problem for collaboration among mul-
tiple devices is that each device may come with an independent coordinate
system. We cannot simply synchronize user locations directly and assume that
all clients share the same coordinate system.

While each device supports a spatial anchor created by the first connected
client in the shared system, it is not obvious how to associate the spatial anchor
with a 3D CAD model. Instead, we create the common coordinate system
through an external, predefined location that has a corresponding point in the
CAD model as the common coordinate system. We locate this external prede-
fined point with an image marker from Vuforia, which uses computer vision to
locate predefined images in 3D space. Since this library offers strong integration
with the Unity engine, we successfully apply it to all our mobile/AR devices.
Whenever a new device starts the application and loads the offline Unity scene,
the system automatically locates the image marker within the camera view
and computes the offset while synchronizing the shared information.

We consider the following factors for aligning our coordinate system when
loading a new scene. Specifically, the device world position is reset to (0, 0, 0),
while the rotation is only reset around the Y axis since each device can compute
the correct X and Z rotations from the accelerometer. This requires us to
compute the position and rotation of the camera differently in the shared
coordinate space, shown in fig. 3. Let Tcam be the transform of the device
camera in its local coordinate system when the image target is detected, and
let Timg be the image target’s transform in the local coordinate system. The
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Fig. 3 Computing the initial camera offset in the common coordinate system. The position
is the offset between the camera transform, Tcam, and the image target transform, Timg .
The rotation is the angle between the projections of the Z vectors of these transforms on a
horizontal plane.

position offset of the camera is computed as follows:

Toffset = T−1
imgTcam

The position offset, Toffset, is the initial camera position in the shared
coordinate system. To compute the initial camera rotation, we only use the
rotation around the y axis. Let Z ′

cam, Z ′
img be the projections of the Z vectors

of Tcam and Timg onto a horizontal plane, respectively. The rotation around
the Y axis can be calculated by simply computing a quaternion q that rotates
from Z ′

img to Z ′
cam as follows:

qxyz = Z ′
img × Z ′cam (1)

qw = Z ′
img · Z ′

cam +
√

∥Z ′
img∥2∥Z ′

cam∥2 (2)

Finally, we compute the absolute offset, which is relative to the image tar-
get’s transform in the CAD model. Then, we multiply the relative offset by
the corresponding image target’s transform in the CAD model. This informa-
tion is sent back to each device to translate between the individual and shared
coordinate systems.

Synchronizing Locations in Real-Time. With the transformed loca-
tions in the shared coordinate system, we can continue to synchronize poses of
individual users. We have implemented a custom network transform synchro-
nization logic which utilizes a lower level constructs – syncvars. Specifically, we
synchronize the local position and rotation independently. For the efficiency of
the system, we only exchange information when the difference of pose is beyond
a pre-assigned threshold. Once receiving the information, our server automat-
ically synchronizes the changed syncvars across all clients. Then, each client
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Fig. 4 We construct our own navigation system with key location points in a 3D Building
structure.

transform the information into their own spaces. We also interpolate the posi-
tion and rotation between received coordinates to achieve smooth animation.
All objects or persons in our system are synchronized with this procedure.

4 Immersive Navigation, Visualization and
Interaction

We present the three main components of our system for navigation, visual-
ization and interaction functions respectively.

4.1 Immersive Building Navigation

We first build a navigation function to assist the exploration of large buildings.
Similar to basic GPS navigation systems, we build our navigation with key
node-points in the building structure. A node can represent a turn point,
or a point of interest which can be an office, classroom, conference room,
laboratory, or restroom etc. We model the nodes as empty GameObjects in
Unity’s hierarchy, which can be added to the model of the building directly
(shown in Figure 4). The following lists several stages of our navigation system.

Node Graph Generation. We need to create a graph on the top of node-
points to enable automatic navigation functions. This is achieved by composing
a text file to denote the reachability from each node. For example, if there are
three nodes in a building A, B and C, there will be three lines in the text file:
A C
B C
C A B
The first letter of each line denotes the starting node and the rest of the
characters in the line tells if they are reachable from the starting node. Here
C is reachable from A, and also B is reachable from C. A and B cannot reach
each other directly.

Finding the Shortest Path. To represent the distances in the system,
we can assign weights to the edges of the graph. Here we automatically assign
the weights based on the 3D distances between the nodes. We can also assign
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weights to the nodes manually so that special locations can be emphasized. We
then implement the breadth first search algorithm to find the shortest path
from an assigned starting position to the destination.

Path Visualization.We then visualize the path on the mobile/AR devices
by drawing the path through each node inside the selected pathway. While this
can be implemented with Unity’s Line Renderer component, we keep a global
line renderer and reuse it for each new path drawn for efficiency. The path
visualization is handled slightly differently between the two types of devices.
During interactive exploration, since HoloLens needs to change its location
based on user’s position continuously, the Line Renderer does not stay intact
with its parent component in Unity and hence may appear drifting away from
the model as user moves away. To avoid this issue, we increase the frequency
of redrawing the line renderer on HoloLens.

4.2 Immersive Building Visualization

We have designed different visualization to best suite user experience for differ-
ent types of devices. The iOS devices mainly use the screen for 2D visualization
and the HoloLens favor 3D visualization that can be mixed with the real world.
The following presents four types of building visualizations, including 3 types
for visualizing entire building structures and 1 type for AR based immersive
navigation.

Fig. 5 Isometric building visualization on iPad shows the floor map and navigation path
in 3D.

Isometric Visualization. We use isometric visualization [55] to represent
the layered structure of a building created from the accurate physical model.
As the default visualization method, our server transforms the coordinates of
all users and converts them into other visualization types. We also render the
floor model with a transparent shader material to allow a see through effect
from any view angle.

The HoloLens allow us to visualize the 3D building model in the physical
space. We implement a floating map, which re-orient the maps to face the user
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at all times. The maps also always followed the user and anchored itself to spe-
cific place in front of user. Figure 5 shows an example of isometric visualization
on iOS device and the right of Figure 1 shows an example on HoloLens.

Fig. 6 Two examples of staircase visualization from different angels and navigation paths.

Staircase Visualization. The staircase Visualization is designed to avoid
the overlapping issue of isometric visualization, while still allowing users to
understand the 3D building structure. As shown in Figure 6, the layered
staircase displays the original physical model in the open 3D space.

Fig. 7 Two examples of orthogonal visualization from different angels and navigation paths.

Orthogonal Visualization. The orthogonal Visualization [56] continues
to flatten the 3D building structure side-to-side. As shown in Figure 7, this
view avoids the occlusion issue in 3D building model completely while loses
the 3D connections. It is suitable when users focus on one level of the model
in the context of the entire building.

AR Immersive View. The AR immersive view is designed based on the
participants’ view. This information can be obtained from both mobile and AR
devices. We use the user position and direction to control camera in the system,
producing the first person view. This method produces the virtual building
navigation effect and can be merged with the real physical environment during
navigation. Figure 8 demonstrates examples of AR immersive view blended
with real world.
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Fig. 8 Two examples of AR immersive views on iPad, taken from different locations in a
building. The right one also shows the navigation path in purple.

4.3 Immersive Interaction

We support our immersive system with several interaction functions. All of our
interaction types support the touch controls on iOS devices and hand gestures
and voice commands on HoloLens. To support immersive navigation, we also
provide a world-in-minia- ture (WIM) views to improve situational awareness
of participants. Our WIM shows building structures and real-time information
about the users and important objects. Specifically, the follow methods are
implemented to support smooth interactions.

Performance Improvement with Particle System. Simply displaying
individual instances to visualize all information posts a significant performance
bottleneck. To ensure the essential information is updated in real-time, we sim-
plify the rendering of paths and recording targets only to positions. This allows
the system to use a custom particle system containing all objects, instead of
keeping individual instances, and it is significantly faster – achieving a speed
of rendering hundreds of targets without a significant frame rate hit.

Tracking objects or participants on the WIM. To simplify tracking
objects on the WIM, we develop a unity behavior to automate the process.
The module uses three parameters: a reference to the model representing the
object on the WIM, a boolean indicating whether a separate instance should
be created or a particle system point, and a color for the particle system
point. When the server generate an object on a client, this custom behavior
adds the object to the WIMManager for tracking along with the appropriate
parameters. We also allow clients to follow others by creating the shortest path
to them and updating it in real time as they move around.

Hand Tracking. We use HoloLens’s hand tracking to show and manipu-
late the WIM. When the user’s hand is identified, we show the WIM hovering
over the hand. Our hand tracker also supports the use of two hands to move
or rotate the WIM. When the first hand is shown, the tracker saves its ID,
activates the WIM, and moves it to the tracked position. Subsequent updates
of the hand with that ID are used to update the WIM position. When a sec-
ond hand appears (while the first hand is still tracked), the tracker saves its
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ID and its initial position. Subsequent updates of the hand with the second
ID are used to compute the angle of rotation to rotate the WIM.

Voice Commands. Voice commands are provided to support several basic
interactions. They are relatively easy to use comparing to hand gestures.
Specifically, “Stay” command is used to keep the WIM in a fixed physical loca-
tion, while the “follow” command makes the WIM to move along the user.
The “zoom in” and “zoom out” commands allow uses to adjust the sizes of
the model.

Navigation Interaction. We implemented different approaches for

Fig. 9 User interface for selecting destination on an iOS Device, captured from iPhone
simulator.

mobile and AR devices. For iOS devices, we create basic UI components to
show a destination list, where it allow users to select starting and ending points.
For HoloLens, we use the package of Holotoolkit to build the interface. With
a custom Animator script, we keep the the destination list near the user, fac-
ing towards the user at all times. Figures 1 and 9 demonstrate how buttons
are displayed on iOS device and HoloLens respectively. The building model is
also controlled differently on the two types of devices. While our iOS system
incorporates multi-touch interactions, the HoloLens system uses its full capa-
bility of two hand manipulation to move, rotate and scale the entire model of
building per the client’s choice.

5 Collaboration with Immersive Visualization

While the previous sections focus on the experiences of a single user,
this section provides several immersive functions to support collaborations
with immersive visualization. We also show a case study with two users
collaborating in our academic building.

We target at collaborations between users in the fields and at the command
centers, which are often required by emergency responders such as firefighters,
police, and military soldiers. Currently, the communication between com-
mand centers and crews are often performed via voice, cameras, and possibly
hand-held devices; which offer limited and in-efficient solutions. We develop
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Fig. 10 Rotation and Scale using Two Hand Manipulation

Fig. 11 The system for the command center visualizes all information collected in the
system. The background snapshot shows a view from the server interface. Users can still wear
AR devices at the center, and the two small snapshots on the right show the comparison of
user view on the top and server view on the bottom.

the following collaborative functions to improve the coordination and situ-
ation awareness for multiple users performing real-time operations in smart
buildings.

5.1 Approach

Server and Individual Views. Considering the different needs and situa-
tions of users, we design two types of system interfaces for users in the fields
and users at the command center. The system for the command center can
afford to visualize all information in the system, including all user locations,
important marked targets, and the building structures. We allow the system
to be viewed through computers at the command center, while also support
immersive devices. The system for the users in the fields only shows important
information including the targets and marked paths for real-time navigation.
As shown in Figure 11, the users in the fields mainly see the real environment,
while the server side shows the corresponding virtual environment.
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The architecture of our platform provides a flexible mechanism to syn-
chronize user locations in buildings and vital information across the team and
command center in real-time. The workflow is demonstrated in Figure 12.

(a) (b)
Fig. 12 Offset computation workflow. The workflow for computing the initial client trans-
form in the common coordinate system. a) shows client1 before it connects to the server. The
offline scene is loaded and the Vuforia camera is active. When the image target is located,
a request is sent to the server to connect the client, and use the calculated offset. b) shows
the server replying to client1 with its absolute offset, which is used to translate coordinates
for that client. Notice that client2, which is already connected, has a different translator
(translator2), since client2 has a different initial offset.

Fig. 13 The character representing operative locations in the field.

Avatar for Representing Crew Locations and Directions. To sup-
port understanding of the situations of crews in the field, we create avatars
to represent individual users with a character that mimics the accurate head
movement in real-time. The synchronized position and rotation are applied
to the character head after interpolation, achieving smooth animation of the
head. To make the characters look closer to a person instead of floating heads,
we also add a body section which maintains an upright position while the
head is moving. This is accomplished with a unity behavior attached to the
body. The script has, as a parameter, an offset to determine how far below the
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head the body should be (to simulate a neck). The script moves the body to
that location below the head, which only rotates vertically to face the same
direction the user is looking. As shown in Figure 13, the result simulates char-
acter movement more naturally and is much more expressive than what only
a floating head can be.

Fig. 14 Targets shown on the server and in mixed-reality. The server view is shown as the
background and the HoloLens view is shown on the corner.

Creating Targets for Marking Important locations.We often need to
mark important locations in a building, such as places with reported accidents.
Targets can be created by dispatchers on the command server, or by users
in the field, illustrated in Figure 14. In both cases, the server is responsible
for creating and controlling the target instances. The dispatcher can left-click
anywhere on the 3D CAD model to create a target. The target’s location is
synchronized across clients using the same custom network transform used for
the characters.

For users to create targets, they issue a voice command (“Create Target”),
which sends a command to create the target. The server raycasts the operatives
head direction and creates a target at the hit point with the model.

Creating Paths for Detailed Instructions. To provide detailed instruc-
tions to the users, dispatchers at the command center can create paths on
the server. This may represent safe paths for users to follow or paths with
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Fig. 15 Paths shown on the server and in mixed-reality.

all required locations to check. Right-clicking on the 3D CAD model initial-
izes a path instance on the server (which is not synchronized yet). Subsequent
left clicks add points to that path, until another right click is issued, which
terminates the path and synchronizes it across the network clients (Figure 15).

Fig. 16 General structure of the WIM system.

World in Miniature for On-Site Exploration. The system also sup-
ports a world-in-miniature (WIM) view to help improve users’ situational
awareness. We illustrate the general event structure of the WIM system in
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Fig. 17 World-in-miniature supports the users in the field to understand their environment
and important locations of targets and other team members. The snapshot on the top shows
the view for user in the field with only important locations, and the snapshot on the bottom
shows the center view with locations of both users and more information than the user view.

Figure 16. Stoakley et al. explored the use of a WIM in VR [57], and con-
cluded that WIMs offer many advantages and are intuitively used by users. As
shown in Figure 17, our WIM shows real-time positions and rotations of crews
in the field, as well as positions of all targets and paths. It utilizes HoloLens’s
hand tracking to show it hovering over the user’s hand when it is within view.
The WIM can be rotated using the other hand to view it from a better angle.
Finally, the WIM allows users to create targets at locations that are not within
their line of sight, by pointing their gaze point at the desired location and
performing a tap gesture.

5.2 Case Study

We have tested our prototype system in one academic building on campus.
Figure 18 demonstrates a sequence of interaction performed by a team of two
users. As shown in the large background images, one user stays inside a room,
holding the WIM with hand gesture and tracking the action of the other user.
The second user follows the pre-assigned path (green to blue) and investigates
the building. Wherever there is an issue, the second user can use hand gesture
to mark the location either in the physical environment directly or on the WIM.
The command center and both users can share all the information updated
in real-time. Throughout such a long sequence of study, the second user has
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traversed around 50 meters in the building. All user locations, targets, and
paths are synchronized in real-time accurately.

Fig. 18 Examples of a series of interactions in a case study, where two users (each wearing a
HoloLens) coordinate with each other when exploring the building. The background images
show the view from one HoloLens, and the embedded images show the view from the second
HoloLens. The coordination and analysis between the users are achieved in real-time.

6 Evaluation and Discussions

We have conducted a user study to evaluate the effects of immersive navigation
and acquired expert feedback. Since our interests are on the experience of
using immersive navigation in real life scenarios, we have made two hypothesis:
(1) immersive system improves the navigation tasks, (2) the performance of
different participants may vary among different devices.
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6.1 Evaluation

Procedure. To understand overall effectiveness of the system, we have
designed four tasks involving different navigation functionalities.

Task 1: AR Immersive Nav System. The participants were asked to go to
specific locations in the building. During the process, participants were asked
to switch between immersive view and default view.

Task 2: Viz Exploration. The participants were asked to go to specific loca-
tions in the building via stairs. During the navigation, participants were asked
to use any of the three visualization formats they feel comfortable with.

Task 3: Friend Finder. Group of two participants were considered in this
task. Both participants registered the devices and then went to random loca-
tions inside the building. The task was to find each other out using our
immersive system on iPhone or iPad. Participants were again asked to switch
between any of the three visualization formats.

Task 4: Rescue Coordination. Group of two participants were considered
in this task. One participant was asked to take iPhone or iPad, and the other
participant was given a HoloLens. They both could talk to each other using cel-
lular call. The two participants were asked to work together for one participant
to reach a certain location on the map on fourth floor.

The tasks 1 and 2 were performed individually, where participants used
either iPhone or iPad. In the tasks 3 and 4, we suggested participants to roam
on one floor only to shorten the study time. The server kept track of the
positions and rotations of all participants throughout the session.

Participants. Eight participants were recruited for user study. All of them
were students of ages from 24 to 28. Two of them had visited this building
before. No participants had experience of HoloLens previously, therefore they
were given HoloLens to learn basic operations before starting the user study.

Expert Feedback. To acquire the psychological aspect of our approach,
we consulted feedback from a researcher in the field of Psychological Science.
She performed the same set of tasks in the study multiple times and tested all
the mobile and AR devices. Her review states, “this is an innovative project
with the potential to facilitate collaborative spatial tasks (e.g., navigation,
search-and-rescue).” We also received valuable feedback on future improve-
ments, including different colour schemes to distinguish users and improving
the orientation of users.

Summary of Results. The tasks are designed from simple to complex.
Among the feedback from participants, we find more positive feedback from
complex tasks. The comments start from “could be useful but not required” in
tasks 1/2 to “very useful” in tasks 3/4. Specifically, example comments from
participants include – “Emergency Services like 911 to track down victim”,
“Finding items in big malls like Walmart or Lowe’s or Costco”, “Malls, Offices,
parking areas” and “Shopping malls, Offices, multilevel parking lots.”
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6.2 Discussions and Limitations

The accuracy requirement for our system is not high, as it is navigation on
the building scale. We have tested the system performance with both devices
throughout our 4-floor academic building, which is shown in Figure 5. Our
test includes different locations and paths from the same and different floors,
including long paths from the first to the fourth floors or long paths traversing
the hallways. Since both devices rely on environmental sensing with cameras,
it is important to keep the environment consistent without sudden changes.
There is generally no issue in the hallways, no matter the shapes such as
straight paths or corners. However, getting into or out of the staircases requires
attention. The sensors may lose track when the environment changes suddenly.
Once lost, our system requires re-register the locations with any image marker
stored in the system.

We find the accuracy of localization in our system satisfy the civilian need of
indoor navigation. Accurate services for professional users may require strong
signals and high-end localization inputs such as military level GPS. However,
we do not require extra devices in our system. Our experience shows that our
system with commercial devices is usable for civilian usages.

Our system is tested on the guest network, which offers only limited net-
work access. Since we only exchange the locations and orientations of users
and markers, the network bandwidth used in our system is very small. We are
not aware of any obvious delay with our system.

The current system still need to be expanded significantly for professional
usages, such as firefighters or police. When accuracy becomes more crucial, it is
ideal to maintain the timing and network status in the system, so that users can
make decisions based on the accurate information with the uncertainty degrees.
We are aware that there are also many other visualization and interaction
functions that can improve the communication efficiency and be added to our
system. The security of the system should also be ensured for real-life usages.

7 CONCLUSION AND FUTURE WORK

This paper presents a collaborative immersive system which utilizes networked
devices across-platform, including popularly used mobile devices (iOS devices)
and AR HMD (HoloLens). Our approach for navigation improves users’ com-
munication in the physical building environments by supporting real-time
visual communication on devices that can be carried freely. We have developed
a set of building navigation, visualization, interaction and collaboration func-
tions utilizing the available networking, iOS and HoloLens libraries. We have
also performed a basic user study to evaluate the effects of immersive coordi-
nation and navigation. The results also suggest that such immersive functions
are promising for challenging situations including complex building structures
or time-critical navigation tasks. Our future work includes a plan to investi-
gate additional methods to increase the capability of our navigation system.
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We hope to demonstrate our approach for important applications of smart
cities, especially for emergency responses such as firefighters and police.
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