2108.02832v1 [eess.IV] 5 Aug 2021

arxiv

Ada-VSR: Adaptive Video Super-Resolution with Meta-Learning

Akash Gupta, Padmaja Jonnalagedda, Bir Bhanu, Amit K. Roy-Chowdhury
University of California, Riverside
{agupt013@, sjonn002@, bir.bhanu@, amitrc@ece}.ucr.edu

ABSTRACT

Most of the existing works in supervised spatio-temporal video
super-resolution (STVSR) heavily rely on a large-scale external
dataset consisting of paired low-resolution low-frame rate (LR-LFR)
and high-resolution high-frame rate (HR-HFR) videos. Despite their
remarkable performance, these methods make a prior assumption
that the low-resolution video is obtained by down-scaling the high-
resolution video using a known degradation kernel, which does not
hold in practical settings. Another problem with these methods is
that they cannot exploit instance-specific internal information of a
video at testing time. Recently, deep internal learning approaches
have gained attention due to their ability to utilize the instance-
specific statistics of a video. However, these methods have a large in-
ference time as they require thousands of gradient updates to learn
the intrinsic structure of the data. In this work, we present Adaptive
Video Super-Resolution (Ada-VSR) which leverages external, as
well as internal, information through meta-transfer learning and
internal learning, respectively. Specifically, meta-learning is em-
ployed to obtain adaptive parameters, using a large-scale external
dataset, that can adapt quickly to the novel condition (degradation
model) of the given test video during the internal learning task,
thereby exploiting external and internal information of a video
for super-resolution. The model trained using our approach can
quickly adapt to a specific video condition with only a few gradient
updates, which reduces the inference time significantly. Extensive
experiments on standard datasets demonstrate that our method
performs favorably against various state-of-the-art approaches. The
project page is available at https://agupt013.github.io/AdaVSR html
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Figure 1: Comparison of traditional approaches against Ada-
VSR for the blind VSR task. Traditional supervised ap-
proaches train their model assuming the degradation kernel
for task A is known (left; blue arrows). Transfer learning
can be adopted to find optimal model parameters for Task
B with a different degradation kernel (left; orange arrows).
However, the model will not be able to generalize for the
target task T when degradation is not known. On the other
hand, our proposed approach tries to find weights that can
easily adapt to the target task with only a few gradient up-
dates via internal learning (right; green arrows. See sec. 3.2)

1 INTRODUCTION

With the increasing popularity of high-performance higher reso-
lution displays such as 4K Ultra HD (UHD), the demand for high-
quality visual content is also increasing. However, professional
video production and TV screen content are still at Full HD (1080p)
resolution [24, 30, 31]. As rendering low-resolution content on
higher resolution displays lowers perceptual quality, it calls for
improving the resolution of the content to match that of the dis-
play. Enhancing the quality of video not only requires increasing
the spatial resolution but also the temporal resolution for smooth
rendering on high-performance displays. Therefore, it is critical to
improve the spatial as well as the temporal resolution of videos to
enhance the perceptual quality. Similarly, in microscopy time-lapse
imagery, the quality of imaging plays a crucial role in determining
the performance of the cell tracking algorithm [9, 13, 58]. Increas-
ing the spatial and temporal resolution of the time-lapse video is
desirable to facilitate automatic cell detection and accurate recon-
struction of the cell trajectories, respectively. However, capturing
the time-lapse video with higher spatio-temporal resolution dam-
ages the cell and can lead to disposal of the painstakingly collected
experimental data [9, 13, 18].

Most existing approaches have addressed the task of video spa-
tial super-resolution (VSR) [7, 27, 28, 61, 64, 68] and temporal video
super-resolution (TSR) [2, 3, 19, 26, 38, 40, 71], separately. A straight-
forward strategy to perform spatio-temporal video super-resolution
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(STVSR) is to cascade the VSR model and the TSR model to gen-
erate high-resolution high-frame rate (HR-HFR) video from low-
resolution low-frame rate (LR-LFR) video. Nevertheless, this does
not yield optimal results as it cannot fully utilize the available spatio-
temporal information [67]. Recently, a few works [30, 31, 66, 67],
studied the problem of joint spatio-temporal video super-resolution.
Zooming Slow-Mo [66] proposed a one-stage STVSR framework
using Deformable Convolutional LSTM. The authors in [67] utilize
temporal profiles to exploit spatio-temporal information. FISR [31]
proposes a multi-scale temporal loss for joint frame-interpolation
and super-resolution. However, these approaches require a large
dataset of LR-HR pairs with the assumption that the down-sampling
kernel to obtain LR frames from HR frames is known and fixed,
which does not hold true in a real world setting (Figure 1, left).
The problem of blind SR in images, where down-sampling kernel is
unknown, is tackled either by estimating the down-sampling ker-
nel [5, 17] or by exploiting the deep internal prior [55, 62] to learn
the internal structure of the image. Consequently, these approaches
achieve good performance at the expense of heavy computational
time as it requires thousands of back-propagation gradient updates
for each instance. Another shortcoming of such approaches is that
they cannot take advantage of a pre-trained network learned using
a large-scale external dataset [57].

Meta-learning has recently garnered much interest to tackle the
aforementioned shortcomings. Meta-learning aims to adapt quickly
and efficiently to unseen data available at inference time. There
are three common approaches to meta-learning: metric-based [56,
60, 63], model-based [42, 47, 51], and optimization-based [14-16].
Model-Agnostic Meta-Learning (MAML) [14] is a gradient-based
method and has shown impressive performance by learning the
optimal initial state of the model such that it can quickly adapt to a
new task with a few gradient steps.

In this paper, we introduce a novel framework Adaptive Video
Super-Resolution (Ada-VSR) which aims to generate high res-
olution high-frame rate (HR-HFR) video from a low-resolution
low-frame rate (LR-LFR) input. Inspired by meta-transfer learning,
we utilize external knowledge as well as internal knowledge from
videos for the task of joint spatio-temporal video super-resolution
(STVSR). Our approach leverages knowledge from the external
dataset and learns adaptive model parameters using meta-learning.
As shown in Figure 1 (right), meta-learning is employed to learn
initial model parameters that can quickly and efficiently adapt to
the test video with unknown degradation. Specifically, we use differ-
ent down-sampling kernels on a large-scale dataset, as an external
learning task, to learn a model that is easy and fast to finetune for
novel tasks. The model parameters obtained using external learn-
ing allow adaptation to happen more efficiently for fast learning.
Next, internal learning is leveraged to finetune the initial model to
learn video-instance specific knowledge with limited gradient steps.
Since there are only a few gradient steps involved during internal
learning for each video, our approach is significantly faster when
compared to approaches that completely rely on internal learning
and require thousands of gradient updates.

1.1 Approach Overview

An overview of our Adaptive Video Super-Resolution (Ada-VSR)
training scheme is illustrated in Figure 2. Given a low-resolution
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low frame-rate input, our objective is to generate a high resolution
high frame-rate video when the degradation kernel is unknown.
Our Ada-VSR approach consists of two networks: the temporal
super-resolution module (TSR) denoted by 7y and the spatial super-
resolution module (SSR) as Sy. We adopt a meta-learning frame-
work to train both the networks jointly using an external dataset
containing LR-LFR (obtained using dynamic task generator; refer
Fig. 2) and HR-HFR video pairs. The objective of the meta-training
is to learn model parameters that can be easily adapted to the test
video. This meta-training is performed only once and the adaptive
parameters are used to initialize the model in the next step. In a prac-
tical setting, we will only have access to the LR-LFR video. Hence,
we exploit the internal structure within the test LR-LFR video using
internal learning. The objective of internal learning is to finetune
the model for the video instance to improve the spatio-temporal
super-resolution with only a few gradient steps. Therefore, we first
downscale the LR-LFR further to obtain a super low-resolution
low-frame rate (SLR-LFR) video. Secondly, we finetune the model
to reconstruct the LR-LFR video from the obtained SLR-LFR video
to utilize the instance-specific knowledge. As the parameters ob-
tained by external-learning are learnt for fast learning, internal
learning allows quick adaptation of the model parameters to blind
spatio-temporal super-resolution task. Finally, the trained model is
used to infer HF-HFR video from LF-LFR video.

1.2 Contributions
The key contributions of our proposed framework are as follows.

e We propose a novel meta-learning framework Ada-VSR for the
task of joint spatio-temporal super-resolution by leveraging ex-
ternal and internal learning.

e We employ a combination of various spatial and temporal down-
sampling techniques during training to learn a model that can
easily adapt to unknown down-sampling/degradation process.

e We significantly reduce the computational time by greatly reduc-
ing the gradient steps required during internal learning.

2 RELATED WORK

Our work relates to research in spatial and temporal video super-
resolution, internal learning and, meta-transfer learning. In this
section, we discuss some methods closely related to our work. We
provide a characteristic comparison of recent works in Table 1.

Table 1: Categorization of prior works in video super-
resolution. Different from the state-of-the-art approaches,
we employ meta-learning to perform blind spatio-temporal
video super-resolution.

Super-Resolution .
Methods Fast Adaptation?
Spatial | Temporal | Blind
DyaVSR [33] v X v v
Temporal Profiles [67] v v X X
Zooming Slow-Mo [66] v v v X
Ada-VSR (Ours) v v v v
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(a) External Learning involves two steps: task-specific training (left) and blind task adaptation (right). Using external dataset Vgr € Dggr
we create a meta-batch with dynamic task generator by spatial down-scaling using f; and temporal down-scaling using f;. The meta-batch
consists of a train and a test set. First, the train set is used to learn optimal model for task specific training. Then the learnt model is adapted
to the blind test task. Following this meta-learning strategy, we obtain parameters which can quickly adapt model during internal learning.
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(b) Internal Learning and Inference. Left: We exploit the instance specific information during internal learning. The LR-LFR test video Vg
is used to obtain a spatio-temporal down-sampled video (V). For internal learning, the down-sampled video V7 is used to reconstruct Vig.
This helps network to learn the internal statistic of the LR-LFR test video. Right: Finally, HR-HFR video Vir is generated by passing the
test video Vg through the model trained via internal-learning.

Figure 2: Overview of Adaptive Video Super-Resolution (Ada-VSR) framework. Our framework consists of two modules Exter-
nal Learning and Internal Learning. (a) External learning leverages meta-training protocol and exploits the external dataset
to learn parameters that can easily adapt to novel tasks (different degradation in our case). (b) Internal learning helps exploit
internal structure of the given video and is used to generate a HF-HFR video (\A’HR) from LR-LFR video V. Since internal
learning is initialized by the adaptive parameters obtained through external dataset, our model can quickly adapt to video
degraded by unknown kernel with only a few gradient steps.

Image Super-Resolution. Deep learning approaches have shown iterative approach to correct inaccurate degradation kernels is in-
remarkable performance on the task of image super-resolution [11, troduced in [17]. Similar to ZSSR, the Kernel GAN [5] utilizes the
17, 21, 29, 32, 36, 55, 69]. Recently, various Convolutional Neural patch-recurrence property of a single image for super-resolution.
Network (CNN) based approaches have been proposed for non- However, these methods train the network from scratch for all the
blind image SR where the down-sampling kernel (e.g. bicubic), used image instances, making them computationally heavy.

to obtain low-resolution (LR) image, is known [11, 21, 29, 32, 36].

Despite the impressive performance of these methods, their efficacy Video Spatial Super-Resolution. Earlier works in video super-
deteriorates when the down-sampling kernel is different than the resolution focused on developing effective priors on the HR frames
one used to train these models due to the domain gap. To overcome to solve this problem [4, 8, 12, 53]. Motivated by the success of
this issue, SRMD [69] incorporates multiple degradation kernels deep learning approaches in image super-resolution [17, 55, 69],
as input to their model along with the LR image. On the other several deep learning based methods have been proposed for video
hand, Zero-Shot Super-Resolution (ZSSR) [55] exploits the deep super-resolution [27, 28, 68]. A CNN based approach is proposed
prior [62] to learn an image specific structure to obtain an SR im- in [28], where the network is trained on both the spatial and tem-
age. Some approaches first try to estimate the degradation kernel poral dimensions of videos to spatially enhance the frames. An SR

and utilize the estimated kernel for image super-resolution. An draft-ensemble approach for fast video spatial super-resolution is
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proposed in [35]. In [7, 61], the authors incorporate optical flow
estimation models to explicitly account for the motion between
neighboring frames. However, accurate flow is difficult to obtain
given occlusion and large motions. A computationally lighter flow
estimation module (TOFlow) is proposed in [68] to account for
motion information. DUF [27] overcomes this problem by implicit
motion compensation using their proposed dynamic upsampling
filter network. Pyramid, Cascading and Deformable convolution
(PCD) alignment and the Temporal and Spatial Attention (TSA)
modules are proposed in EDVR [64] to incorporate implicit motion
compensation. However, these approaches assume the degradation
kernel for down-sampling is known and/or require a large amount
LR-HR pairs to train their models.

Video Temporal Super-Resolution. Video super-resolution can
also be performed in the temporal dimension and is often termed
as video interpolation. In temporal video super-resolution, the task
is to generate a high-frame rate (HFR) video from a low-frame
rate video (LFR). Existing approaches [2, 3, 26, 38, 40, 71] use op-
tical flow estimation between input frames for temporal super-
resolution. Thus, the quality of estimated optical flow governs
the quality of frame interpolation. Deep learning approaches have
demonstrated effectiveness in temporal super-resolution tasks. A
straightforward application of CNNs for intermediate frame syn-
thesis is presented in [39]. Some methods [45, 46] apply CNNs to
estimate space-varying and separable convolutional kernels for
frame synthesis using neighbourhood pixels. [1] proposed a non-
adversarial approach to generate videos by first learning optimized
representation and then interpolating between the optimized la-
tent representation of two frames to synthesize central frame. Joint
video deblurring and interpolation to enhance and increase the
frame-rate of a video is explored in [19, 54]. These approaches do
not perform spatial super-resolution in their work and assume that
the low-temporal resolution video is obtained by averaging 9 con-
secutive frames. Unlike these methods, we address the task of joint
spatial and temporal super-resolution.

Meta-Learning. Recently, meta-learning algorithms have achieved
impressive performance in various applications like few-shot learn-
ing [25, 34, 50, 56, 59], reinforcement learning [14, 20, 44, 52] and im-
age super-resolution [33, 57]. Meta-learning aims to learn a model
that can quickly and efficiently adapt to novel unseen tasks. There
are three common approaches to meta-learning: metric-based [56,
60, 63], model-based [42, 47, 51], and optimization-based [14-16].
DynaVSR is proposed in [33], which utilizes meta-learning for spa-
tial video super-resolution and has shown superior performance.
Different from DynaVSR [33], we leverage meta-learning for the
task of joint spatio-temporal video super-resolution.

3 METHODOLOGY

Given a low-resolution low frame-rate video our goal is to gener-
ate a high-resolution high frame-rate video in blind video super-
resolution setting where the down-scaling kernel is not known
at the test time. Let the low-resolution low frame-rate video be
denoted by Vi = [ Ly, Lo,---, LL], with M frames where L; €
RHXWXC and t denotes the time step. We aim to generate a high-
resolution high frame-rate video Vyg = [51, So, -, SN] with N

frames, where S; € RAFX2WXC and N = bM. Our objective is to
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increase the spatial resolution of the given input video Vg by a
factor of a and the temporal resolution by a factor of b.

In this section, we describe the proposed Ada-VSR framework in
detail. Our framework consists of two modules: the Temporal Super-
Resolution (TSR) module ¥y and the Spatial Super-Resolution (SSR)
module Sy. We use the TSR module to interpolate frames and
increase the frame rate by a factor of 2. The SSR network uses the
output of the temporal super-resolution module and increases the
spatial resolution by a scaling factor of 4. The scaling factor values
are fixed for all our experiments. The overall training scheme of our
approach Ada-VSR is shown in Figure 2. Our framework consists
of two training paradigms: external learning and internal learning.

3.1 External Learning

The external learning protocol leverages a large-scale external
dataset to perform knowledge transfer and domain generalization
using pre-training and meta-transfer learning respectively.

Large-Scale Training. In large-scale pre-training, we utilize a
high-quality external dataset (DgRr) to provide a warm start for
meta-transfer learning. Since super-resolution tasks with different
down-scaling kernels share similar parameter space, large-scale
training helps to estimate the natural prior of high-resolution high-
frame rate videos. The large-scale pre-training is also effective to
stabilize the training of the meta-learning algorithm MAML [14].

For the SSR module, we apply bi-cubic spatial degradation to
HR-HFR video Vg € Dyr to obtain low-resolution high-frame
rate video LR-HFR V| p. The videos Vg and Vg form a syn-
thetic dataset Ds. We train the network Sy to learn spatial super-
resolution task by minimizing the #; reconstruction loss between
all the frames of the generated HR-HFR video (VHR) and corre-
sponding ground truth HR-HFR video VR. The objective function
for large-scale training of the SSR module S is defined as:

D, _ ~
L2%= 3 ]S (Vir) - Vi) 1)
(VLr.VHR)~Ds
We choose #;-loss instead of Mean-Squared Error (MSE) £, loss as
latter has inherent property of generating blurry output as shown
in the literature [70].
The TSR module should be able to increase the frame-rate of
a low-frame-rate (LFR) video. We can interpolate the frames to
increase the frame-rate by factor of 2 and learn a residual by mini-
mizing the reconstruction loss between the generated high-frame-
rate VHR and the ground truth video V. However, it may not
be able to capture the temporal dynamics efficiently [6, 67]. Re-
cently some works have addressed this by taking temporal profile
to leverage the patch recurrence in temporal dimension to train the
network efficiently [6, 67]. We adopt the same strategy to train the
TSR module Fy. We define a temporal profile generator function
fr that takes a video input, performs the bi-cubic interpolation in
temporal dimension and returns the temporal profile. To generate
a dataset to train the TSR module we select alternate frames of
the high-frame-rate (HFR) video Vg to generate a LFR video Vir.
Then we apply the temporal profile generator function (f;) to get
the temporal profile V] , corresponding to the input ViR such that
Vi g = fr(VLR), where Vi, is the HFR temporal profile of the LFR

input Vyp . We denote the paired data (V7g, Viyg) as Dy . The loss
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function to update the TSR module Fy is given below.

L = Z H‘FQ(VLR) - VHRH1 (@)
(VLr.VHR)~D;

Dynamic Task Generator The Dynamic Task Generator (DTG;
see Fig. 2a) generates tasks for meta-training on-the-fly using
diverse degradation settings. In our approach, the task 7; is the
combination of the spatial down-scaling kernel and temporal sub-
sampling method. For spatial down-sampling by a factor of 4 we
randomly apply the anisotropic Gaussian kernels using the function
fs. Temporal sub-sampling is performed with the function f; by
either selecting alternate frames or by averaging a window of size
3 to obtain a low-frame rate video.

Meta-Transfer Learning. We seek to find a set of transferable
initial parameters where a few-gradient steps can adapt the model
to the current video and achieve to large performance gain. Moti-
vated by MAML [14] and [57], we employ meta-transfer learning
strategy for spatio-temporal video super-resolution (STVSR) to
learn adaptive weights. Unlike MAML, we use the external dataset
for meta-training and leverage internal learning for meta-test step.
Training with external dataset helps the meta-leaner to focus more
on the down-scaling kernel-agnostic property, whereas internal
learning helps to exploit the instance specific internal statistics.
Lines 10-19 in Algorithm 1 presents the meta-transfer learning
optimization protocol. In our approach, we aim to learn a general-
ized set of TSR parameters 6 and SSR parameters ¢ such that the
parameters can adapt to the test video quickly and efficiently in
a blind super-resolution setting. The meta-learning achieves this
using two steps: task-specific training and blind task adaptation.

Task-Specific Training. It is the inner loop of the MAML meta-
learning algorithm, the meta-learner tries to learn task-specific
optimal parameters in one or more gradient descent steps. The
inner loop is represented by Lines 12-16 in Algorithm 1. Given an
external dataset DR, we obtain a meta-task train batch Dy, =
(VLR, Vs, Vi) for 7; € p(T), where p(7T) is the task distribution,
ViR is LR-LFR video, V is 4x spatially down-scaled version Vg
and Vi is 2x temporally down-scaled version of Vg. We train the
TSR model (%) to generate a video Vs with temporal resolution
twice to that of input video (V¢s). The SSR model () takes the
output of TSR model (V) and reconstructs the LR-LFR video V.
The output of both the models are given by

Vs =Fp(Vis) Vir =S5(Vs) 3)

We optimize both the networks for n; iteration to increase the
resolution of a video for a task defined by random spatial and tem-
poral down-scaling kernels. The loss function for the task-specific
training is computed as follows:

r=3% (L(Vs,vs) +L(Vir VLR)) @
Dy i

where L is reconstruction loss, n; is number of inner loop iterations
for task-specific training. For one gradient update, new adapted
parameters 0; and ¢; are then obtained as

0; =0 —aVo LI (6,9) )
$i=¢ —aVy L0, 9) ©)

where « is the task-level learning rate.
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Algorithm 1: Ada-VSR External Training
Input : High-resolution high-frame rate dataset Dyg and
task distribution p(7")
Input : a, f: task-specific and adaptation learning rate
Output : Ada-VSR model parameters 6 and ¢

/* Large-Scale training */

Randomly initialize 0, ¢

[

)

Generate D using bi-cubic down-sampling kernel on Dgr

while not done do
/* Train SSR module */

4 Sample LR-HR batch from Dy

5 Compute £Ps by Eq. (1)

6 Update ¢ with respect to £2s

/% Train TSR module */
7 Sample LFR-HFR batch from D;

8 Compute £P* by Eq. (2)

9 Update 6 with respect to £2t

©

/* Meta-Transfer Learning */
10 while not done do
1 Sample task batch Dy, Dy for the task 7;, 7; ~ p(T)

/* Task-Specific Training (inner loop) */
12 for all 7; do
13 Compute meta-training loss (Dyr): L%(@, ®)
14 Adapt parameters with gradient descent:
15 0i=0-aVoL(0,9), §i=0-PVyLL(0,0)
/* Blind Task Adaptation (outer loop) */

16 Update 6 and ¢ with respect to average test loss (Dye):
17 0—0-aVy Zr];NP(“]') L%(Qi, $i)
8 | ¢ =BV Dgpr) L (05 1)

Algorithm 2: Ada-VSR Internal Learning

Input :LR-LFR test video Vg, meta-transfer trained
model parameter 0, ¢, number of gradient updates
n and learning rate y
Output : High-resolution high-frame rate video Vir
1 Generate down-sampled video V by down-sampling Vi g
with corresponding blur kernel.

/% Internal Learning */
2 for n steps do
3 Evaluate loss L;n: (0, $) using (10)
4 Update 0 < 0 — yVo Lin: (6, ¢)
5 Update ¢ «— ¢ — yVyLin: (6, ¢)
/* Inference to generate HR-HFR */

¢ return Vyg = Sy (Fo(VLR))

Blind Task Adaptation. The blind task-adaptation is the outer
loop of meta-learning which adapts the model parameters to the
novel task. Here the meta-test batch Dy, is sampled from Dgg such
that Dy, = (VHRsVLR’ ViR) for Tj € p(T) where 7; # 7i, VHR
is HR-LFR video, Vg is 4x spatially down-scaled version of Vg
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and Vg is 2x temporally down-scaled version of V. In order to
adapt the models to new task 7}, the model parameters 6 and ¢ are
optimized to achieve minimal test error on Dy, with respect to 6;
and ¢;. The meta-objective for blind task-adaptation is

argmin > LI (6 1) %)
9 Ti~p(T)
=argmin » L0 —-aVyLl, ¢ —aVyL)
0.6 ; Ui Ti =7
Blind task adaptation using equation (8) learns the knowledge

across tasks 7; and 7;. The parameter update rule for for the above
optimization can be expressed as:

6 —0-pY ), L) ®)
Tj~p(T)

o —¢=PVy >, Li0i9) ©)
T~p(T)

where f is the learning rate for blind task adaptation step.

3.2 Internal Learning and Inference

Algorithm 2 presents the internal learning and inference steps of
our proposed approach. Given a LR-LFR video, we spatially down-
sample it with corresponding down-sampling kernel by adopting
the kernel estimation algorithms in [41, 48] for blind scenario and
select alternate frames from the LR-LFR video to generate V; and
perform a few gradient updates with respect to the model parameter
using a single pair of V7 as input and a given LR-LFR video Vg as
ground truth (Algorithm 2 Line 2-5). The aim here is to learn the
internal statistics of the given video which can be utilized while
generating HR-HFR video during inference. The objective function
for internal learning is given:

Lint =[S (Fo (VD) = Vi (10)

Then, we use the model trained with internal learning for inference.
We feed the given LR-LFR input video Vg to the model to generate
a HR-HFR video Vgg as shown in Algorithm 2 Line 6.

4 EXPERIMENTS

In this section, we first introduce the benchmark datasets and eval-
uation metrics. The qualitative and quantitative experiments are
shown to demonstrate the effectiveness of our proposed approach
in generating high-resolution high frame-rate videos.

4.1 Datasets and Metrics

We evaluate the performance of our approach using publicly avail-
able Vimeo-90K [68] and Vid4 [37] datasets which have been used
in many prior spatial video super-resolution and temporal super-
resolution works.

Vimeo-90K Dataset. The Vimeo-90K [68] dataset contains 91,707
short video clips, each containing 7 frames. The spatial resolution of
each frame is (448 X 256). We use Vimeo-90K only for pre-training
and meta-training, using the training split of 64,612 clips and use
to the test set to compare against state-of-the-art approaches.

Vid4 Dataset. The Vid4 dataset [37],contains four video sequences:
city, walk, calendar, and foliage. All the videos in Vid4 dataset
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contain at least 30 frames each and are of spatial resolution 720x480.
We evaluate a model trained on Vimeo-90K dataset on the Vid4
dataset and report the performance.

Metrics. For quantitative evaluation, we compare three metrics
that evaluate different aspects of output image quality: Peak Signal-
to-Noise Ratio (PSNR) [23], Structural Similarity Index Measure
(SSIM) [65] and Naturalness Image Quality Evaluator (NIQE) [43].

4.2 Implementation Details

Our framework is implemented in PyTorch [49]. All the experiments
are trained with a batch size of 32. We employ ADAM optimizer
as the meta-optimizer in the meta-transfer learning step. The task-
specific learning rate « is set to 0.01 and the adaptation learning
rate 3 is set to 0.0001 for all our training experiments. The number
of iterations in the task-specific training n; is set to 10. We extracted
training patches with a size of 64 X 64 for large-scale training. We
utilize the Vimeo-90K dataset train split as the external dataset
for large-scale training and meta-transfer learning. For internal
learning the learning rate y is set to 0.0001.

4.3 Qualitative Results.

Figure 3 compares a high-resolution high frame-rate videos gen-
erated using the proposed Ada-VSR approach with other state-of-
the-art methods given a low-resolution low frame-rate video (left
column). The low-resolution low-frame-rate input video is obtained
by applying a non-bicubic degradation to the alternate frame of
a high-resolution high-frame rate video. The skipped frames are
faded in the Figure 3. It can be seen that the temporal profile based
approach [67] does not perform well. It is due the fact that the
model is trained with the assumption that there is a bi-cubic rela-
tionship between the LR-LFR and HR-HFR videos. This assumption
is violated when we use an input video which was obtained by
a non-bicubic down-sampling. Zooming Slow-Mo [66] produces
slightly better video compared to the temporal profile approach as
it is able to exploit the internal structure within the video. However,
it is not able to exploit the external knowledge and the output is
still blurry. Our proposed approach, Ada-VSR, produces higher-
quality and more visually appealing output as compared to both of
these approaches. The performance of our approach can be attrib-
uted to the adaptive parameters learned on external dataset with
meta-learning. These parameters provide good initial parameters
for internal training to learn instance specific characteristics.

4.4 Quantitative Results

Our proposed method performs joint spatio-temporal video super-
resolution. We compare Ada-VSR against representative STVSR
approaches. We first compare our work with the two-stage so-
lutions by cascading a temporal super-resolution module (TSR)
and a spatial super-resolution module (SSR). For temporal super-
resolution module (TSR) we select SepConv [46] and DAIN [2]
model, while SAN [10], IMDN [22], DynaVSR [33], and EDVR [64]
are selected for spatial video super-resolution module (SSR). We
also compare our work with recently proposed one-stage STVSR
Zooming Slow-Mo [66] and Temporal profile based approach [67]
where spatio-temporal super-resolution is performed jointly.
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Zooming Slow-Mo Ada-VSR

Figure 3: Comparison of qualitative results with the state-of-the-art methods. First column consists of the low-resolution low-
frame-rate video input with non-bi-cubic degradation and the missing frames are faded. Second column and last column are
the input and ground-truth crop of the input frame region marked in red. As opposed to temporal profile approach, Zooming
Slow-Mo and Ada-VSR perform better as they can exploit internal structure of the input. Ada-VSR produces visually appealing
results than Zooming Slow-Mo as the weights can easily adapt to novel tasks. Zoom-in for better visualization.

Table 2 presents the quantitative comparison on the test-set of
Vimeo-90K [68] dataset and Vid4 [37] dataset. It is evident that our
approach outperforms all the two-stage approaches by a significant
margin against all the three metrics. When compared with the state-
of-the-art one-stage approaches, temporal profile based [67] and
Zooming Slow-Mo [66], our proposed Ada-VSR achieves superior
performance on both the dataset except on Vimeo-90K Slow dataset
in terms of PSNR where our performance is only 0.04db less than
the temporal profile based approach.

In Table 3, we compare the average inference time of different
state-of-the-art approaches. As our method learns adaptive weights
that can easily adapt to novel tasks, only a few gradient updates
during internal learning step are required to achieve visually com-
pelling results. It can be observed from Table 3 that we outperform
the Zooming Slow-Mo [66] by a margin of 0.66dB and the temporal
profile approach by a significant margin of +1.18dB. As mentioned

earlier, the temporal profile approach assumes that the degradation
is bi-cubic hence it cannot generalize well on videos degraded using
different blur kernels. It should also be noted that our approach
is at about twice as fast as the temporal profile approach and at
least 3 times faster when compared with Zooming Slow-Mo. Thus,
significantly reducing the inference time during for new test videos
with unknown degradation. Values for Zooming Slow-Mo [66] and
temporal-profile [67] are reported from [67].

4.5 Ablation Study

We investigate the contribution of large-scale training of the TSR
module () and the SSR module (Sy). First, for the task-specific
training in meta-learning, only the SSR module is initialized using
the pre-trained weights obtained in the large-scale training step
and the TSR module is initialized randomly. In second case, only
the TSR module is initialized with the weights obtained from the
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Table 2: Quantitative results comparison on Vimeo-90K [68] and Vid4 [37] datasets. Our proposed approach is very competitive
against various state-of-the-art approaches. Best scores are shown in bold and the second best are underlined. The state-of-

the-art results are reported from [67].

Method Vimeo-90K Slow Vimeo-90K Medium Vimeo-90K Fast Vid4

TSR SSR PSNRT SSIMT NIQE| | PSNRT SSIMT NIQE| | PSNRT SSIMT NIQE | | PSNRT SSIMT NIQE |
SepConv [46] IMDN [22] 31.75 0.88 7.68 33.13 0.90 7.78 34.31 0.92 8.55 24.87 0.72 6.34
SepConv [46] SAN [10] 32.12 0.90 7.10 33.59 0.91 7.46 34.97 0.92 8.48 24.93 0.72 5.89
SepConv [46] EDVR [64] 32.97 0.91 7.00 34.25 0.92 7.40 35.51 0.92 8.48 25.93 0.78 5.70
DAIN [2] IMDN [22] 31.84 0.89 7.13 33.39 0.91 7.58 34.74 0.92 8.43 24.93 0.72 6.18
DAIN [2] SAN [10] 32.26 0.90 7.05 33.82 0.92 7.45 35.27 0.92 8.48 25.14 0.73 5.78
DAIN [2] EDVR [64] 33.21 0.91 7.06 34.73 0.93 7.39 35.71 0.93 8.47 26.12 0.79 5.62

SSR TSR PSNRT SSIMT NIQE| | PSNRT SSIMT NIQE| | PSNRT SSIMT NIQE | | PSNRT SSIMT NIQE |
IMDN [22] SepConv [46] 32.01 0.89 7.67 33.22 0.90 7.65 34.50 0.92 8.54 24.88 0.72 6.33
IMDN [22] DAIN [2] 32.27 0.89 6.99 33.73 0.92 7.17 35.15 0.92 8.41 24.99 0.72 6.2
SAN [10] SepConv [46] | 32.32 0.90 6.99 33.73 0.92 7.32 35.33 0.92 8.42 25.01 0.73 5.87
SAN [10] DAIN [2] 32.56 0.91 6.90 34.12 0.93 7.43 3547 0.92 8.39 25.26 0.75 6.16
DynaVSR [33] | DAIN [2] - - - - - - - - - 26.54 0.81 5.65

End-to-end Framework PSNRT SSIMT NIQE| | PSNRT SSIMT NIQE| | PSNRT SSIMT NIQE | | PSNRT SSIMT NIQE |
Zooming Slow-Mo [66] 33.29 0.91 6.94 35.24 0.93 7.35 36.43 0.93 8.41 26.30 0.80 5.62
Temporal Profile [67] 33.40 0.92 6.17 35.55 0.94 6.37 36.29 0.93 713 26.50 0.82 5.48
Ada-VSR (Ours) 33.36 0.92 6.12 35.91 0.95 6.33 36.52 0.95 6.99 26.98 0.84 5.40

Table 3: Average inference time (sec per frames) compar-
ison of Ada-VSR with recent approaches for blind spatio-
temporal video super-resolution.

Method Vid4 [37]
PSNRT Avg. time|
Zooming Slow-Mo [66] 26.30 0.1995
DynaVSR [33] + DAIN [2] 26.54 0.8940
Temporal profile [67] 25.78 0.1328
Ada-VSR (Ours) 26.96 0.0680

Table 4: Impact of large-scale training of TSR and SSR mod-
ules in Ada-VSR on the target performance.

External-Training Vid4 [37]

Spatial | Temporal| PSNRT | SSIMT | NIQE]|
v X 25.98 0.80 5.77
X v 26.27 0.81 5.59
v v 26.98 0.84 5.40

large-scale training and the SSR module is randomly initialized. The
quantitative results of impact of large-scale training using external
data on Vid4 dataset are shown in Table 4. We can observe that
the performance of Ada-VSR drops if large-scale pre-training is
performed on only one of the SSR or TSR module. This is expected
since the meta-learning algorithm MAML [14] has shown to be

unstable when training without a warm model initialization. It
is interesting to note that the model with large-scale training of
only TSR module outperforms the one initialized with only the
SSR module. We believe this could be due to the rich information
available in temporal profiles used for large-scale training of the
TSR module which provide stable initial parameters for task-specific
training and blind-task adaptation during meta-training.

5 CONCLUSIONS

We present an Adaptive Video Super Resolution framework (Ada-
VSR) for generating high resolution high frame-rate videos from
low resolution low frame-rate input videos. We leverage exter-
nal as well as internal learning to achieve spatio-temporal super-
resolution. Specifically, external learning employs meta-learning
to learn adaptive network parameters that can easily adapt un-
known degradation, while internal learning, on the other hand,
helps to capture the underlying statistics of down-sampling and
degradation specific to the input video by exploiting the internal
structure, thereby making our approach more suited for practi-
cal, real-world data enhancement tasks. The proposed approach is
able to achieve superior enhancement while adapting to unknown
degradation models as shown in our experiments. Experiments on
standard datasets show not only the quantitative and qualitative
efficacy of our proposed model in joint spatio-temporal video super-
resolution, but also the improvement in computational time over
various state-of-the-art methods.
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