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Abstract—With the influx of more advanced and more con-
nected computing and control devices, the electric power grid
has continuously evolved to rely on communication networks
for efficient operation and control. A challenge with these new
technologies is that they may introduce new and unforeseen
avenues of access, making the grid more susceptible to cyber
attacks. False Data Injection Attacks (FDIA) are a particular
type of attack that aims to cause disruptions in the operation of
the power grid by affecting the feedback mechanism to control
the grid. This is carried out by modifying the measurements
which enable a state estimator to approximate the state of the
system. These attacks are designed in such a way that they
preserve the system equations on which the state estimator
operates; therefore, they cannot be detected by a simple residual-
based detection mechanism. In this paper, we propose mono-
tonic attention based auto-encoders, an unsupervised learning
technique to detect FDIAs. The auto-encoder is trained under
normal operating conditions, and we hypothesize that it will
produce outputs which are close to the true system values at
normal operation even if the measurements are modified by an
adversary. Based on this hypothesis, that high reconstruction
error occurs for the attacked conditions, the intrusion detection
is performed by a threshold mechanism using Precision-Recall
curve. We validate the efficacy of our proposed attention-based
auto-encoder anomaly detector (A3D) over other variants of auto-
encoders such as ANN and RNN based auto-encoders, and a few
supervised learning techniques, by performing FDIAs on a IEEE
14 bus system.

Index Terms—Anomaly Detection, Auto-Encoders, Monotonic
Attention, False data Injection Attacks, Recurrent Neural Net-
works

I. INTRODUCTION

The electric power grid is a piece of complex machinery in-
volving multiple power generation sources, transmission lines,
and distribution substations. The grid is also a cyber-physical
critical infrastructure that supports most aspects of modern
society. The grid requires continuous monitoring for safe and
reliable performance. The electric power grid has evolved
immensely over time, and the modern smart grid uses an inte-
gration of information and communication technologies (ICT)
and supervisory control and data acquisition (SCADA) for
efficient remote monitoring and real-time control. These ICTs
rely on shared infrastructure, mainly because of the ease of
access. Information can potentially be accessed, extracted, and
modified by hackers. Such cyber-attacks occurred in countries
like Ukraine [1], where an attacker opened circuit breakers
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to cause a power outage after intruding into the SCADA
system. Other cyber-attacks like Pivnichna [2] caused a power
outage, while Stuxnet [3] allowed control of programmable
logic controllers (PLCs). Since the electric power grid is a
large-scale and complex cyber-physical system, cyber-attacks
can cause severe physical damages to the system.

False Data Injection Attacks (FDIAs) in a transmission
system are a class of attacks that can trick the state estimator
into predicting incorrect state values without being detected.
One of the first references mentioning the impact of FDIAs
on power systems was reported by Liu et al. [4]. State
estimation bad data detection has traditionally used residual-
based methods [5]. The challenge is that stealthy FDIAs
cannot be detected using conventional residual-based methods
since they are specifically designed to bypass these mecha-
nisms [4, 6, 7]. Residual-based methods also do not consider
the temporal structure of the measurement data. Such methods
serve to detect severe measurement errors in state estimators,
where bad data is non-malicious. The FDIAs of interest are
specifically designed to ensure that bad data can be injected
while keeping residual error negligible [4, 6].

For intruders to launch such an attack, it was previously
thought that they need to have complete knowledge of the
system, which would be difficult, but it has been proven
that such attacks are possible even with localized partial
information [6, 8]. The network can be protected from such
attacks using two strategies: protection of critical measuring
instruments and detection of attacks. Protection-based methods
try to find an optimal set of measuring devices which need
to be secured [9, 10]. Relying solely on device protection
methods has limited practicality; the number of devices needed
to be secured grows with the number of system states [11].
Furthermore, no security is perfect.

Detection-based methods try to find anomalies in the data
that has been received [12–15]. Such methods depend on
the real-time correlation between data points or the temporal
structure of the data to classify a new set of measurements
as anomalous. A significant drawback of using supervised
anomaly detection is that it does not adapt well to changing
patterns in transmission behavior over time [16, 17]. In [17],
the authors propose a Gaussian mixture model to model the
distribution of normal operating conditions and separate it
from that of intrusion states.

Deep learning has shown significant promises in solving
complex tasks. It has been used in pattern recognition prob-
lems like object detection [18], speech recognition [19], and
anomaly detection [20]. Deep learning uses a data-driven
approach where a function approximator is trained using
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gradient descent over a given set of data points [21]. The
success of deep learning can be attributed to both the ability
of neural networks to learn complex functions as well as the
availability of massive data-sets. Motivated by its application
and success in the field of speech recognition [19] and anomaly
detection [20], this paper explores how deep neural networks
can be applied to detect false data injection attacks in the
electric power grid.

In this paper, we present the development of unsupervised
methods using auto-encoders for the detection and location
of FDIAs. We analyze the performance of a fully connected
Artificial Neural Network (ANN) based auto-encoder, a simple
Recurrent Neural Network (RNN) based auto-encoder, and
finally an RNN auto-encoder with attention (A3D). We com-
pare these unsupervised models with previously developed
methods for supervised intrusion detection, including ANN-
based detectors and RNN-based detectors for random levels
of intrusion. We also compare our models with some previ-
ously used techniques like One-Class SVM [12] and Auto-
Regressive Prediction [22]. Moreover, we present how auto-
encoders can be employed to locate areas of intrusion. We then
analyze the performance of the auto-encoders for the location
of intrusions, and we finally summarize our observations and
suggest future improvements.

II. BACKGROUND

Since FDIAs are designed to bypass the bad data detec-
tion mechanism of the state estimator, several innovative ap-
proaches have been studied in the past for capturing the spatial
and temporal correlations in the data to detect anomalous
measurements. A traditional anomaly detection system can
be designed as a prediction versus real data problem [22]. In
[23], the authors propose to use independent data like forecast
and historical patterns to detect anomalies. However, both of
these methods depend on linear models; therefore, cannot be
expected to operate correctly to capture non-linearities induced
in complex AC state estimation [5]. They are also based
on static thresholds which need to be carefully chosen and
adapted over time.

In [24], a tree-pruning based approximation algorithm is
used to detect anomalies in a graphical model. Inspired by
various classical machine learning applications in cyber in-
trusion, sensor networks, and image processing, researchers
have tried to apply nearest neighbor classifiers and other
statistical classification techniques [25]. Ozay et al. [13] for-
mulated this anomaly detection problem as a classification
task where attacked and non-attacked scenarios are separately
labeled in the training phase. The authors used methods like
Sparse Logistic Regression, K-Nearest Neighbour (KNN), and
Support Vector Machines (SVM) to classify a given set of
measurements. It was found that KNN worked well for smaller
grids (< 9 bus cases), while SVM with kernel worked well
for larger power system cases (≥ 9 bus cases). It was also
observed that finding correct hyper-parameters for SVM was
difficult and computationally expensive. The authors generated
training and test data, assuming a random number of devices
were compromised. Therefore, the simple models perform well
because the training dataset is similar to the test distribution.
We believe generating such extensive training datasets for large
power system cases is practically infeasible, and without such

extensive training, these methods will fail. We have proven
this with the results in Section V.

A protection approach based on power system character-
istics is tested in [10], where a strategically selected set of
devices are protected to make it impossible for an attacker
to introduce an FDIA. FDIAs are possible with complete cer-
tainty only if certain devices are compromised [4]. The authors
propose finding the measurement devices to be protected using
a basic measurement identification method.

FDIAs can be detected by perturbing control parameters
in the system, such as Distributed Flexible AC Transmis-
sion System (D-FACTS) devices that change effective line
impedance [26], and comparing actual measurements with
expected measurements [8, 27].

Another approach for anomaly detection is based on unsu-
pervised methods where no labeled anomaly data is available.
Most of these methods rely on density-based algorithms to
find an approximate density cluster of non-anomalous data
points. The points lying outside some margin of these den-
sity clusters are marked as anomalies [28]. One-Class SVM
[29] is another example of unsupervised anomaly detection
where the classifier is trained to know what is usual or non-
anomalous. This helps to form a boundary region for general
data, and anything lying outside those boundaries is flagged
as an anomaly. However, since this is a linear classifier, it is
sometimes challenging to find an optimal kernel which can
construct the correct margins for this method.

Deep neural networks have been used in supervised [30],
semi-supervised [31], and unsupervised settings [32] in the
past for anomaly detection. Specifically, for anomaly detection
in spatially and temporally correlated data, direct supervision
using classification networks and unsupervised methods using
auto-encoders have shown impressive results in the past.
Applications of the same have been shown in the detection
of electricity theft [33, 34].

Recurrent Neural Networks (RNNs) have been used in
multiple time-series models involving neural networks like
stock price predictions [35], language models [36]. RNNs have
a memory component which can store previous inputs and
outputs to predict the next state [21]. An RNN tries to map a
sequence of inputs x ∈ x0, x1, ..., xt to a sequence of outputs
y ∈ y0, y1, ..., yT , where T ≥ 1. Being a dynamic system,
RNN-cells use a feedback mechanism to encode the temporal
structure of the sequence so that subsequent outputs depend
on current inputs. This is done using a hidden state at every
time-step, which is considered while computing the output at
the next state, as shown in Figure 1.

Fig. 1. Unrolled RNN-cell(Wi,Wo and Wh correspond to the input, output
and hidden weights respectively and h represents the hidden state)

An auto-encoder is a type of neural network which helps
to perform compression and restoration of its inputs; it is
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comprised of an encoder and a decoder. The encoder com-
presses the input into a lower-dimensional latent state, and the
decoder uses the latent state to predict the input back. In a
classical sequence-to-sequence auto-encoder model [37], the
encoder encodes the entire sequence in its hidden state at the
last time step. This hidden state is then fed into a decoder
to predict the input sequence. In many sequence-to-sequence
learning problems, it was found that the encoded state was
not enough for the decoder to predict the outputs, and an
attention mechanism [38] can solve this problem. In a power
system with its response governed by nonlinear differential and
algebraic equations, it is logical to assume that there exists a
monotonic temporal correlation, i.e., the past influences the
future. Therefore, the model should be able to encode past
measurements (x0, x1, ...xt−1) with the required importance
as present measurements (xt). Attention allows us to draw a
correlation between input and output sequences by weighing
the contribution of every input sequence element to every
output sequence element.

III. DETECTION USING UNSUPERVISED TECHNIQUES

Training supervised models for large power grids faces the
challenge of generating attack labeled data. Therefore, relying
on supervised learning methods might not be reasonable for
large grids. We devise an auto-encoder based technique to
distinguish normal operating conditions from attacked states.
We have also explored how the same model can be employed
to identify the affected region of the attacks.

A. Problem setting
As mentioned earlier, auto-encoders compress the network’s

inputs into a latent space and reproduce the inputs from
the latent space. An auto-encoder is trained to minimize
the error between its inputs and outputs, called the recon-
struction error. We hypothesize that auto-encoders are useful
in designing FDIA detection mechanisms in power systems.
This hypothesis is based on the concept that an auto-encoder
trained on data from normal operating conditions will predict
outputs close to them even when subjected to malicious data.
Power systems are generally over-determined to enable state
estimators to predict the true state of the system. Moreover,
the attack vectors are generally sparse [7]. Therefore, in the
case of an attack, the data redundancy of the power system
can be exploited by the neural network to predict outputs
close to actual operating conditions. This will lead to a high
reconstruction error, indicating an intrusion.

B. Model architectures
1) Fully-connected ANN auto-encoder: This model uses a

fully-connected neural network for compressing and restoring
its inputs. The model takes in measurements from a given
time-step as inputs, compresses them into a latent space, and
then expands them back to the input space, as shown in Figure
2. There are four layers: two encoders and two decoders. As
shown in the figure, the model takes an input Zi ∈ Rm×1 and
compresses it into a first latent space E1

i ∈ Rh1×1 for the ith

time-step (where m is the number of measurement devices on
the grid, and h1 is the cardinality of the first latent space).
The weights of the first layer are denoted by W1 ∈ Rm×h1 ,
which is followed by an Exponential Linear Unit (ELU) [39]

non-linearity. The second encoder layer further projects E1
i

into a lower-dimensional latent space E2
i using layer weights

W2 ∈ Rh1×h2 and ELU non-linearity. The decoder uses E2
i to

reconstruct the inputs with the help of two layers with weights
W3 and W4. The output of the third layer is passed through
ELU function, and the fourth layer acts as a linear function
which produces an output Oi. The process of encoding and
decoding can also be done through two layers, but we have
used a higher number of layers to allow a higher degree of
freedom to the model for better approximation.

Fig. 2. Architecture of the fully connected ANN Auto-Encoder

We train this model on data from regular grid operating
conditions to minimize the squared reconstruction error (Oi−
Zi)

2. Conventionally, over-fitting in a model is addressed using
regularization, but, we do not consider regularization to ensure
that the model over-fits on typical conditions and throws a
high reconstruction error when subjected to intrusions. To
correctly classify intrusions, we use an algorithm to fine-tune
the reconstruction error threshold based on a few validation
data as illustrated in III-C.

Attack vectors are generally sparse [4, 6, 7] and the recon-
struction error for this model will be high only for cases with
sparse attack vectors. If majority of the measurement devices
are compromised then the reconstruction error will not be as
high as expected. We can use a fully connected auto-encoder
framework as used in this case, for measurements from a
sequence of time-steps, which will force sparsity. The problem
with this approach will be the number of parameters of the
model as we increase the size of the sequence. Therefore, we
use recurrent neural networks to solve this problem, and the
model is explained in III-B2.

2) RNN auto-encoder: Just like the ANN auto-encoder,
the RNN auto-encoder also has a set of encoder layers and
decoder layers, as shown in Figure 3. To maintain consistency
among the models, we have used the same number of encoder
and decoder layers as used in ANN. The encoder comprises
of two LSTM layers. The first layer with weights W1 =
[W 1

i ,W
1
h ,W

1
o ] ∈ Rm×h1 compress the input Z ∈ Rm×k

to E1 ∈ Rh1×k. The second layer uses E1 as inputs and
compresses it further to a condensed representation of all time
steps E2 ∈ Rh2×1. This means we use the last state of the
second LSTM layer as the final encoded state (E2). While
decoding, we use E2 as input to all time steps for the first
decoder layer with weights W3 = [W 3

i ,W
3
h ,W

3
o ] ∈ Rh2×h1

to produce output D1 ∈ Rh1×k. D1 is then upscaled back to
O ∈ Rm×k by the last LSTM-layer. The initial hidden states
for all the LSTM-layers are allowed to be learned. We also
used two different decoding mechanisms: front to back and
back to front, among which we found the latter better. Back
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Fig. 3. Architecture of RNN Auto-Encoder

to front decoding means we decode the time-series in reverse
order, i.e., the last input time-step is the first output time-step.
Just like the previous case, this model is trained to minimize
the reconstruction error of the sequence.

However, the RNN auto-encoder looses its performance (F1
Score) when the sequence length is long (>5 time-steps).
This is because the compressed encoded state does not have
enough space to represent all states in the entire sequence
correctly [38]. Therefore, we propose the usage of attention
based decoding [38] to ensure that there is minimal loss of
information.

3) Attention-based Auto-encoder Anomaly Detector
(A3D): In the case of the RNN Auto-encoder, we were
using the final output from the last encoded time-step as the
input for the decoder. Instead, we use a weighted average
of all encoded outputs from all time-steps. An attention
mechanism [40] allows us to find the optimal weight of
every encoder output for computing the decoder inputs at a
given time-step, as shown in Figure 4. These weights are
called attention vectors and are defined for every time-step.
The attention vector is computed using the last hidden state,
as shown in Figure 5. The h dimensional hidden state is
multiplied with the attention matrix (R(h×k)), which is
passed through a softmax function to produce the attention
vector (R(1×k)). Here k stands for sequence length. The
attention vector is then multiplied by the encoder outputs to
produce a h dimensional input for the decoder LSTM cell.

Fig. 4. Architecture of Auto-Encoder with Attention

In order to standardize our approach across all models, we
use only one decoding layer with attention to keep the effective
number of layers in the auto-encoder same. The model is
trained to minimize the reconstruction loss of the sequence,
and the training loss was found to be lower than that of simple
RNN auto-encoder.

C. Thresholding and classification
An obvious question that arises while using the reconstruc-

tion error based on unsupervised methods mentioned above

Fig. 5. Attention network

is: How much error is allowed before raising an anomaly?
One possible method of deciding the threshold can be based
statistical hypothesis testing [41], which uses the divergence
of reconstruction error from training error to classify intru-
sions. But defining the significance level for this test can be
challenging. To address this we use a small validation set to
define the correct significance level for the test as explained
in Algorithm 1.

Algorithm 1 Threshold mechanism for classifying intrusions
1: function THRESHOLD(valErr, meanErr, stdErr, y)
2: div = abs(valErr −meanErr)/stdErr
3: maxDiv = max(div, axis = 1)
4: sigDiv = Sigmoid(maxDiv)
5: p, r, t = PRCurve(y, sigDiv)
6: for precision, recall, thres in p, r, t do
7: if recall > 0.95 and precision > 0.80 then
8: threshold = thres
9: end if

10: end for
11: return threshold
12: end function

We take the absolute difference between the reconstruction
error of the validation set and mean training error and divide it
by the standard deviation of training error to find divergence
(div) at the device level. Next, we use a Sigmoid function
on the device with maximum divergence to obtain sigDiv.
Further, using precision-recall curve on sigDiv and correct
labels (y) of the validation data, we obtain a set of threshold
values and the precision and recall corresponding to them.
Since this is an anomaly detection problem we need a higher
recall, therefore, we use a recall 0.95 along with a precision
0.8 for our experiments. These values can be tuned as per the
requirement of the problem.

IV. LOCATION OF INTRUSIONS USING AUTO-ENCODERS

The reconstruction error explained in the previous section
can also be used for attack localization, to identify devices
which are at compromised. As discussed earlier, we have used
the maximum divergence to find thresholds for detecting intru-
sions. The same algorithm has been modified, and here instead
of using maximum divergence, we obtain the precision-recall

4



curve and calculate classification thresholds for every device
separately. During the evaluation, divergence is calculated at
the device level, and the devices showing divergence more
than their respective thresholds are considered compromised.

However, in an interconnected power system, measurements
of a device is not independent of few other devices in its
neighbor. This means a compromised device can affect the
measurements on a different uncompromised device triggering
a false alarm for that uncompromised device, resulting in high
false positive and hence a low precision. Therefore, the ap-
proach of locating exact devices might not be the most optimal
method of locating intrusions. We propose a connection-based
device clustering approach to locate intrusions at the bus level.
We hypothesize that any change due to FDIA on a particular
device can have its immediate impact on its respective bus and
the adjacent buses. Similarly, a group of connected devices
can have spatio-temporal patterns like that of the entire grid.
Therefore, if one device among the group of devices is found
to be compromised, we classify the bus as compromised. For
forming groups of connected devices, for a given bus we list:
1. All devices on that particular bus.
2. All devices on the lines connecting that bus to its adjacent
buses.
This strategy can help to reduce the number of false positives,
as all the possible devices where the effect of an attack might
propagate during reconstruction, have been clustered.

V. OBSERVATIONS AND RESULTS

A. Data Generation
The data for normal operating conditions are first generated

by using real-world power flow data from a portion of the
Texas grid, and simulating its temporal patterns on an IEEE
14-bus case to capture all measurements. Next, we continued
our simulation, and introduced a least-effort random attack
that resulted in less residual error, preventing it from being
detected by conventional bad data detection techniques, such
as chi-square test, as demonstrated in our work [42]. We have
used attack data for 3000 time-steps, where 1 time-step is
5 mins. For fixing the thresholds of classification, validation
data are considered from the intrusion levels of 4, 12, and 20
devices being compromised out of the 39 measuring devices.

B. Evaluation metrics
We assume a lower probability of occurrence of intrusion

in comparison to normal operating conditions. Since this is
an intrusion detection problem, it is essential to have almost
zero false negatives, while false positives can be allowed.
Therefore, we aim to keep a high recall of 95%, and a precision
of 80% for detection (Algorithm 1). As mentioned earlier, we
expect a very low precision for location, and we have found
that to be true. Therefore, we use a threshold that can lead
to the best F1-Score (harmonic mean of precision and recall)
neglecting the importance of precision and recall individually.

C. Results
Out of the 39 measurement variables in the 14-bus system,

we have evaluated the performance of our model on five
levels of intrusion where 4, 8, 12, 16, and 20 devices are
randomly compromised. Our model is further evaluated for
data with random levels of intrusion with a maximum number

TABLE I
F1-SCORES FOR DETECTION (N=NUMBER OF DEVICES

COMPROMISED, TS= TRAINING SET)

N 4 8 12 16 20 Random
KNN TS 0.984 TS 1.0000 TS 0.5063

SVM (RBF) TS 0.916 TS 0.999 TS 0.375
Sup ANN TS 0.988 TS 1.0000 TS 0.704
Sup RNN TS 0.971 TS 1.0000 TS 0.718

One-Cl SVM 0.277 0.235 0.178 0.076 0.017 0.108
AR Predictor 0.666 0.699 0.677 0.666 0.682 0.580

ANN AE 0.943 0.954 0.961 0.949 0.959 0.922
RNN AE 0.936 0.992 0.943 0.989 0.991 0.974

A3D 0.944 0.986 0.979 0.994 0.988 0.984

of compromised devices being less than 20. Since we assume
that the probability of an intrusion is much less than that of
normal operating conditions, we generate intrusions up to 5%
of the time that stay active for a maximum of 10 time-steps.
The results for the detection of intrusions over the entire grid
are shown in Table I.

As a comparison, we have trained and tested some conven-
tional unsupervised anomaly detection techniques like One-
class SVM, Auto-regressive model (AR Predictor). Addition-
ally, we have trained supervised ANN and RNN models on test
data from cases where 4, 12, and 20 devices are compromised,
and we subsequently evaluated them on cases where 8, 16, and
a random number of devices are compromised.

It can be observed that both the linear predictors (One-
Class SVM and AR Predictor) perform poorly against the
neural network based auto-encoders. For ANN and RNN Auto-
Encoders, it can be observed that they perform almost at
par with A3D in cases of intrusions with a fixed number of
compromised devices. However, when subjected to random
levels of intrusion, the ANN auto-encoder lags in performance.

A3D also outperforms the RNN auto-encoder in the case
of random levels of intrusion. It can also be observed that the
performance is poor when few devices are compromised. This
might indicate that the changes introduced by the attacker are
not significant to cause a divergence in the system behavior
and can be ignored as random noise. We can also observe
that the auto-encoder based models outperform the supervised
models when a random number of devices are compromised.
This might be because the amount of training data available to
the supervised methods is not sufficient to cover all levels of
intrusion. This might also be the reason for their exceptional
performance in some cases (8, 16 devices). The RNN auto-
encoder and A3D perform very closely to the supervised
methods in the case of 8 and 16 devices compromised. There-
fore, our hypothesis regarding a high reconstruction error for
intruded states is true, and this approach efficiently covers all
cases of intrusions. A3D turns out to be a consistent solution
than both supervised and previously developed unsupervised
techniques. Another point that can be noted is the performance
of ANN auto-encoder with increase in number of devices
compromised. We can observe that the performance starts to
degrade once more than 12 devices are compromised which
can validate our claim regarding the effect of sparsity of the
attack.

As mentioned earlier, we have modified the thresholding
mechanism to compute thresholds per device. We have
extended our validation data and included cases with 8 and 16
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TABLE II
F1-SCORES FOR LOCATION AT DEVICE LEVEL

N 4 8 12 16 20 Random
ANN AE 0.768 0.837 0.895 0.904 0.929 0.265
RNN AE 0.451 0.608 0.759 0.706 0.758 0.440

A3D 0.650 0.763 0.798 0.753 0.764 0.459

devices compromised. The results of this approach are shown
in Table II. As expected, the F1-Scores are relatively low, and
the main reason behind this is a low precision score due to
distribution of reconstruction error among directly connected
meters raising more false positives. During compression, the
attack introduced on various meters gets combined into a
dense representation. This leads to a high total divergence
from the regular operation. However, during expansion the
degree of freedom enjoyed by the change induced by the
attack in the encoded space, is directly proportional to the
number of outputs in the decoded state. Therefore, it is likely
that the effect of the attack introduced gets distributed among
the outputs. This is likely to cause high reconstruction error
for most of the reconstructed outputs. This has been shown in
Figure 6. The results also indicate that the performance of the
ANN auto-encoder is inferior to that of RNN auto-encoder
and A3D. This might be because both of them rely on
temporal information in addition to spatial structure. It can
also be observed that with increasing number of devices
compromised the F1-Score improves. This is because of the
increasing precision as the number of devices compromised
increases. For location at the bus level, we have clustered

Fig. 6. Reconstruction error and true compromised devices

devices, as explained in Section IV. For a given device, we
can expect the reconstruction function to be a function of the
measurements from its adjacent devices. Therefore, for an
attacked device, the change induced by the attack has a higher
probability of flowing into the measurements adjacent to it
during reconstruction. This can be seen by comparing Figure 6
and 7. From Figure 8 it can be seen that devices 9, 21, 32 and
39 are connected to buses 1, 2, 3, 9 and 14, and it can be seen
that they get detected correctly (Precision = 0.6, Recall = 1).
In addition, some false positives are also raised here, but it is
lesser than in the case of locating exact devices. From Figure
8 it can also be seen that the devices affected by this attack are
1, 2, 4, 7, 8, 9, 11, 12, 15, 16, 17, 20, 21, 23, 26, 28, 29, 32, 33, 34,
35, 39 (22 devices), which is very similar to the output seen
in Figure 6. The results of the location at the bus level is
shown in Table III. It can be observed that the performance of
all the three auto-encoder models is approximately the same.

TABLE III
F1-SCORES FOR LOCATION AT BUS LEVEL

N 4 8 12 16 20 Random
ANN AE 0.758 0.848 0.899 0.912 0.925 0.505
RNN AE 0.735 0.781 0.822 0.814 0.823 0.508

A3D 0.675 0.789 0.843 0.818 0.833 0.544

This also validates the claim that the reconstruction error of a
particular device depends on the measurements of its adjacent
devices. Since the ANN auto-encoder relies completely on
spatial information, it can be concluded that the function
learnt by the ANN for a particular device depends primarily
on the inputs from its adjacent devices. Therefore, an attack
on a particular device affects the output received from the
auto-encoder for its adjacent devices as well.

Fig. 7. Reconstruction error and true compromised busses

VI. CONCLUSION AND FUTURE WORK

We have demonstrated how auto-encoders can be useful
for detecting FDIAs. Specifically, our improvised monotonic
attention based auto-encoder performed better in comparison
to ANN and RNN based auto-encoders for random levels of
intrusions. Being an unsupervised learning technique it will not
be needing a diverse training dataset to train complex neural
network models. The idea is also coherent with the concept
of state estimation because auto-encoders are generally used
in noise filtering applications. In normal state estimation of a
power system, we have a fixed number of state variables and a
single time-step process. Here, we are considering an extended
version of the same idea with multiple time-steps and a lower
dimensional hidden state than the number of state variables.

Future work includes further testing of these models on
larger cases like 118 bus or 300 bus systems. Additionally,
they are yet to be trained and tested on contingencies and
varying levels of renewable energy penetration, which would
be important to consider.
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