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#### Abstract

This paper addresses the connected maximum coverage problem, motivated by the detection of mutated driver pathways in cancer. The connected maximum coverage problem is NP-hard and therefore approximation algorithms are of interest. We provide here an approximation algorithm for the problem with an approximation bound that strictly improves on previous results. A second approximation algorithm with faster run time, though worse approximation factor, is presented as well. The two algorithms are then applied to submodular maximization over a connected subgraph, with a monotone submodular set function, delivering the same approximation bounds as for the coverage maximization case.
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## 1. Introduction

We address here the connected maximum coverage problem. Given a collection of subsets, each associated with a node in a graph, and an integer $k$, the goal is to find up to $k$ subsets the union of which is of largest cardinality so that the respective nodes in the graph form a connected subgraph. This problem generalizes the maximum coverage problem which is to find $k$ subsets that jointly cover the most elements.

The motivation for connected maximum coverage problem is the detection of mutations associated with cancer. The search for driver mutations in cancer has accelerated with recent advances in sequencing technologies. These technologies enable measurements in large cohorts of can-

[^0]cer patients and identify their individual list of gene mutations. Each mutation in the list is thus associated with a subset of patients whose profiles include this mutation. The goal is to "explain" the cancer with up to $k$ mutations, where explanation means that these mutations cover jointly the largest possible collection of patients. These selected mutations are considered to be the driver mutations that are most associated with the specific type of cancer. The connectivity requirement is motivated by the belief that cancer is a disease of pathways [1]. Pathways are connected subnetworks in a large gene interaction network. Therefore, the goal is to identify mutations that not only deliver large coverage of the set of patients, but also form a connected subnetwork in the interaction network.

In the graph representation of the driver mutations' detection problem, each node of the graph corresponds to a protein and its associated gene (mutation), and thus, also associated with a subset of patients whose profiles include the mutation. The edges of the graph represent the pairwise protein-to-protein interactions. The detection of $k$ driver mutations is then the maximum coverage problem on this graph.

Formally, the input to an instance of the connected maximum coverage problem is a graph $G=(V, E)$, where each node $v \in V$ be associated with a set $S_{v} \subset P$ (possibly empty), for $P$ a universal set, and an integer $k$. The goal is to find a subset $V^{\prime} \subset V$ of cardinality less than or equal to $k$, that induces a connected subgraph in $G$ such that $\left|\bigcup_{v \in V^{\prime}} S_{v}\right|$ is maximized.

The connected maximum coverage problem is easily seen to be NP-hard as it is a special case of the maximum coverage problem [2]. The maximum coverage problem was studied by Hochbaum and Pathria [3] who showed that the problem is NP-hard and devised a simple greedy algorithm with an approximation factor of $1-1 / e=0.632121 \ldots$. This approximation factor is the best-possible attained in polynomial time for maximum coverage problem under the assumption that $P \neq N P$ [4].

Problems closely related to the connected maximum coverage problem include the problem of finding a k-nodes connected subgraph that maximizes the sum of weights of the nodes. This problem was studied by Hochbaum and Pathria in [5] who showed that this problem is in general NP-hard, but solvable in polynomial time for a tree graph. Seufert et al. (2010) [6] addressed this NP-hard connected maximum sum of weights problem (on general graphs) and provided an $1 /(5(1+\epsilon))$-approximation algorithm.

Vandin et al. [7] studied the connected maximum coverage problem and provided an approximation algorithm. Bomersbach et al. [8] formulated the connected maximum coverage problem as an integer programming problem and used a branch and cut algorithm to get exact solutions. Both of these papers that address the connected maximum coverage problem are motivated by the search for driver mutations in cancer.

Our main contribution here is the improvement of the approximation factor for the connected maximum coverage problem, with an algorithm we call the Bounded Radius Algorithm. The approximation factor achieved by Vandin et al. [7] is $1 /\left(c r_{\mathrm{OPT}}\right)$, where $c=(2 e-1) /(e-1)=$ $2.581976 \ldots$ and $r_{\text {OPT }}$ is the radius of the optimal solution subnetwork. The approximation factor of our Bounded Radius Algorithm is $\max \left\{(1-1 / e)\left(1 / r_{\text {OPT }}-1 / k\right), 1 / k\right\}$, which is demonstrated to always improve on the factor of $1 /\left(c r_{\text {OPT }}\right)$. We also provide an alternative approximation algorithm, the Greedy Path Algorithm, with approximation factor $\max \{(1-1 / e)(1 / R-1 / k), 1 / k\}$ where $R$ is the $r a$ dius of the input graph $G$. The Greedy Path Algorithm is always worse than the Bounded Radius Algorithm in terms of approximation bound, but always better in terms of running time.

Another contribution here is the generalization of the connected maximum coverage to a connected submodular maximization problem. It is shown here that our two approximation algorithms apply also to the connected submodular maximization, for monotone submodular set functions, delivering the same approximation bounds as for the connected maximum coverage problem.

## 2. Preliminaries and notations

An undirected connected graph is denoted by $G=$ $(V, E)$. We use the standard notation of $m=|E|$ for the
number of edges, and $n=|V|$ for the number of nodes in the graph.

We let the distance between two nodes in the graph, $v_{1} \in V$ and $v_{2} \in V$ be the shortest path length between the two nodes where all the edge weights are of unit length. We denote this distance by $d\left(v_{1}, v_{2}\right)$. It is easy to find the distance between node $v_{1}$ and all other nodes in $V$ in $O(m)$ time using breadth first search (BFS). The level of each node in the BFS tree rooted in $v_{1}$ is its distance from $v_{1}$. Additional details about BFS are provided in the next subsection.

Definition 1. The eccentricity $\epsilon(v)$ of a node $v \in V$ is the longest distance between $v$ and any other node in $V$.

The eccentricity of node $v$ in $G$ can be found using BFS from $v$, where $\epsilon(v)$ is equal to the depth of the BFS tree (the deepest level in the tree).

Definition 2. The radius of a graph is the minimum eccentricity among all nodes in the graph, $\min _{v \in V} \epsilon(v)$. The argument of this minimum is attained for node $v^{*}$ called the center of the graph. $\epsilon\left(v^{*}\right)$ is then the radius of the graph.

Let the radius of graph $G$ be denoted by $R(G)$. Note that the center of the graph is not necessarily unique.

It is easy to see that $R(G) \leq n / 2$ and that this inequality is tight when the graph is an $n$ node path and the number of nodes $n$ is even. We therefore conclude that,

Lemma 1. The radius of the optimal connected subgraph on $k$ nodes, $r_{O P T}$, satisfies $r_{O P T} \leq k / 2$.

In order to find the radius and center of a graph we use breadth-first-search (BFS). The procedure creates the BFStree rooted at the node called "root". The longest distance from the root to another node is attained for a leaf node. Hence, to find the eccentricity of node $v$ it suffices to evaluate the distance from the root $v$ of each one of the leaves (the level of each leaf), and to take the maximum distance. To find the radius of the graph it is sufficient to initiate BFS from each node of the graph, compute the respective eccentricity and take the minimum. The complexity of BFS is known to be $O(m)$ and therefore, finding the radius and the center of a graph takes at most $O(n m)$ steps for a graph on $n$ nodes and $m$ edges.

The parent of a node $v$ in a rooted tree $T$ is denoted by $p(v)$.

The algorithms presented in this paper make calls to a subroutine that merges two sets and measure the size of the union. There are various algorithms of different complexities for finding set unions and the size of the unions, that depend on different assumptions on how the input is given. Here, we assume that for any $v \in V$, subset $S_{v}$ is represented by an array of ordered indexes of length $\left|S_{v}\right|$, where $i$ is in the array if and only if the $i$ th element of $P$ is in the subset $S_{v}$. Then we can traverse the two subsets to get their union set and measure the size of the union, in $O(N)$ time where $N=|P|$.

## 3. The approximation algorithm for the maximum coverage problem

The maximum coverage problem differs from the connected maximum coverage problem in that it does not require the connectivity of the subgraph selected. We make use here of results for the maximum coverage problem addressed in [3]. The relevant results are reviewed here for the sake of completeness.

Given a family $\mathcal{F}$ of sets, an integer $k$, the maximum coverage problem is to find $k$ sets such that the size of the union of the selected sets is maximized. Formally, the goal is to identify sets $S_{i_{1}}, S_{i_{2}}, \ldots, S_{i_{k}} \in \mathcal{F}$, such that $\left|\bigcup_{j=1}^{k} S_{i_{j}}\right|$ is maximum. The problem was shown to be NP-hard and the following greedy algorithm of [3] delivers the state-of-the-art approximation for the problem.

```
Algorithm 1 Maximum coverage greedy algorithm [3].
    Input \(\mathcal{F}, k\).
    \(\mathcal{S} \leftarrow \emptyset, U \leftarrow \emptyset\).
    for \(i=1, \ldots, k\) do
        Select set \(S_{i}\) from \(\mathcal{F} \backslash \mathcal{S}\) that maximizes \(\left|U \cup S_{i}\right| ; \mathcal{S} \leftarrow \mathcal{S} \cup\left\{S_{i}\right\}\),
    \(U \leftarrow U \cup S_{i}\).
    end for
    Output The collection of \(k\) sets \(\mathcal{S}\).
```

Theorem 1 ([3]). The Maximum Coverage Greedy Algorithm is a ( $1-1 / e$ )-approximation algorithm for the maximum coverage problem.

The actual approximation bound proved in [3] is better for any finite value of $k: 1-(1-1 / k)^{k}>1-1 / e$.

## 4. Approximation algorithms for the connected maximum coverage problem

There is a trivial $1 / k$-approximate solution for the connected maximum coverage problem. The singleton greedy algorithm selects a single node with the associated subset of largest size:

Lemma 2. The singleton greedy algorithm delivers a $1 / k$ approximate solution.

The proof is obvious and therefore omitted.
For small values of $k$ the singleton greedy algorithm gives a good approximate solution. In the following two subsections, we present two approximation algorithms that give better approximation factors than $1 / k$ for large $k$.

First we present an approximation algorithm with an approximation factor of $(1-1 / e)(1 / R-1 / k)$ for $R=$ $R(G)$, the radius of graph $G$, with the assumption that $k>R$. Next, the approximation bound of the first algorithm is improved to $(1-1 / e)\left(1 / r_{\mathrm{OPT}}-1 / k\right)$, where $r_{\mathrm{OPT}}$ is the radius of the optimal subgraph. The second algorithm requires $k>r_{\text {OPT }}$, which is always satisfied as the optimal subgraph have at most $k$ nodes. Since $r_{\text {OPT }} \leq R$, this improvement is meaningful. We call the first algorithm, the Greedy Path Algorithm, and we call the second one, the Bounded Radius Algorithm.

### 4.1. Greedy path algorithm

The input to the Greedy Path Algorithm is the radius $R$ and the center node $v^{*}$ of graph $G$, subset $S_{v^{*}}$, a subset of nodes $L$ and sets $P_{\ell}, A_{\ell}$ for each $\ell \in L$. The subset of nodes $L$ is the set of leaves of a BFS tree $T$ rooted at $v^{*}$. For each $\ell \in L, P_{\ell}$ is the set of nodes on the unique path on $T$ between $v^{*}$ and $\ell$ (including $\ell$ but not $v^{*}$ ), and $A_{\ell}$ is the union of subsets associated to nodes in $P_{\ell}, A_{\ell}=\cup_{v \in P_{\ell}} S_{v}$.

The input parameters are computed first in a preprocessing step. This includes running BFS rooted at each node in $V$ and a dynamic programming procedure. As described earlier, we run $n$ BFS trees to get the center $v^{*}$, radius $R$, and the BFS tree, $T$, rooted at $v^{*}$ with its set of leaves $L$. Consider the BFS tree $T$ rooted at $v^{*}$ to be directed from parents to children. Then the BFS ordering is a topological ordering, and we can compute $P_{v}, A_{v}$ for each $v$ in topological order with the dynamic programming procedure:

Initialize $P_{v^{*}}:=\left\{v^{*}\right\}, A_{v^{*}}:=S_{v^{*}}$;
the dynamic programming recursion is then:
$P_{v}=\{v\} \cup P_{p(v)}, A_{v}=S_{v} \cup A_{p(v)}$.
The algorithm maintains a set of nodes $V^{\prime}$ that have been selected, as well as the union $U$ of the subsets corresponding to the nodes in $V^{\prime}, U=\cup_{v \in V^{\prime}} S_{v}$.

```
Algorithm 2 Greedy path algorithm.
    Input Integer \(k\), center \(v^{*}\) and radius \(R\) of \(G, S_{v^{*}}\), subset \(L\) and subsets
    \(A_{\ell}, P_{\ell}\) for each \(\ell \in L\).
    \(V^{\prime} \leftarrow\left\{v^{*}\right\}, U \leftarrow S_{v^{*}}\).
    while \(k-\left|V^{\prime}\right| \geq R\) do
        Select \(\ell\) from \(L\) that maximizes \(\left|U \cup A_{\ell}\right|, V^{\prime} \leftarrow V^{\prime} \cup P_{\ell}, U \leftarrow U \cup\)
    \(A_{\ell}, L \leftarrow L \backslash\{\ell\}\).
    end while
    Output \(V^{\prime}\).
```

By the definition of radius and the center, $\left|P_{\ell}\right| \leq R$ for any $\ell \in L$ so in any iteration of the while loop, at most $R$ nodes are added to set $V^{\prime}$. Therefore, output $V^{\prime}$ must have a size no more than $k$. Since the set of nodes $V^{\prime}$ also induce a connected subgraph, the output of the algorithm is a feasible solution.

Let $k^{\prime}$ denote the number of iterations of the while loop.

Lemma 3. The number of iterations of the while loop, $k^{\prime}$, is at least $(k-R) / R$.

Proof. The initial size of set $V^{\prime}$ is 1 . At each iteration of while loop, at most $R$ new nodes are added to $V^{\prime}$ as $\left|P_{\ell}\right| \leq$ $R$ for any $\ell \in L$. Hence $\left|V^{\prime}\right| \leq 1+k^{\prime} R$. On the other hand, the termination condition of the while loop is $\left|V^{\prime}\right|>k-R$ (or equivalently, $\left|V^{\prime}\right| \geq k-R+1$ ). Therefore, $1+k^{\prime} R \geq k-$ $R+1$, and thus, $k^{\prime} \geq(k-R) / R$.

Let the optimal solution to the connected maximum coverage problem be the set of $k$ nodes $V^{*}$. Let $z^{*}$ be the value of the optimal solution (the size of the union of the sets in $V^{*}$ or the optimal coverage) and let $z_{1}$ be the value of the Greedy Path Algorithm's solution (the size of the union of the sets in $V^{\prime}$, or the algorithm's coverage).

Theorem 2. $z_{1} \geq\left(1-\frac{1}{e}\right)\left(\frac{1}{R}-\frac{1}{k}\right) z^{*}$.

Proof. Let $z_{\text {path }}^{\prime}$ be the optimal coverage of $k^{\prime}$ subsets from $\mathcal{F}_{\text {path }}=\left\{A_{\ell}, \ell \in L\right\}$. We observe that $V^{\prime}$ can be viewed as the output of the greedy algorithm for the maximum coverage problem if restricted to select $k^{\prime}$ sets from the family of subsets $\mathcal{F}_{\text {path }}=\left\{A_{\ell}, \ell \in L\right\}$. By Theorem 1,
$z_{1} \geq\left(1-\frac{1}{e}\right) z_{\text {path }}^{\prime}$.
Let $z_{\text {node }}^{\prime}$ be the optimal coverage of $k^{\prime}$ subsets from $\mathcal{F}_{\text {node }}=\left\{S_{v}, v \in V\right\}$. Since for each subset $S \in \mathcal{F}_{\text {node }}$, there is some subset $A \in \mathcal{F}_{\text {path }}$ such that $S \subseteq A$. So the optimal coverage of $k^{\prime}$ subsets from $\mathcal{F}_{\text {path }}$ is better than that from $\mathcal{F}_{\text {node }}$, that is,
$z_{\text {path }}^{\prime} \geq z_{\text {node }}^{\prime}$.
Let $z_{\text {node }}$ be the optimal coverage of $k$ subsets from $\mathcal{F}_{\text {node }}$. Then $z_{\text {node }}^{\prime} \geq \frac{k^{\prime}}{k} z_{\text {node }}$. We know $k^{\prime} \geq(k-R) / R$ from Lemma 3, hence,
$z_{\text {node }}^{\prime} \geq \frac{\frac{k-R}{R}}{k} z_{\text {node }}=\left(\frac{1}{R}-\frac{1}{k}\right) z_{\text {node }}$.
Since $z_{\text {node }} \geq z^{*}$, with inequalities (1), (2) and (3), we derive that

$$
\begin{aligned}
z_{1} & \geq\left(1-\frac{1}{e}\right) z_{\text {path }}^{\prime} \geq\left(1-\frac{1}{e}\right) z_{\text {node }}^{\prime} \\
& \geq\left(1-\frac{1}{e}\right)\left(\frac{1}{R}-\frac{1}{k}\right) z_{\text {node }} \\
& \geq\left(1-\frac{1}{e}\right)\left(\frac{1}{R}-\frac{1}{k}\right) z^{*} .
\end{aligned}
$$

Complexity: As discussed in the previous section, finding the $n$ BFS tress in the preprocessing step can be done in $O(\mathrm{~nm})$ time. The dynamic programming procedure consists of $O(n)$ set union operations so it is $O(n N)$. There are $k^{\prime} \leq k$ iterations in greedy path algorithm, each requiring $O(n)$ set union operations and $O(n)$ time to pick the subset that has the largest incremental coverage. As noted earlier, we assume the input allows us to do one union operation and measure the size in $O(N)$ time. The total complexity of the Greedy Path Algorithm is then $O(n(m+k N))$.

### 4.2. An improved approximation algorithm - the bounded radius algorithm

We present here the Bounded Radius Algorithm, Algorithm 3 , which is a $(1-1 / e)\left(1 / r_{\mathrm{OPT}}-1 / k\right)$-approximation Algorithm.

Let $G(v, r)$ be the induced subgraph of the node set $V(v, r)=\{w \in V: d(v, w) \leq r\}$, which are all the nodes within distance $r$ from node $v$. As above, let $V^{*}$ be the optimal solution (node set) for the connected maximum coverage problem. Then, it follows from the definition of the radius of the optimal solution $r_{\text {OPT }}$, that there exists a node $u$ in $V^{*}$ such that $V^{*} \subseteq V\left(u, r_{\text {OPT }}\right)$. One such node $u$ is the center of the graph induced by $V^{*}$.

If we were to apply the Greedy Path Algorithm to $G\left(u, r_{\text {OPT }}\right)$, as we know that the optimal subgraph have at most $k$ nodes so $k>r_{\text {OPT }}$. Then according to Theorem (2) the output would be a $(1-1 / e)\left(1 / r_{\text {OPT }}-1 / k\right)$ approximate solution. However, there is no easy way to guess the correct node $u$ and the value ropt. Our improved approximation hence relies on testing all possible combinations of nodes $u$ and radius values ropt by applying the Greedy Path Algorithm on subgraph $G(v, r)$ for all $v \in V$ and $r=1, \ldots, R$.

Here, for each selection of $u \in V$ and $r \in\{1, \ldots, R\}$, the algorithm maintains a set of nodes $V^{\prime}(u, r)$ that have been selected, as well as the union $U$ of the subsets corresponding to the nodes in $V^{\prime}, U=\cup_{v \in V^{\prime}(u, r)} S_{v}$.

```
Algorithm 3 Bounded radius algorithm.
    Input \(G=(V, E), R=R(G), S_{v}\) for each \(v \in V\), integer \(k\).
    for \(u \in V\) do
        \(P_{u} \leftarrow\{u\}, A_{u} \leftarrow S_{u}\).
        Run BFS with root \(u, V_{r} \leftarrow\) set of nodes of level \(r\) and the leaves of
    level less than \(r\) in the BFS tree, for \(r=1, \ldots, k\). ( \(V_{r}\) are the set of leaves
    of the subtree induced by deleting all nodes of level more than \(r\) from
    the BFS tree.)
        for \(r=1, \ldots, k\) do
            for \(v \in V_{r}\) do
                if \(v\) is at level \(r\) then
                        \(P_{v} \leftarrow\{v\} \cup P_{p(v)}, A_{v} \leftarrow S_{v} \cup A_{p(v)}\).
            end if
            end for
            \(V^{\prime}(u, r) \leftarrow\{u\}, U \leftarrow S_{u}\).
            while \(k-\left|V^{\prime}\right| \geq R\) do
                    Select \(\ell\) from \(V_{r}\) that maximizes \(\left|U \cup A_{\ell}\right|, V^{\prime}(u, r) \leftarrow\)
    \(V^{\prime}(u, r) \cup P_{\ell}, U \leftarrow U \cup A_{\ell}, V_{r} \leftarrow V_{r} \backslash\{\ell\}\).
            end while
            \(z(u, r) \leftarrow|U|\).
        end for
    end for
    \(v^{*}, r^{*} \leftarrow \arg \max _{u, r} z(u, r)\).
    Output \(V^{\prime}\left(v^{*}, r^{*}\right)\).
```

Complexity: For each potential center $u$, it takes $O(m)$ time to run BFS. Then for each potential $r$, it takes $O(k N n)$ time to apply the loop of the Greedy Path Algorithm. Therefore the total complexity is $O\left(m n+k^{2} N n^{2}\right)=$ $O\left(k^{2} N n^{2}\right)$.

## 5. The approximation bounds and a comparison with the results of Vandin et al.

We reviewed here three approximation bounds for the connected maximum coverage problem. These are:

1. The singleton greedy algorithm is a $1 / k$-approximation algorithm (Lemma 2). This algorithm provides a solution consisting of a single node, which by default is a connected subgraph.
2. The algorithm of Vandin et al. (2011) [7] provides an approximation bound of $1 /\left(c_{\text {OPT }}\right)$. (Recall that $c=$ $\frac{2 e-1}{e-1} \simeq 2.58$.)
3. The Bounded Radius Algorithm which is a $(1-1 / e)(1 /$ $\left.r_{\text {OPT }}-1 / k\right)$-approximation algorithm.

When $k \leq c r_{\text {OPT }}$ the singleton greedy approximation is best, meaning that $1 / k$ is the largest of the three factors.

In Lemma 1 we showed that $k \geq 2 r_{\text {OPT }}$, hence for $k$ in the range [ $2 r_{\mathrm{OPT}}, c r_{\mathrm{OPT}}$ ] the singleton approximate is the best. This occurs when the optimal graph has a relatively large diameter and is close to a path. The other extreme is when the optimal subgraph is a star which has a radius of 1 regardless of the value of $k$.

We show next, that for $k \geq c r_{\text {OPT }}$ the approximation factor provided by our algorithm is the best (greater than) the approximation of [7] as well as the singleton greedy approximation.

Lemma 4. For $k \geq c r_{O P T},\left(1-\frac{1}{e}\right)\left(1 / r_{O P T}-1 / k\right) \geq 1 /\left(c r_{O P T}\right)$.
Proof. The proof relies on simple arithmetic.

$$
\begin{aligned}
& \left(1-\frac{1}{e}\right)\left(1 / r_{\mathrm{OPT}}-1 / k\right) \geq\left(1-\frac{1}{e}\right) \frac{1}{r_{\mathrm{OPT}}}-\left(1-\frac{1}{e}\right) \frac{1}{c r_{\mathrm{OPT}}} \\
= & \left(1-\frac{1}{e}\right)\left(1-\frac{1}{c}\right) \frac{1}{r_{\mathrm{OPT}}}=\frac{1}{c r_{\mathrm{OPT}}} .
\end{aligned}
$$

The last equality follows since

$$
\begin{aligned}
\left(1-\frac{1}{e}\right)\left(1-\frac{1}{c}\right) & =\frac{e-1}{e} \frac{(2 e-1)-(e-1)}{2 e-1} \\
& =\frac{e-1}{2 e-1}=\frac{1}{c}
\end{aligned}
$$

Hence, our results deliver the best approximation factor known for the connected maximum coverage problem, $\max \left\{(1-1 / e)\left(1 / r_{\text {OPT }}-1 / k\right), 1 / k\right\}$.

## 6. Generalization to maximizing monotone submodular set function

Consider a generalization of connected maximum coverage problem, which we call connected monotone submodular maximization: for any monotone submodular set function $f: 2^{V} \rightarrow \mathbb{R}$ where $f(\emptyset)=0$, find a subset of nodes $V^{\prime}$ of cardinality $k$, that induces a connected subgraph in $G$, such that $f\left(V^{\prime}\right)$ is maximized. The definition of submodular function and monotone submodular function is given below.

Definition 3. Let $\Omega$ be a finite set and $f: 2^{\Omega} \rightarrow \mathbb{R}$. Then $f$ is submodular if for all $S, T \subseteq N$,
$f(S)+f(T) \geq f(S \cup T)+f(S \cap T)$.
Furthermore, if for any $T \subseteq S, f(T) \leq f(S)$, then $f$ is monotone.

Examples of monotone submodular functions include: linear functions, budget-additive functions, coverage functions, and matroid rank functions. It is known that greedy algorithm is an ( $1-1 / e$ )-approximate algorithm for monotone submodular maximization.

Theorem 3 ([9]). The greedy algorithm for monotone submodular maximization always produce an $1-(1-1 / k)^{k}$ approximate solution for maximizing a monotone submodular function $f(S)$ where $f(\emptyset)=0$, under the constraint $|S| \leq k$.

In the two approximation algorithms presented above, the Greedy Path Algorithm as well as the Bounded Radius Algorithm, we incorporate the greedy algorithm of maximum coverage problem to select $k^{\prime}$ paths from a "center" node. Now for the monotone submodular objective, we generalize these two algorithms by incorporating the greedy algorithm of maximizing monotone submodular set function to select paths. That is, instead of adding the path which has the most increment on coverage in each step, we add the path which has the most increment on the objective $f$.

Now, we are going to show that the Greedy Path Algorithm and the Bounded Radius Algorithm deliver the same approximation factors respectively as applied to connected maximum coverage problem when applied to connected monotone submodular maximization. Since Lemma 3 does not depend on the objective function, providing a proof similar to Theorem 2 is sufficient.

Let the optimal solution to connected monotone submodular maximization problem be subset $V^{*}$. Let $z^{*}=$ $f\left(V^{*}\right)$ be the value of the optimal solution and let $z_{1}=$ $f\left(V^{\prime}\right)$ be the value of the Greedy Path Algorithm's solution.

Theorem 4. $z_{1} \geq\left(1-\frac{1}{e}\right)\left(\frac{1}{R}-\frac{1}{k}\right) z^{*}$.

Proof. Let $k^{\prime}$ to denote the number of iterations of the while loop in the Greedy Path Algorithm. In the preprocessing step, we get a subset of nodes $L$, and $P_{\ell}$ the set of nodes on a path between $v^{*}$ and $\ell$ for each $\ell \in L$. Define a new function $g: 2^{L} \rightarrow \mathbb{R}$ where $g(S)=f\left(\cup_{\ell \in S} P_{\ell}\right)$. One can easily verify that $g$ is also monotone submodular with $g(\emptyset)=0$.

Let $z_{g}^{\prime}=\max _{S \subseteq L:|S|=k^{\prime}} g(S)$. We observe that $V^{\prime}$ can be viewed as the output of the greedy algorithm for maximizing monotone submodular function $g$ with the restriction of selecting $k^{\prime}$ subsets from the family of subsets $L$. By Theorem 3,
$z_{1} \geq\left(1-\frac{1}{e}\right) z_{g}^{\prime}$.
Let $z_{f}^{\prime}=\max _{S \subseteq V:|S|=k^{\prime}} f(S)$. Since each node is on some path $P_{\ell}$ where $\ell \in L$, by monotonicity, we have
$z_{g}^{\prime} \geq z_{f}^{\prime}$.
Let $z_{f}=\max _{S \subseteq V:|S|=k} f(S)$. Then by submodularity, $z_{f}^{\prime} \geq \frac{k^{\prime}}{k} z_{f}$. We know $k^{\prime} \geq(k-R) / R$ from Lemma 3, hence,
$z_{f}^{\prime} \geq \frac{\frac{k-R}{R}}{k} z_{f}=\left(\frac{1}{R}-\frac{1}{k}\right) z_{f}$.
Since $z_{f} \geq z^{*}$, with inequalities (4), (5) and (6), we derive that

$$
\begin{aligned}
z_{1} & \geq\left(1-\frac{1}{e}\right) z_{g}^{\prime} \geq\left(1-\frac{1}{e}\right) z_{f}^{\prime} \\
& \geq\left(1-\frac{1}{e}\right)\left(\frac{1}{R}-\frac{1}{k}\right) z_{f} \geq\left(1-\frac{1}{e}\right)\left(\frac{1}{R}-\frac{1}{k}\right) z^{*} .
\end{aligned}
$$

Theorem 4 shows that the Greedy Path Algorithm is an $\left(1-\frac{1}{e}\right)\left(\frac{1}{R}-\frac{1}{k}\right)$-approximation algorithm for connected monotone submodular maximization problem. With the same reasoning in Section 4.2, we show the Bounded Radius Algorithm is an $\left(1-\frac{1}{e}\right)\left(\frac{1}{r_{\text {OPT }}}-\frac{1}{k}\right)$-approximation algorithm for connected monotone submodular maximization.
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