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ABSTRACT

Large scale distributed computing setups rely on power manage-
ment systems to enforce tight power budgets. Existing systems use
a central authority that redistributes excess power to power-hungry
nodes. This central authority, however, is both a single point of
failure and a critical bottleneck—especially at large scale. To address
these limitations we propose Penelope, a distributed power manage-
ment system which shifts power through peer-to-peer transactions,
ensuring that it remains robust in faulty environments and at large
scale. We implement Penelope and compare its achieved perfor-
mance to SLURM, a centralized power manager, under a variety
of power budgets. We find that under normal conditions SLURM
and Penelope achieve almost equivalent performance; however in
faulty environments, Penelope achieves 8-15% mean application
performance gains over SLURM. At large scale and with increas-
ing frequency of messages, Penelope maintains its performance
in contrast to centralized approaches which degrade and become
unusable.
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1 INTRODUCTION

One of the major problems facing the growth of exascale computing
setups is operating under power constraints [5, 21, 30]. The United
States Department of Energy identifies power as a key challenge,
citing the need for exascale systems to stay within a tight power
budget of 20-30 MW [3, 21, 30]. This tight power budget stems in
part from the monetary cost of power delivery and cooling capacity
[35]. Given that power is a limited resource, existing work illustrates
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how overprovisioning the system—having more nodes than can
run simultaneously under the power budget—can greatly improve
application performance [33].

Overprovisioning, however, creates the possibility of violating
system-wide power budgets and causing serious damage to the
cluster, so some systematic approach is needed to maintain these
caps. A simple and widely-used method of system-wide powercap
enforcement is a fair, static allocation of power. Each node receives
an equal portion of the system-wide cap regardless of its usage.
While this approach trivially enforces the power budget with no
overhead, it fails to take advantage of the fact that a node will
likely have different power consumption patterns over the course
of its lifetime. Nodes running high CPU workloads will consume
more power, whereas nodes running heavy I/O workloads or simply
idling will consume less power, far below their assigned static cap.

Dynamic systems take advantage of the differences in power con-
sumption across workloads to achieve greater application perfor-
mance while maintaining the system-wide cap. Figure 1 illustrates
how dynamic systems shift unused power from nodes operating
under their cap to nodes operating at their cap. These transactions
are zero-sum: one node increases its cap by the exact amount that
is freed by the other node. As long as the initial assignment of
node-level powercaps is valid, power shifting will not violate the
system-wide power budget. The current state-of-the-art takes ad-
vantage of these patterns by launching a local decider on each node
in the cluster and establishing a central server to coordinate all
power management [17].

Each local decider operates in a classic feedback loop: it observes
its environment, chooses an appropriate response, implements this
choice, and repeats [23]. Every T seconds, it compares its actual
power consumption (since the last iteration) against its assigned
node-level cap. If a node is consuming less than its cap, the local
decider sends the unused powercap to the server. If a node is con-
suming power close to its powercap, the decider requests power
from the server. The server then collects excess power from those
nodes operating under their cap and redistributes that excess to
nodes operating near their cap. This approach maintains system-
wide powercaps and allocates the total budget more efficiently in
order to improve application performance.

However, the reliance on a central server has two key limitations:

e Fault-Tolerance—The central server is a single point of failure
for the whole power management system. A node-level failure
or network partition would fully halt any power shifting for the
duration of the outage. In a large-scale, distributed environment
where failures are common occurrences [3, 21, 30], a centralized
approach cannot provide robust performance guarantees.

o Scalability—At high scale the number of clients simultane-
ously connecting to this server will cause performance degradation.
The server will become a bottleneck, as the time to process all the
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incoming events will, at some scale, surpass the T second period
that local deciders wait between iterations. Likewise as T decreases,
the problems at high scale amplify, resulting in an even greater mes-
sage load on an already overburdened server, causing suboptimal
power distribution and workload performance degradation.

To address these issues, we propose Penelope, a fault-tolerant
and scalable peer-to-peer power management system. Rather than
relying on a central server to coordinate power distribution, all
power shifting occurs through ad hoc transactions between nodes.
Each node holds a local cache of excess power, and instead of
querying the server for power, power-hungry nodes randomly
request power from other nodes in the system. Because Penelope
does not have a central coordinator it limits the size of transactions
to fairly spread out excess power in the system rather than having
a large amount of excess power accumulate on one node while
others starve. Additionally, Penelope implements a novel, distributed
version of urgency, which allows unfairly disadvantaged nodes who
are both power-hungry and operating below their initial assignment
to bypass the transaction limit and quickly return to their initial
powercap.

This approach has several benefits: (1) it does not have a single
point of failure, as power can still be shifted even if any given
node fails, (2) although the number of messages increases at scale,
these will be split among a growing number of nodes, ensuring that
the load on any one node is bounded, and (3) it does not require
withholding node(s) from the computing setup in order to operate
the central server.

We implement Penelope on a 21 node system and evaluate it
against two alternate power management systems: Fair and SLURM.
Fair statically allocates power evenly among all nodes in the system,
and SLURM implements a power management system that relies
on a central server to coordinate power distribution [43, 46]. All
results are normalized to Fair. We find that:

e In nominal environments, SLURM and Penelope yield nearly
the same mean performance gain over Fair, with SLURM achieving
only a 1.8% speedup over Penelope on average.

o In faulty environments Penelope improves mean application
performance by 8-15% over SLURM.

o In our simulations of large scale, Penelope quickly responds to
queries and effectively shifts power with respect to scale or itera-
tion frequency, while SLURM observes a linear increase in server
response time and is unable to effectively shift power as frequency
increases. We can estimate that at sufficient scale SLURM’s server
will be overburdened by the number of requests, slowing the rate
of power distribution in the system.

The key contribution of this paper is Penelope, a fully distributed
power management system. Penelope’s design and reliance on peer-
to-peer transactions allows it to be robust in faulty environments,
a common problem in distributed systems, especially at large scale
[3, 8, 11]. At large scale it will not bottleneck, and as local deciders
iterate faster it will not degrade, unlike centralized approaches. And
even without either of these conditions, Penelope performs equiva-
lently to SLURM. Penelope efficiently manages power at low scale
and without node faults, and it provides more robust performance
guarantees than existing work in high scale and faulty systems.

The aim of this paper and Penelope as a system is to evaluate the
feasibility and efficacy of peer-to-peer power management versus
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centralized approaches. Although studied in several other contexts,
to the best of our knowledge this paper is the first to study peer-to-
peer design in power management. Peer-to-peer designs present
well-studied benefits over centralized approaches. The paper estab-
lishes that for dynamic power allocation a peer-to-peer approach
successfully and efficiently allocates power, results in as good or
better application performance versus centralized approaches, and
has benefits in fault tolerance and scalability that derive from its
decentralized design. Our goal was not to provide a survey of many
possible designs, but rather to show that a simple, initial peer-to-
peer approach could be successful. We feel that the simplicity of
its design, coupled with the performance and design benefits, is a
strength of this system. We hope that this leads to follow-on work
in peer-to-peer power management.

2 BACKGROUND

This section proposes the concepts of power assignment and power
discovery as identifying and distinguishing characteristics of dif-
ferent power management systems. It then covers case studies of
a few such management systems in terms of these concepts to
properly contextualize Penelope. However, it first discusses power
management at a deeper level, covering the necessary constraints
that power management systems must enforce while optimizing
for application performance.

2.1 Power Management

New cap
Power cap
N ﬂ h

Node A Node B Node A Node B
Figure 1: Shifting unused power to a power-hungry node.

Large computing setups, like exascale systems, will need to op-
erate on a tight power budget between 20-30MW [3]. While the
enforcement of this cap is vital to prevent damage and degradation,
powercaps have a proportional, albeit non-linear relationship to
application performance [19, 37]. Furthermore, each node has a
maximum power setting, over which we could observe damage to
the processor. Thus, we have two values to coordinate: system-wide
powercaps and node-level powercaps. We have two constraints on
these values: the sum of all node-level powercaps in the system
must be equal to or less than the system-wide powercap, and each
node-level powercap must be within a safe range for the node. As
long as these two constraints are met, we prevent power-related
damage and degradation.

While static allocation is the simplest way to enforce these con-
straints, dynamic approaches improve application performance by
modifying node-level caps in real time to respond to workload be-
havior. However, a major challenge facing exascale computing is
resilience, as tighter power budgets with more components will
cause more faults [3]; static methods have no overhead, and so
trivially overcome the challenges of fault-tolerance and scalability.
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A power management system that can be robust in these conditions
while improving application performance over static approaches
would be greatly beneficial to the throughput and energy efficiency
of large scale systems.

2.2 Power Assignment and Discovery

The processes of (1) locating and (2) redistributing excess power is
the key contribution of dynamic power management over simpler
static solutions. Power discovery—the location of excess power—
and power assignment—the redistribution of excess power and the
modification of node-level caps—can serve to uniquely identify
different power allocation systems.

2.2.1  Power Assignment. We define power assignment as the mech-
anism by which node-level caps are set and potentially changed.
Under static systems, this is clear: caps are set at system launch by
some heuristic or central authority and then never altered.
Dynamic systems must define (1) how node-level caps are ini-
tially set and (2) how nodes modify their own cap. To the best of our
knowledge, all prior dynamic power management systems establish
a central authority. This authority has global knowledge and takes
responsibility for the initial assignment of node-level caps as well
as the collection and redistribution of excess power in the system.

2.2.2  Power Discovery. Power management systems do not need
to fully utilize the system-wide powercap. In other words, if C; is
the cap of node i, and Csyszem is the system-wide cap, it is perfectly

acceptable for A := Csystem — g C; > 0. Dynamic systems aim
to locate this excess power in tile? cluster. Power discovery is the
means by which that location of excess power occurs. For example,
centralized approaches have a global cache of excess power with a
static address, meaning that every node knows where to find excess
power.

2.3 Case Studies

We now survey three existing power management systems. Fair
is a trivial static power capping solution which evenly splits a
system-wide cap among all the nodes in a cluster. SLURM is a state-
of-the-art job scheduler which implements a centralized power
management system [43, 46]. PoDD is a hierarchical power man-
agement system designed for a specific class of workloads called
coupled workloads [51].

2.3.1 Fair. Fairis a static power allocation system. Under Fair, each

Csystem

node is assigned the same cap: , where N is the number of

nodes. Fair does not attempt to locate or redistribute excess power,
so it handles the notions of power assignment and power discovery
trivially. In our experimental evaluation, Fair is used as a baseline
model.

2.3.2 SLURM. SLURM is a state-of-the-art job scheduler for dis-
tributed systems with a dynamic power management system. SLURM

system

assigns each node an initial cap of . It then launches a local

decider process on each node and a central server to handle all

requests. Each local decider monitors local power consumption
and sends information to the server based on a simple heuristic:
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if the current power consumption, P;, is within € of its node-level
powercap, Cj, i.e. P; > C; — €, where € is a fixed power margin, the
local decider classifies the node as power-hungry, and it informs
the server of its state. Otherwise, if P; < C; — €, then the node is
classified as having excess power. In this case, the local decider
reduces its cap, setting C; = P;, and sends its state and the excess
power, A; := (C; — P;), to the server.

We observe first that power discovery is handled by the server.
The server is a global cache of all excess power, so power-hungry
nodes know where any excess power is held. A centralized solu-
tion easily handles power discovery. Power assignment is similarly
centralized—the central server holds the excess and then takes a
percentage of the total excess and gives it to each requesting node.
Power shifting from one node to another must be proxied through
the server.

2.3.3  PoDD. PoDD is a hierarchical power management system
for coupled workloads: workloads in exascale systems that run
simultaneously rather than serially. These workloads are dependent
on one another, so these pairs of applications are only as fast as
their slowest member. As a result, PoDD observes that it is optimal
for both applications in the couple to finish at the same time, as the
runtime of the pair is most important.

PoDD approaches power management in a hierarchical way. It
runs each application in the couple for a few iterations, learns the
optimal initial node-level powercaps, and assigns these—a central-
ized process. It then launches a centralized power management
system to coordinate node-level power shifting similarly to SLURM.

PoDD has a centralized solution to power discovery. Excess
power is held and redistributed by the central server. PoDD has
a hierarchical solution to power assignment. It performs a cen-
tralized, top-level powercap assignment and then allows for local
refinement.

3 PENELOPE DESIGN AND
IMPLEMENTATION

Penelope is a distributed power management system which relies on
peer-to-peer transactions to shift power between nodes. Whereas
existing work relies on a central server to coordinate power shifting,
Penelope overcomes the challenges of fault-tolerance and scalability
in power management by splitting the responsibilities of a central
power management server among all the nodes in the cluster.

There are two components to Penelope on each node: a local
decider and a local power pool. The local decider classifies a node
as either being power-hungry or having excess. If power-hungry, it
queries a power pool searching for excess power. Otherwise, it adds
the excess power it has to its local power pool. The local power
pool is a cache of excess power and acts as a server, giving power
from its cache to power-hungry nodes.

We define a transaction as an exchange of power between a local
decider and a power pool. Power housed on a power pool has al-
ready been freed and transactions are atomic, so we can ensure that
no transaction increases the system’s total power usage beyond
the system-wide cap. Additionally, local deciders have information
about safe power ranges for the node on which they are running
and can ensure that nodes do not exceed that safe range. Because
power shifts through these atomic transactions we can make sure
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that Penelope meets both necessary requirements of a power man-
agement system: (1) it enforces system-wide powercaps, and (2) it
makes sure nodes operate within safe power ranges.

We additionally integrate into Penelope a modified idea of urgency
proposed by Zhang and Hoffmann [50]. We discuss the implemen-
tation of this concept in subsequent sections, but here we describe
it at a high-level. The intuition behind urgency is as follows: over
the uptime of a system, a node, call it node A, may lower its cap
dramatically because it did not need power. Now suppose, either
due to a changed workload or to a different phase of its current
workload, node A suddenly becomes power-hungry. It is capped far
below its initial assignment, and if there is not any excess power in
the system this node will be unfairly throttled due to its previous
power needs while other nodes are operating above their initial cap,
having accessed the excess power that was previously released by
node A. To provide a means of recourse for node A to at least return
to its initial power level, we say that any node that (1) Penelope clas-
sifies as power-hungry and (2) has a powercap below its initial cap
has an urgent state, and if it sends power requests we say that these
are urgent requests. Non-urgent requests are subject to limitations,
where the power pool restricts the maximum amount of power that
the request can receive—an idea that will be discussed at length in
Section 3.2. Urgent requests, however, bypass this restriction and
are allowed access to as much excess power as they can locate until
the urgent node reaches its initial cap. Additionally, if there is no
excess power in the system, urgent requests induce nodes to release
power down to their initial cap, even if they are power-hungry,
thus artificially creating excess power which the urgent node can
access. These mechanisms allow urgent nodes to rapidly return
to their initial cap, ensuring that if there is no excess power in a
system, one node will not be unfairly throttled.

Zhang and Hoffmann use offline profiles to determine optimal
power assignments specifically for coupled workloads and use this
as the threshold for urgency rather than initial power cap [50]. We
adapt this idea for both a generalized application setup where we
do not have knowledge a priori of any workload profiles and for a
distributed environment.

3.1 Local Decider

The local decider is initialized with a few parameters: a pointer to
the local power pool that is running on the same node, the initial
powercap for the node, and a power margin €.

As illustrated in Algorithm 1, the local decider operates in a
control loop at distinct time steps ¢, with T seconds between each
subsequent time step. The local decider first reads the average
power dissipated since the previous time step ¢t —1. The local decider
compares this read power P; to C;, the powercap at time step t. If
P; is more than € below C;, the decider classifies the node as having
excess power. If P is within the power margin € of C;, the decider
classifies the node as power-hungry.

If the decider classifies the node as having excess, it calculates
the amount of excess it has (A), lowers its cap for the next time
step by A, and adds the corresponding amount to the local power
pool. Adding this excess to the local pool exposes it to other nodes,
so the local decider must lower its cap prior to adding to the local
power pool to maintain the the system-wide cap.
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Algorithm 1: Local Decider Pseudocode

Function PenelopelLocalDecider (pool, initialCap, €):

Cy = initialCap;

t=0;

while True do

P = getPowerReading();

if P < C; — € then

// Current power reading is under cap

A=C; - P;

Cri1=Cr = I\

| Pool = Pool + A;

else if P > C; — € then

if Pool > 0 then
// getMaxSize defined in Algorithm 2
A = min(Pool, getMaxSize(Pool));
Pool = Pool — A;

| Cen=Cr+ A

else

server = chooseRandomNode();

if C; < initialCap then

urgency = 1;
a = initialCap — Cy;
A = sendUrgentRequest (server, a);

else
urgency = 0;
A = sendRequest (server);
| Cen=Cr+ A
if urgency == 0 A localUrgency == 1 then
A = Cyyq — initialCap;
Cr1=Cry1 — A
Pool = Pool + A;
| localUrgency = 0;

L t=t+1;

If the decider classifies the node as power-hungry, it first checks
the local power pool before querying other nodes. This allows nodes
to discover excess power whether it resides locally or externally.

If the local power pool yields nothing, the decider prepares
to query a different power pool. This peer-to-peer query is how
power assignment occurs in Penelope. Local deciders receive power
through transactions with power pools, so power assignment oc-
curs in a distributed, peer-to-peer manner. It chooses which node
to query at random. This random query is how Penelope handles
power discovery. Without prior knowledge of where power resides,
local deciders choose a node uniformly at random to locate power.

Before sending a request, the local decider determines if the
node is in an urgent state, defined as being both power-hungry
and operating below the initial cap. If urgent, the decider calculates
how much power is necessary for its cap to reach its initial cap
and sends this value to a power pool in an urgent request. If not
urgent, the decider simply sends a standard request. The power
pool handles urgent requests differently, which will be discussed at
greater length in Section 3.2.

If the decider receives any power in the transaction, it increases
its cap Ct41 by the corresponding amount. If it receives nothing, we
simply set Cr41 = C;. Finally, the decider checks its localUrgency
flag. This flag is set when the local power pool receives an urgent
request. If this flag is set, and the node is not itself already in an
urgent state, the decider lowers its cap to the initial assigned cap,
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and adds the excess to the power pool. As discussed earlier, this
mechanism frees up power that urgent nodes can access, allowing
them to reach their initial cap more quickly.

3.2 Power Pool

Algorithm 2: Power Pool Pseudocode

Function getMaxSize (Pool):

size = TEN_PERCENT = Pool ;

if size > UPPER_LIMIT then
| return UPPER_LIMIT;

else if size < LOWER_LIMIT then
| return LOWER_LIMIT;

else
L return size;

Function PowerPool (Pool):
while True do
request = getIncomingRequest ();
if request.urgency == True then
a = getNecessaryPower (request);
L A = min(Pool, a);
else
maxSize = getMaxSize(Pool);
L A = min(Pool, maxSize);
Pool = Pool — A;
response = A;
replyToRequest (request, response);
localUrgency = request.urgency;

In addition to the local decider, each node contains a local power
pool. The power pool acts as both a local cache of excess power
as well as a server, responding to requests for power from local
deciders operating on other nodes. The power pool operates in a
simple loop, illustrated in pseudocode in Algorithm 2. When the
power pool receives a request, it first checks the urgency attached.

If the request is urgent, the requesting node will have also sent
a value a which represents how much power is needed for that
node to return to its initial cap. For urgent requests, the power pool
tries to give & in response unless the size of the pool is too small,
in which case it will give all excess power it has stored.

If the request is not urgent, the power pool uses a simple heuris-
tic to determine the amount of power it will respond to this request
with. The algorithm calculates 10% of the total size of the pool,
capped above by UPPER_LIMIT and below by LOWER_LIMIT as
shown in 2. This provides a hard upper and lower bound for ex-
treme sized power pools while allowing for a gradual scaling of
transaction size when the pool has moderate size. Our system sets
UPPER_LIMIT to 30 watts and LOWER_LIMIT to 1 watt. So if the
pool size is over 300 it returns 30, and if below 10 it returns 1.

The power pool limits the rate of power distribution to ensure
roughly equal distribution and to prevent power oscillation. If trans-
actions are too large, it is possible that one node unfairly hoards
all excess power in the system. Limiting the rate allows multiple
requesters to be served, each receiving a smaller, equal amount of
power per transaction.

Large transaction sizes can also cause power oscillation. If too
much power is given in one transaction, the power-hungry node
will increase its cap by a large amount and may not be able to use
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up its entire cap by the next time step. In the next iteration the
node will be classified as having excess and will lower its cap. In the
following iteration it will again be power-hungry and request power.
If it receives too much power again this process will repeat. When
factoring in the changing needs of the workload, this can cause
the powercap on a node to oscillate wildly. Limiting the amount
of power receivable in a transaction can dampen this oscillation,
allowing for the node to gradually increase its cap. This limit scales
with the size of the pool, so more power can be given out if there
is more excess, and the limits at 1 and 30 ensure that we always
give a nonzero amount of excess power and that even if the pool
becomes massive the size of transactions will be bounded.

At this point, based on urgency, the power pool has calculated A,
the amount of power it will respond to the request with. It reduces
the size of its pool by this amount and replies to the request with A.
Finally, it sets the localUrgency flag based on the urgency of the
request. As noted in Section 3.1, this flag induces the local decider
to release power down to its initial cap.

The power pool and local decider encompass the entirety of
Penelope’s high level design. The local decider makes real-time
choices based on the current power consumption of the node. If
more power is needed, it queries first its local cache, and then into
the system to search for available power. The power pool acts as
a server to field these incoming requests and process them, and it
provides special privileges to nodes who urgently need power to
allow them to quickly return to their initial state.

3.3 Limitations and Assumptions

Penelope uses Intel’s Running Average Power Limiting (RAPL)
scheme to read and manipulate power and powercaps [12]. How-
ever, Penelope only requires an interface through which power can
be read and node-level powercaps can be set. Therefore, Penelope
easily be adapted to work with any power capping interface.

The local decider and local power pool both manipulate the
amount of excess power available. As a result, some care is needed
to ensure that changes to this value are atomic, otherwise system-
wide caps could be violated. Penelope guarantees this through the
use of a simple lock, but any form of synchronization would suffice.

Finally, we acknowledge that while Penelope is more robust in
faulty environments and at scale, centralized approaches will con-
verge faster than peer-to-peer power management systems at low
scale or when the central server is not a bottleneck because they
have a global server with total knowledge. Penelope effectively shifts
power without requiring a central server or a separate node to host
that server, and in the absence of faults or scale provides compa-
rable application performance speedup to SLURM, data which is
discussed in Section 4. However, there may be certain systems with
more specific guarantees in terms of integrity or scale than we
assume here, and on those systems a centralized approach may be
feasible and more efficient than a peer-to-peer approach.

4 EXPERIMENTAL RESULTS

4.1 Experimental Setup

We use the NAS Parallel Benchmark (NPB) suite version 3.4 [4].
This includes 10 applications, from which we omit Integer Sort (IS).
The applications compile with different classes (A-F) corresponding
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to different test sizes. All benchmarks are compiled to class D to
get an appropriately long test runtime. IS does not compile past
level C, and at level C finishes significantly faster than the other
applications (under five seconds, whereas each other application
takes at least 40 seconds and all but one take at two minutes).

This benchmark contains a set of programs that are intended to
test the performance of parallel supercomputers. The applications
contain 5 kernels and 3 pseudo-applications, as well as benchmarks
for unstructured adaptive mesh and parallel I/O. These applications
have varying runtimes with different resource usage and power
needs. We test every unique combination of these 9 applications,
yielding 36 pairs. Our setup divides the cluster in half, running one
application on the first half and the other on the second. We define
the runtime of an experiment as the time necessary for all nodes to
complete their workloads. All applications run with 48 threads per
node, the maximum number of virtual cores on our test servers.

Additionally, we adapt the idea of prioritization proposed by
Zhang and Hoffmann [50] into a model of urgency as discussed in
Section 3, and we implement SLURM along with this centralized
version of urgency. Power-hungry nodes operating below their
initial cap send urgent requests to the central server. The server
gives power greedily to these urgent nodes until they reach their
initial cap. If the urgent cannot reach their initial cap, the central
server indicates this to other, non-urgent nodes and induces them
to release power down to their initial cap. Adapting this concept
for a distributed system is non-trivial, so we implement SLURM
in this way in order to compare Penelope’s distributed version of
urgency with the original, centralized version.

Our test system has 21 nodes. 20 of these are client nodes that
run actual applications, and 1 is used to host the server for SLURM.
Penelope and Fair use only the 20 client nodes. Each node is a
dual-socket server, with 2 Intel Skylake Xeon Gold 6126 CPUs.
The nominal clockspeed is 2.60 GHz. Each node has 256 GB of
RAM divided between dual memory controllers. All nodes support
Intel RAPL technology, which we utilize to set powercaps and read
power from hardware. Each processor has 12 physical cores with
hyperthreading, allowing for 48 virtual cores.

We measure runtime as the time necessary for all applications to
complete, and we use 1/runtime as our performance metric. We test
each combination of applications under Fair, SLURM, and Penelope,
and we normalize the performance of SLURM and Penelope to Fair.

We first evaluate the overhead of Penelope. We then test Fair,
SLURM, and Penelope under nominal conditions, specifically in the
absence of node failures or heavy network traffic. Next we test
these three systems under failing environments, when we induce a
failure to SLURM’s central server to observe the impact of node-level
failures. Finally, we simulate the impact of large scale on SLURM
and Penelope. We define two metrics, power redistribution time and
turnaround time. We plot these metrics versus the frequency at
which local deciders operate and versus simulated scale for both
SLURM and Penelope. We omit Fair because it does not redistribute
power nor cause any network traffic.

Under both normal and failing conditions, we compute the per-
formance under Fair, SLURM, and Penelope for each pair of applica-
tions under an initial powercap. We normalize the performance of
Penelope and SLURM to Fair, and we plot the geometric mean for
Penelope and SLURM across all pairs of applications under a given
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initial cap, as well as the geometric mean across all application
pairs and initial powercaps.

4.2 Penelope Overhead

We first measure the overhead Penelope incurs on each node. To
evaluate this, we measure the runtime of each workload in the NAS
Parallel Benchmark [4] on a single node under a static cap. We
then run all the workloads again, but this time launching Penelope
on this node. This is a one node system, so no power is being
shared between nodes. We define overhead as the percent slowdown
of running with Penelope versus under a static cap. We observe
an average of 1.3% overhead across all workloads, indicating that
Penelope minimally impacts workload runtimes. We note that all
subsequent results include this overhead.

4.3 Performance Under Nominal Conditions

We start by running all 3 systems on our 21-node system in a fault-
free environment. This means that during the test there are no
node-level failures or severe network latency, so the integrity of
any node, including the one running SLURM’s server, is not tested
or compromised. All 3 systems begin by dividing the system-wide
cap evenly among all nodes in our system. We thus test 5 different
initial settings: 60, 70, 80, 90, and 100W per socket, with 2 sockets
per node. Each system enforces the system-wide cap constraint,
but the application performance varies.

Figure 2 shows that SLURM on average outperforms Penelope by
only 1.8% and never outperforms Penelope by more than 3% across
all choices of initial powercap. Because it is centralized SLURM
can make decisions based on total information, so at small scale
we expect it to have an advantage over a distributed approach.
However, this advantage is clearly limited.

Penelope addresses the limitations of centralized approaches un-
der failing conditions or at large scale, but even in the absence of
either of these factors we see that Penelope provides nearly identical
mean application performance to SLURM. We believe this shows
that Penelope can be used as a general purpose power management
system.
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4.4 Performance with Faulty Power
Management

We next run the same test as above, but we induce a failure to
SLURM’s server partway through execution for each application
pair to observe the impact of a node-failure on SLURM’s perfor-
mance. As expected we see a sharp degradation, with Penelope ob-
serving an 8-15% improvement in mean application performance
over SLURM. Without the server node, even though every client is
properly functioning, there is no central authority that can shift
power. Effectively, this means that the assignment of powercaps
at the time of failure becomes a static assignment. However, these
node-level powercaps are uneven across the cluster, which could
throttle application performance worse than evenly divided assign-
ments. Under our experimental setup, only one application runs on
every node during a single test, but in a generalized environment
multiple workloads would run on the same hardware back to back.
If these workloads have drastically different power consumption
patterns, a failure to SLURM’s server could throttle application
performance even more than is indicated by our data.

Figure 3 shows the geometric mean of performance for each
system across all application pairs for each choice of initial cap.
SLURM performs on average worse than even the trivial solution,
Fair. Additionally, even though the server has died, the local decider
running on each client node is still functioning, which requires over-
head. In a real system, a fault to the server node would result in
a similar situation, where the overhead of running local decider
clients is still paid, but without any of the benefits of power shifting,
on top of the overhead of requiring an additional node to run the
coordinating server. In contrast, Penelope is not significantly per-
turbed by a client-node failure because Penelope relies exclusively
on peer-to-peer transactions to shift power and does not introduce
a single point of failure. As a result it is resilient to node-level faults.
After a critical mass of nodes have failed, Penelope’s performance
will begin to degrade, but this would be true for any dynamic power
management system, centralized or distributed.

A peer-to-peer design inherently benefits from increased fault-
tolerance and scalability due to the lack of central authority and
distributed nature of work in the system. Centralized designs do
not share these inherent benefits, and we have shown the impact
that this lack of implicit fault-tolerance can have on application
performance.

While centralized systems can use fallback servers to improve
their fault-tolerance, our goal is to evaluate a peer-to-peer design
in contrast to a centralized design. We show that a fully centralized
design is vulnerable to coordinator failures while a peer-to-peer
design remains effective. We acknowledge that we do not explore
all possible failure scenarios; however, we note that we induce a fail-
ure in each combination of applications, providing some variance.
We leave a comprehensive study of fault tolerance in centralized
systems for future work.

4.5 Scalability Analysis

The scalability of either SLURM or Penelope is dictated not just by
the number of nodes in the system but also by the frequency at
which local deciders iterate. Both SLURM and Penelope are imple-
mented such that their local deciders iterate once every second, but
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this frequency is constrained in large part by how quickly RAPL
can enforce an assigned node-level cap. RAPL already converges
on average in under 0.5 seconds [48], and as power management
becomes increasingly important we expect RAPL and competing
technologies to reduce their overhead, so there is every reason to
expect that local decider frequency will increase in the future.

Because we do not have sufficient hardware, we simulate SLURM
and Penelope running at large scale. To implement this, we run
multiple local deciders, up to the number of cores to make sure they
can all run truly in parallel, on a single physical node simultaneously.
All simulated deciders can share with each other, whether or not
they reside on the same physical node. Local deciders no longer
interact with hardware, and instead use curated profiles of power
consumption over time for each application in the NPB benchmark.
Our simulation uses real power profiles but allows individual cores
to act as nodes would in a real system. We have a 45 node cluster
with 48 cores per node (with hyperthreading). We withhold 1 node
to operate the SLURM server. Each SLURM decider requires 1 core,
but each Penelope instance utilizes two threads to simultaneously
run a power pool and local decider. We can simulate 24 Penelope
instances per node, so on our 44 compute nodes, we can simulate
1056 total nodes.

Our setup, aside from using NPB application profiles, is anal-
ogous to the prior experiments: we iterate over all possible pairs
of applications, running one on the first half the cluster and the
other on the second half. We modify the profiles to look at a shorter
continuous set of power readings that occur around when one appli-
cation completes, allowing us to observe how our systems behave
when a large amount of power enters the system, as power should
move from the now idle nodes to those still running.

We define two metrics in our scaling analysis: power redistribu-
tion time and turnaround time.

Power Redistribution Time: This is the time necessary for
some percentage of excess power to be redistributed to power-
hungry nodes. Because we are unable to directly measure applica-
tion performance, we use power redistribution time to approximate
the efficacy of a power management system, as this metric repre-
sents the speed at which power is shifted in the system.
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Turnaround Time: This is the average time a local decider
spends waiting for a response from a power pool. For SLURM this is
the server’s average response time. For Penelope this is the average
time needed to complete a transaction in the system. This metric
allows us to quantify potential bottleneck effects at scale.

We run two tests. First, we fix scale at the maximum we can
simulate reliably, 1056 nodes, and increase the frequency at which
local deciders iterate. Second, we fix the frequency at 1 iteration per
second and vary the scale, from 44 nodes to 1056. In all experiments,
we compute the value in question under all 36 pairs of applications
and plot the distribution of that value over these 36 combinations.

We note that in order to mitigate the increased power oscillation
at scale because of the significantly higher amount of excess power
available, we modify SLURM’s rate limiting scheme to account for
scale. We discuss power oscillation and its ramifications at greater
length in Section 3.2
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Figure 4: Median redistribution time (time to shift 50% of available power)
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4.5.1 Power Redistribution Time versus Frequency and versus Scale.
We first observe the impact of increased frequency and increased
scale on power redistribution time.

Tapan Srivastava, Huazhe Zhang, and Henry Hoffmann

In Figure 5, near 20 requests per second, SLURM’s total redistribu-
tion time shoots up. This occurs because at this frequency SLURM’s
server begins dropping packets and is unable to redistribute all the
excess power, so we define its total redistribution time as the total
runtime of the experiment. However, if we look at the median redis-
tribution time—time to redistribute 50% of the available power—in
Figure 4, we see that Penelope rapidly improves its redistribution
time and converges to that of SLURM as frequency increases. A
relatively small increase in frequency causes a major reduction in
redistribution time, both in total and median, for Penelope, whereas
SLURM’s server degrades as frequency increases. Penelope remains
effective as frequency increases, as it quickly and fully redistributes
available power in the system.

We present in Figure 6 power redistribution versus scale for
both systems. From Figure 6, we observe that the trends for both
systems are unchanged as scale increases from 44 nodes to 1056.
What this indicates first is that at 1056 nodes with a one second
period, SLURM does not degrade; however, Penelope does not ei-
ther. As scale increases, we see that the gap in redistribution time
remains essentially unchanged, and as we have seen on real world
data Penelope and SLURM have extremely similar mean application
performances on 20 nodes when running real workloads.

4.5.2 Turnaround Time versus Frequency and versus Scale. We see
that frequency has a significant effect on turnaround time for
SLURM. Figure 7 shows how SLURM’s turnaround time approaches
nearly 25ms before leveling off and slightly declining—which occurs
at the point where the server begins dropping packets. Dropping
packets will absolutely prevent turnaround time from increasing
at the same pace. We note that the standard deviation increases as
frequency increases, even as mean turnaround time remains flatter.

When varying scale, Figure 8 shows how the response time for
the server is sharply increasing, but is still operating in the range
of tens of milliseconds, while clients are sending messages every
second. Because the turnaround time is still a small percentage of
the overall period, SLURM’s power redistribution time did not vary
versus scale.

However, the turnaround time stands to continue to increase
as scale increases, and once the turnaround time becomes a more
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significant percentage of 1 second, SLURM will begin to observe
degradation in power redistribution time. We further measure the
average time needed to process a request by the server, which
was about 80-100 microseconds. The server processes requests
serially, so we can extrapolate that even at 80 microseconds, a
system of 12,500 nodes sending messages every second would force
the server to take 1 second to process all incoming requests, causing
compounding delays in the processing for each local decider.

As the iterating frequency increases, a smaller number of clients
would be able to overwhelm the server in this same way. At 1056
nodes, a frequency of about 11.8 iterations per second would be
enough to cause SLURM’s turnaround time to exceed the period
for the local decider. As scale increases, the frequency necessary to
reach this point will only decrease.

As frequency increases, SLURM’s server degrades both in re-
distribution time and turnaround time, while Penelope’s remains
robust and efficient. At large simulated scale, Penelope is able to shift
power just as well as at low scale, and has consistent and low turn-
around times. SLURM has asymptotically worse turnaround times,
and we can easily extrapolate the scale thresholds that would turn
the central server into a bottleneck for the whole system, greatly

Mean Turnaround Time vs. Frequency

—— Slurm

—— Penelope
25000

20000

15000 A

10000

5000

Average Turnaround Time (Microseconds)

] 20 40 60 80 100
Frequency of Requests
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increasing its power redistribution time. The trend in SLURM’s
turnaround time illustrates that it is on an untenable trajectory.

5 RELATED WORK

There is a great deal of work developing systems that control power,
either through hardware or software. Early work controls one com-
ponent, like DRAM, disk, or DVFS [15, 28, 29], while later work co-
ordinates multiple components [10, 13, 14] or arbitrary components
to optimize performance by utilizing offline profiles [24-26]. Intel’s
RAPL tool and PUPIL provide a hardware and flexible software
approach respectively to read power and set powercaps [12, 49].
More recent work expands the breadth of power-capping work,
specializing in GPUs, modulating uncore frequency, or focusing
on certain systems like the Xen hypervisor [7, 21, 31]. However,
to the best of our knowledge, these approaches focus on power
management on a single node rather than on a larger cluster.

There has been a great deal of work concerning job scheduling in
HPC systems [2, 20, 36]. More recent work focuses on scheduling
for exascale [1] as well as on the effect of power and network
factors on application performance [32]. These works show the
continued importance of power management systems, but to the
best of our knowledge these prior approaches rely on a centralized
power management system.

More recently, because it is more efficient for large systems to
be hardware overprovisioned [33, 41], existing work proposes a
scheme to manage power and efficiently allocate resources and
nodes to workloads in overprovisioned systems [22, 34, 38, 40]. The
number of power management systems motivated the creation of a
simulator for different power scheduling strategies [16], and a re-
cently survey investigated these questions within data visualization
on supercomputers [6].

Fault-tolerance in HPC and exascale systems is a major problem.
Canal et al. survey the problem and some existing solutions, such
as predicting node failures in real-time [8, 11]. While these works
aim to mitigate the impact of node failures in large distributed
systems, Penelope’s distributed design grants fault-tolerance inher-
ently, ensuring that in the face of these node failures the system
can continue to shift power without any extra cost.

Works most similar to Penelope are those which aim to dynam-
ically reallocate node-level powercaps to improve performance.
Ellsworth et al. propose a centralized solution to power shifting
[17, 18]. Other work detects low-power I/O phases and leveraging
those phases to shift power via a central server towards applications
in computation phases [42]. Some related work specializes in power
shifting on coupled workloads. These are workloads which previ-
ously ran serially, but now run in parallel and communicate over a
network instead of through a file interface [9, 27, 45]. Zhang and
Hoffmann propose management schemes specifically targeting cou-
pled workloads [50, 51]. While these systems all dynamically shift
power to achieve better application performance, their reliance on a
central authority provides key limitations which Penelope addresses
through its distributed design.

Finally, we note that distributed power discovery is a hard prob-
lem, and we cite related work that has to do with other distributed
discovery problems and their solutions. Zarrin et al. survey existing
approaches to general resource discovery on distributed systems
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[47], and certain approaches target resource discovery in edge
systems and large-scale IoT systems [39, 44]. Although a major
component for Penelope is the discovery of excess power, the need
for urgency; i.e. the need to take a resource away from nodes op-
erating without excess, is an added factor for power management
system that is not addressed by prior resource discovery algorithms.
To the best of our knowledge, Penelope’s distributed urgency is a
novel contribution.

6 CONCLUSION

With the increased use of large-scale distributed computing setups,
power management systems that can both maintain the integrity
of system-wide powercaps and improve mean application perfor-
mance are increasingly valuable. Static allocation methods such as
Fair are simple and widely used, but they fail to account for the
variable resource demands of workloads. Dynamic systems aim to
shift excess power in the system to power-hungry nodes, enforcing
system-wide caps while improving application performance. To
the best of our knowledge, all existing dynamic systems rely on a
central server to coordinate this power shifting, which means these
systems have a single point of failure and will develop a bottleneck
at scale. We present Penelope, a distributed power management
system which relies instead on peer-to-peer transactions to shift
power. Penelope does not have a single point of failure, as excess
power is stored on each client node rather than on a central server.
At large scale, a central server will become a bottleneck, delaying
the iteration timing of local deciders running on client nodes and
causing the system to more slowly shift power. Penelope’s power
redistribution time does not vary with scale and neither does the av-
erage response time of its servers. This is because, although under
the same load at scale, this load is split across all nodes, ensur-
ing that no single power pool is overburdened with requests and
guaranteeing that no single area of the network will be flooded
with messages. As frequency increases at scale the central server
becomes overburdened, as its mean server response time sharply
increases, whereas Penelope remains robust. In real world systems,
Penelope performs nearly as well as SLURM under nominal con-
ditions, and outperforms SLURM by 8-15% in situations where
there is a fault to the server node. Penelope remains robust in faulty
environments and at scale and performs well in the absence of
these conditions, indicating that it can be used as a general purpose
power management system for computing setups of varying size
and integrity. We believe that this work illustrates the value and fea-
sibility of relying exclusively on peer-to-peer power management,
and we hope that this inspires further work into such approaches.
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